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Abstract

Recent advances in NLP suggest that some
tasks, such as argument detection and relation
classification, are better framed in a multimodal
perspective. We propose multimodal argument
mining for argumentative fallacy classification
in political debates. To this end, we release the
first corpus for multimodal fallacy classifica-
tion. Our experiments show that the integration
of the audio modality leads to superior clas-
sification performance. Our findings confirm
that framing fallacy classification as a multi-
modal task is essential to capture paralinguistic
aspects of fallacious arguments.

1 Introduction

Recent studies in Argument Mining (AM) mainly
focus on semantic textual analysis (Lawrence and
Reed, 2019). However, a different line of research
has shown the importance of including paralinguis-
tic features in argumentative discourse analysis
across a wide variety of domains, including ad-
vertisements, news coverage, and legal analytics
(Kišiček, 2014; Groarke and Kišiček, 2018) and in
cognate tasks such as fake news detection (Ivanov
et al., 2023). To evaluate these findings, Multi-
modal Argument Mining (MAM) emerged to gain
a more comprehensive understanding of argumen-
tative discourse via integrating multiple modalities.
So far, MAM applications include argument detec-
tion, argument component classification, and rela-
tion classification (Lippi and Torroni, 2016; Mestre
et al., 2021; Mancini et al., 2022; Mestre et al.,
2023). In contrast, argumentative fallacy classifica-
tion (Goffredo et al., 2022) has yet to be explored.

While not covering all fallacy types comprehen-
sively, Kišiček (2020) analyzes political discourse
to show the connection between human sound, the
paralinguistic component of fallacious arguments,
and their verbal content. In particular, they link
stereotypes on accents to the ad hominem fallacy,

as politicians use accents with negative stereotypes
to mock or discredit opponents during election cam-
paigns. Likewise, a staccato speech rhythm can be
linked to the appeal to authority fallacy since it
is associated with strictness, authority, and domi-
nance, and prosodic elements emphasizing anger
can increase the persuasive impact of appeal to
emotion fallacies (Kišiček, 2020). These observa-
tions lead us to believe that argumentative fallacy
classification should be formulated as a multimodal
task in the context of political debates.

To tackle this new task, we introduce MM-
USED-fallacy, the first corpus for multimodal ar-
gumentative fallacy classification. We extend the
USED-fallacy1 corpus (Goffredo et al., 2022) by
integrating the audio modality. We follow the
methodology described in Mancini et al. (2022)
to align audio recordings to annotated debate tran-
scripts. The new corpus contains 1,891 annotated
text-audio pairs.

In our evaluation, we extend the multimodal ar-
chitecture of Mancini et al. (2022) by including
state-of-the-art unimodal encoding models, such
as pre-trained transformers, that are suitable for
low-resource scenarios. Our findings confirm that
the combination of text and audio leads to superior
classification performance for several models, cor-
roborating our initial hypothesis on argumentative
fallacy classification. We release our corpus and
code in a public repository.2

2 Related Work

Several studies have targeted political debates in
AM (Lippi and Torroni, 2016; Mancini et al., 2022;
Mestre et al., 2023), inspired by the recent findings
on the importance of paralinguistic components
like prosodic features for argument detection (Ben-

1Henceforth, USED is shorthand for USElecDeb60to16.
2https://github.com/lt-nlp-lab-unibo/

multimodal-am-fallacy
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lamine et al., 2015). Most notably, Mancini et al.
(2022) and Mestre et al. (2023) introduced two in-
dependent extensions of USED (Haddadan et al.,
2019), the US presidential election corpus. These
extensions represent the largest to-date multimodal
corpora for AM. Similar efforts have been con-
ducted in the context of fake news detection. In
particular, Ivanov et al. (2023) observed superior
classification performance in several tasks, such as
the detection of check-worthy claims, when follow-
ing a multimodal problem formulation. While the
existing studies on political debates have targeted
a wide set of AM tasks, the automated analysis
of argumentative fallacies has never been explored
from a multimodal perspective.

In the context of multimodal deep learning, it is a
standard approach to combine unimodal models via
fusion techniques (Toto et al., 2021). This is also
the case for MAM (Mancini et al., 2022; Mestre
et al., 2023). In this work, we extend the methodol-
ogy introduced by Mancini et al. (2022) to include
state-of-the-art models for text encoding, such as
RoBERTa (Liu et al., 2019) and SBERT (Reimers
and Gurevych, 2019), and audio encoding like
CLAP (Wu et al., 2022).

3 Data

3.1 Preliminaries

The term fallacy indicates a deceptive, misleading,
or generally invalid argument (Hamblin, 1970; Wal-
ton, 1987). The USED-fallacy corpus annotates six
categories of fallacy. Appeal to Authority refers
to the use of an expert’s opinion as evidence to
back up an argument. An Ad Hominem fallacy is
characterized by an excessive attack on an arguer’s
position. Appeal to Emotion usually involves the
use of loaded language. False Cause regards the
misinterpretation of correlation as causation. Slo-
gans are brief and striking phrases used to evoke
excitement. Slippery Slope is an argument that
claims exaggerated outcomes for a given action.
Table 1 shows examples of annotated fallacies in
USED-fallacy.

Since fallacies have various formats and styles,
they can span over one or multiple sentences, and
may or may not share sentence boundaries. For
example, Appeal to Authority and False Cause typ-
ically span over multiple sentences, whereas Ad
Hominem could be limited to just a few words.

USED (Haddadan et al., 2019) contains anno-
tated transcripts of US presidential debates aired

Snippet Fallacy Category

the same kind of woolly thinking Appeal to Emotion

As George Will said the other day, "Free-
dom on the march; not in Russia right
now."

Appeal to Authority

Governor Carter apparently doesn’t
know the facts.

Ad Hominem

We won the Cold War because we in-
vested and we went forward.

False Cause

And if we don’t act today, the problem
will be valued in the trillions.

Slippery Slope

We have to practice what we preach. Slogan

Table 1: Examples of annotated fallacies.

Annotated Element Description

Dialogue a debate portion in which the fallacy is present

Snippet the annotated fallacy in the dialogue

Fallacy the label of the fallacy

Subcategory the subcategory of the fallacy

Component Text the component text in which the fallacy
is found or the closest one

Component Label the type of component

Relation Label the relation type between the component
and the fallacy

Table 2: Annotations in USED-fallacy.

between 1960 and 2016. USED-fallacy (Goffredo
et al., 2022) extends USED by annotating fallacies.
Table 2 shows the structure of USED-fallacy. It is
worth noticing that annotations are at span level
and do not always coincide with full sentences.

3.2 Corpus creation

Our corpus, MM-USED-fallacy, integrates MM-
USED and USED-fallacy. To build it, we leverage
two resources: span-level fallacy snippet and argu-
ment component annotations from USED-fallacy
and sentence-to-audio alignment timestamps from
MM-USED. Given that the two resources present
a mismatch in granularity, we map span-level an-
notations from USED-fallacy to the sentence level
and then align them with audio recordings. Alter-
natively, one could rely on text/audio alignments at
the word level. However, that would require pro-
ducing a new resource. Since our aim is to evaluate
fallacy classification from a multimodal perspec-
tive, we decided to build as much as possible on
what was available. We leave word-level text-to-
audio alignment to future work. Appendix B in-
cludes more details about the resources used for
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Fallacy USED-fallacy MM-USED-fallacy

Appeal to Emotion 1,427 1,102
Appeal to Authority 416 326
Ad Hominem 279 157
False Cause 179 154
Slippery Slope 118 102
Slogans 78 50

Total 2,497 1,891

Table 3: Number of samples in USED-fallacy and MM-
USED-fallacy.

mapping between span- and sentence-level annota-
tions and text/audio alignment.

Span-to-sentence mapping. We label a (se-
quence of) sentence(s) to a fallacy category or ar-
gument component type if they overlap with a span
labeled as such.

Audio alignment. We use the retrieval tool re-
leased by Mancini et al. (2022) to download the
audio files corresponding to the debates annotated
in USED-fallacy. In this process, we exclude three
debates from the corpus for which no audio record-
ing is found (see Appendix C for more details).
We then use the text-to-audio alignment times-
tamps (see Appendix B) to extract audio clips cor-
responding to the dialogues, the fallacy snippets,
and the argumentative components. We perform
the alignment via fuzzy string matching since we
notice slight transcript mismatches between USED-
fallacy and MM-USED due to different text pre-
processing. In this process, we also observe a few
inconsistencies between USED-fallacy and MM-
USED, amounting to duplicate sentences, punctu-
ation differences, and text segments missing for
USED-fallacy. For this reason, we perform addi-
tional text processing steps and remove misaligned
samples (see Appendix D for more details).

Our final corpus, MM-USED-fallacy, comprises
1891 text-audio pairs on 28 debates. Table 3 com-
pares MM-USED-fallacy with USED-fallacy.

3.3 Corpus statistics

Table 4 reports sentence and audio distribution per
dialogue, fallacy snippet, and argumentative com-
ponent in MM-USED-fallacy. We observe that
fallacy snippet length varies between one sentence
and eight, indicating high annotation variability.

The distribution of snippet length across fallacy
categories is shown in Table 5. We observe that
409 (21.6%) fallacy snippets are the span level. We
remark that these snippets are mapped to sentence-

Min Max Mean Std

Text

Dialogue 16 449 120.92 84.44
Snippet 1 8 1.33 0.82
Component 1 6 1.02 0.23

Audio (in seconds)

Dialogue 91.28 4271.40 608.68 582.98
Snippet 0.32 74.32 10.40 7.46
Component 0.32 49.68 8.98 6.51

Table 4: Text and audio length distribution (unit: sen-
tences).

Length
Fallacy Span 1 2 3 4 5 6 7 8

Appeal to Emotion 330 482 168 51 27 30 - 5 9
Appeal to Authority 18 162 79 17 30 7 5 8 -
Ad Hominem 15 55 38 13 15 15 6 - -
False Cause 6 58 26 17 30 - - 8 9
Slippery Slope 5 52 24 16 - 5 - - -
Slogans 35 15 - - - - - - -

Total 409 824 335 114 102 57 11 21 18

Table 5: Snippet sentence length distribution per cate-
gory (unit: sentences).

level annotations. Among the 658 snippets span-
ning over two or more sentences, 578 (∼ 88%) are
aligned with an exact match. Notably, the fallacy
categories of Appeal To Emotion, Appeal to Au-
thority, and False Cause have the longest snippets.
Appeal To Emotion is also the most frequent class.
In contrast, the Slogan category has the smallest
number of samples. Lastly, some fallacy categories
are not present in all debates. We expect that the
low representation of certain categories across the
debates will have a negative impact on classifica-
tion accuracy.

Additional insights from the data show that the
span length varies between a minimum of 1 word
and a maximum of 57 words. Furthermore, 24
sentences, representing 2.2% of the entire dataset,
have multiple associated snippets. This small frac-
tion suggests that the agreement statistics closely
align with those reported by Goffredo et al. (2022),
with minor variations attributed to this subset. Con-
sidering the limited occurrence of sentences with
multiple associated snippets relative to the total
number of snippets in the dataset, we believe that
this form of annotation mapping does not introduce
significant drawbacks.
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Figure 1: The schema for multimodal argument mining
of (Mancini et al., 2022).

4 Experimental Setup

We frame argumentative fallacy classification as a
multi-class sentence classification task. We evalu-
ate models via leave-one-out cross-validation, to-
taling 28 individual model runs. In particular, we
build folds such that, at each iteration, each debate
is either in the left-out test split or in the remaining
splits.

We experiment with the multimodal architecture
presented in Mancini et al. (2022) (Figure 1). The
text module comprises a pre-trained text embed-
ding model and a dropout layer on top of it. The au-
dio module consists of a pre-trained audio embed-
ding model, a BiLSTM layer, and a dropout layer.
The output of the text and audio modules is concate-
nated and fed to the classification module, defined
as a stack of dense layers. We extend (Mancini
et al., 2022) by exploring two audio signal encod-
ing and three text encoding models. For audio,
we consider Wav2vec (Schneider et al., 2019) and
CLAP (Wu et al., 2022), while for text, we use pre-
trained BERT (Devlin et al., 2019), RoBERTa (Liu
et al., 2019), and SBERT (Reimers and Gurevych,
2019). We also experimented with pre-trained text
embeddings without fine-tuning but obtained un-
satisfactory results (not reported).

We train all models using cross-entropy loss and
Adam (Kingma and Ba, 2015) for optimization.
See Appendix E from more details.

To assess the contribution of each modality,
we consider three input configurations: text-only,
audio-only, and text-audio. We address main fal-
lacy categories only, leaving sub-categories for fu-
ture work. To limit model overfitting on certain
fallacy categories, we remove duplicate snippets,
totaling 1063 unique dialogue-snippet pairs.

5 Results

Table 6 reports the macro f1-score for each fal-
lacy category, averaged across all model runs. The
text-audio setting leads to performance improve-

ment over text-only (up to 8 points) for BERT (p-
value<0.05) and RoBERTa (p-value>0.05), inde-
pendently of the choice of audio model. In con-
trast, we observe a significant performance drop
for SBERT when adding audio.

The observed performance improvements are not
equally distributed over fallacy types. For instance,
text-only models achieve superior or equal f1-score
for the Slogans (S) category. One reason for that
could be the low number of examples in this cate-
gory. Another reason could be that, according to
linguistic analyses, slogans primarily rely on figu-
rative language (Dubovičiené and Skorupa, 2014),
whereas prosodic features have minimal impact on
them (Skorupa and Dubovičienė, 2015).

Classifying fallacies at the sentence level may
represent an additional challenge for the audio
modality. As shown in Table 5, a notable amount of
samples in categories like Appeal to Emotion (AE)
and Slogans (S) are annotated at the span level in
USED-fallacy. Nonetheless, our findings suggest
that audio information is relevant to certain fallacy
categories, indicating that this type of problem may
benefit from the inclusion of audio features. De-
termining how to leverage audio-text information
remains an open challenge, as the introduction of
audio induces variations across different classes,
necessitating further studies.

Our investigation into the sensitivity of our re-
sults to individual speakers and the influence of
audio features on fallacy classification revealed in-
sightful nuances across different debates. While
our dataset structure, comprising pairs of candi-
dates per debate, prevented us from pinpointing
specific speakers benefiting most from audio fea-
tures, we observed significant variations across
folds and debates. Notably, recent debates tended
to show a more pronounced benefit from audio
features, possibly due to improved audio quality
or the predominance of newer audio files in the
training data for audio feature extractors. Specifi-
cally, debates such as 1980-Carter/Reagan, 2004-
Bush/Kerry, and 2008-McCain/Obama notably ben-
efited from the inclusion of audio features. In
other debates, like 1976-Carter/Ford and 1996-
Clinton/Dole, integrating audio features led to de-
creased classification accuracy, while debates like
1960-Kennedy/Nixon yielded mixed results. These
findings underscore the complex interplay between
speaker characteristics, debate context, and the util-
ity of audio features in enhancing fallacy classifica-
tion, highlighting the need for further investigation.
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AE AA AH FC SS S Avg
(x̄± σ)

Text-only

BERT .70 .45 .15 .28 .22 .06 .32 ± .13
RoBERTa .53 .50 .32 .29 .30 .17 .38 ± .18
SBERT .54 .39 .23 .27 .20 .04 .31 ± .18

Audio-only

Wav2Vec .45 .05 .06 .08 .08 .03 .13 ± .07
CLAP .29 .17 .03 .03 .09 .00 .12 ± .08

Text-Audio

BERT + Wav2Vec .80 .50 .13 .35 .23 .04 .40 ± .17
BERT + CLAP .77 .44 .11 .31 .28 .01 .36 ± .17
RoBERTa + Wav2Vec .70 .44 .16 .41 .30 .12 .39 ± .19
RoBERTa + CLAP .74 .45 .23 .37 .31 .12 .40 ± .19
SBERT + Wav2Vec .45 .29 .27 .21 .11 .04 .23 ± .11
SBERT + CLAP .44 .32 .20 .25 .17 .04 .24 ± .10

Baselines

Majority .79 .00 .00 .00 .00 .00 .20 ± .17
Random .33 .15 .08 .05 .03 .03 .12 ± .05

Table 6: Result on MM-USED-fallacy. AE: Appeal to
Emotion, AA: Appeal to Authority, AH: Ad Hominem,
FC: False Cause, SS: Slippery Slope, S: Slogans. In
bold the best model, underlined the second-best model.

6 Conclusion

We posit that argumentative fallacy classification
should be framed as a multimodal task. To empir-
ically evaluate our hypothesis, we build the first
dataset for multimodal argumentative fallacy detec-
tion, MM-USED-fallacy. Our results show that the
integration of audio modality is indeed beneficial,
observing significant performance improvement (4-
8 f1-score percentage points) in a variety of model
architectures.

Our findings are coherent with recent studies
in argument mining (Mestre et al., 2023; Mancini
et al., 2022) and fake news detection (Ivanov et al.,
2023). We believe that a multimodal formulation
should affect the experimental setting starting from
data collection, if possible, so as to capture several
audio properties like non-verbal features (Kišiček,
2020) in addition to prosodic ones.

We believe that the multimodal resource that
we provide has significant potential for enabling
further experimentation. Some possibilities are ad-
dressing fallacy subcategories, experimenting with
other tasks like argumentative fallacy detection,
evaluating the importance of argumentative com-
ponents (Goffredo et al., 2022), and employing
novel multimodal architectures. Moreover, to gain
a deeper understanding of our results, employing
interpretability techniques designed to emphasize
the significance of paralinguistic elements over lin-
guistic elements in prediction may be beneficial.

Limitations

Datasets. This study is based on a single dataset.
Moreover, not all the text in USED-fallacy (Gof-
fredo et al., 2022) could be used, since in some
cases audio-to-text alignment was unsuccessful
(see Section 3). For this reason, some of the fal-
lacies annotated in USED-fallacy are lost in MM-
USED-fallacy.

Annotations. We argue that fallacy classification
should be framed as a multimodal task. However,
the annotations utilized in this research were de-
rived from those defined in USED-fallacy (Gof-
fredo et al., 2022) based on the textual content only.
Such annotations are likely to disregard the poten-
tial insights coming from the acoustic elements
of the debates. In order to take into account all
sound-related cues, a new annotation of fallacies
should be carried out from scratch, using a new set
of guidelines.

Experimentation. Like prior art (Goffredo et al.,
2022), this study is also limited to argumentative
fallacy classification, and to a few selected models
for text and audio embedding. For more robust
results, the study could include other tasks, like
fallacy detection, and other text/audio embedding
modes, as well as different alignment architectures
like that introduced by (Ivanov et al., 2023).

Ethics Statement

The automatic detection of argumentative fallacies
could help gain insights into the persuasive tech-
niques employed by politicians. This could have
a positive impact on society by promoting critical
thinking and informed decision-making among the
public or as a support to educational initiatives at
school, and ultimately a more robust democratic
process.

We believe that this work in itself is not harmful
to anyone. Our primary focus is on improving the
understanding and detection of argumentative fal-
lacies, not on promoting negativity or harm toward
individuals or groups. We do not take any stance
on the content of the debates or on the individuals
involved or mentioned in them. All data we used
was publicly available.

While we acknowledge that the dataset we rely
upon may have inherent biases, we have taken mea-
sures to mitigate them to the best of our abilities.
However, we understand that biases can exist in
any dataset, and we are committed to transparency
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and accountability. By making our work public,
we invite scrutiny and analysis from the research
community, enabling future work to identify and
correct any biases or errors that may be present.
This iterative process helps to refine and improve
the accuracy and fairness of our methodology over
time.
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A Terminology

In this section, we provide formal definitions for
the key terminology utilized throughout the paper
to facilitate clarity and understanding.

Snippet. The term snippet refers to the annotated
fallacy within the dialogue.
Component. The term component denotes an ar-
gumentative element such as claim or premise.
Component Text. It signifies the text containing
the component or its nearest representation within
the discourse structure.
Component Label. This term indicates the type
assigned to a particular argumentative component
within the discourse framework.
Span. In the context of this study, span and span-
level annotations refer to the characterization of
fallacies by groups of words. These groups may
not necessarily form complete sentences but could
extend over multiple sentences or constitute sub-
strings within a sentence.
Sentence. A sentence is defined as a unit of text
delimited by a full stop.

B External Resources for Dataset
Construction

The resources provided in Mancini et al. (2022)
include:

• A file that establishes the correspondence be-
tween the debate IDs and the debate record-
ings available on the PBS NewsHour YouTube
channel3. This file also contains timestamps
necessary for removing audio content not
present in the paired transcripts, such as open-
ing and closing remarks by the moderators.

• Pre-processed transcripts that have undergone
several transformations to achieve alignment
between the audio files and the text. These
transformations include (1) the removal of sen-
tences in the transcripts that do not match the
audio file cuts; (2) the removal of metadata
(e.g., speaker information); (3) transcripts sen-
tence splitting; (4) the extraction of transcripts
corresponding to each 20-minute portion of
the audio files.

• JSON files containing the alignment times-
tamps for each 20-minute audio chunk in each

3https://www.youtube.com/channel/
UC6ZFN9Tx6xh-skXCuRHCDpQ

debate. These files include the start and end
timestamps of each utterance. The alignment
was performed at the sentence level, such that
each utterance corresponds to one sentence in
the debate.

C Dataset Pre-Processing Details

According to Goffredo et al. (2022), only 31 out of
the 39 debates in the USED corpus are annotated
with fallacies. Additionally, USED-fallacy con-
tains a new debate w.r.t. USED and MM-USED,
namely the third 2016 presidential debate between
Clinton and Trump. Moreover, we exclude three
debates from USED-fallacy, due to discrepancies
between the audio recording and the corresponding
transcripts. These debates are the first 1998 parlia-
mentary debate between Bush and Dukakis and the
first two 2016 presidential debates between Clinton
and Trump. For the same reason, we also exclude
the second section of the first 1992 debate between
Clinton, Bush, and Perot.

To simplify audio-to-text alignment, we merge
the JSON alignment files provided in Mancini et al.
(2022) to obtain a single alignment file for each
debate. We adjust the start and end timestamps of
the files after the first chunk. Specifically, we add a
duration equal to 20 minutes multiplied by the iden-
tifier of the chunk. For example, the timestamps
of the second alignment file (chunk_id = 1) of a
debate are shifted by 20 minutes.

D Dataset Cleaning and Additional
Alignment Operations

We notice that 10 snippets and 5 components are
missing from their corresponding dialogues. Thus,
we remove the corresponding samples from the cor-
pus. Furthermore, we discover that when the first
sentence of the dialogue is a duplicate sentence in
the alignment file (e.g., Ok or Thank you), the times-
tamp that is associated with the sentence always
corresponds to the last occurrence of that sentence
in the alignment. We correct such misalignments
manually.

E Training Details

The primary focus of our work lies not in achieving
absolute performance but rather in facilitating a
comparative analysis across diverse modalities. In
line with this objective, we determine hyperparame-
ters grounded in our prior experience as outlined in
Table 7. For all models, we employ class weights
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to manage training data imbalance. Each model is
trained on a single GPU (NVIDIA 2080Ti) with 12
GB dedicated memory in less than 24 hours.

Modality Text
Model

Audio
Model BS Epochs Seed LR

AO BERT/SBERT CLAP/Wav2Vec 8 500 15371 5e-05
TA BERT/SBERT CLAP/Wav2Vec 8 500 15371 5e-05
TO RoBERTa CLAP/Wav2Vec 32 100 15371 5e-05

Table 7: Hyper-parameters Configurations. Modality:
Input Modality where AO, TA, and TO refer to audio-
only, text-audio and text-only respectively, BS: Batch
Size, Epochs: Number of Training Epochs, Seed: Ran-
dom Seed, LR: Learning Rate.
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