
Proceedings of the 18th Conference of the European Chapter of the Association for Computational Linguistics
Volume 2: Short Papers, pages 469–476

March 17-22, 2024 c©2024 Association for Computational Linguistics

Pre-Training Methods for Question Reranking

Stefano Campese∗
University of Trento

Amazon
stefano.campese@unitn.it

Ivano Lauriola
Amazon

lauivano@amazon.com

Alessandro Moschitti
Amazon

amosch@amazon.com

Abstract

One interesting approach to Question Answer-
ing (QA) is to search for semantically simi-
lar questions, which have been answered be-
fore. This task is different from answer re-
trieval as it focuses on questions rather than
only on the answers, therefore it requires dif-
ferent model training on different data. In this
work, we introduce a novel unsupervised pre-
training method specialized for retrieving and
ranking questions. This leverages (i) knowl-
edge distillation from a basic question retrieval
model, and (ii) new pre-training task and ob-
jective for learning to rank questions in terms
of their relevance with the query. Our exper-
iments show that (i) the proposed technique
achieves state-of-the-art performance on QRC
and Quora-match datasets, and (ii) the benefit
of combining re-ranking and retrieval models.

1 Introduction

An effective approach for answering user ques-
tions is to find semantically identical questions,
which have been previously answered. Although
this method cannot be applied to completely new
questions, it provides optimal solutions for ap-
plications such as Frequently Asked Questions
(FAQs) (Sakata et al., 2019), Forum services
(Hoogeveen et al., 2015; Lei et al., 2016), and QA
caching systems (Campese et al., 2023; Lewis et al.,
2021), as it provides cheaper and more efficient ac-
cess to answers than the system generated them.

These Data Base-based QA systems (DBQAS)
typically consist of three components: (i) a DB of
questions with their answers, (ii) a retrieval model,
which given a question, Q, retrieves its most similar
questions, and (iii) a selection model, which can
more accurately rerank the questions in terms of
semantically equivalence. The answer associated
with the top-ranked question is typically used as
the system output. The fine-tuning of the retrieval
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and ranking models requires training data, labeled
in a ranking fashion, i.e., given the query (target
question), its top similar k questions needs to be
labelled as semantically equivalent or not. While
datasets, e.g., QUORA, constituted by annotated
samples of question-question pairs can be used for
an initial training, ranking data is essential to obtain
optimal accuracy. Unfortunately, these datasets re-
quire intensive and costly annotation processes and
resources to be built. For example, even an anno-
tation workflow built using Amazon Mechanical
Turk, is costly1.

Alternative approaches to reducing the amount
of data have been proposed, ranging from data aug-
mentation (Wang and Li, 2023; Yang et al., 2019a)
to specialized pre-training (PT) techniques that are
aligned with the downstream task. For example,
Lee et al. (2019) proposed the The Inverse Cloze
Task, an unsupervised PT technique based on a dis-
criminative objective that captures some features
of answer retrieval. Di Liello et al. (2022a,b) pre-
trained on Wikipedia, simulating the task of An-
swer Sentence Selection (AS2), by selecting sen-
tences that belong or not to the same document or
paragraphs.

These methods focus on the relation between
question and answer pairs, rather than between
two questions, and, most importantly, they do not
model the ranking task. In this work, we propose
a novel PT technique using a loss function and a
data, which surrogate a question re-ranking task.
We generate an unsupervised dataset consisting of
18M examples using a re-implementation of the
QADBS proposed by Campese et al. (2023), where
each example comprises a question and a rank of
five question-answer pairs. To generate PT data,
we then swap the first QA pair with another one.
The PT task consists in detecting whether the order
of QA pairs in the rank is correct or it has been

1We estimated the cost per question with 15 ranked items
to be 2-3$ with labels from expert annotators.
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modified. This innovative approach both exploits
(i) a new loss function and (ii) knowledge distilled
from the retrieval model, i.e., the initial rank.

We tested our PT techniques for ques-
tion re-ranking on two different datasets: (i)
QRC (Campese et al., 2023), a question ranking
resource designed for DBQAS training and testing,
and (ii) Quora-match (Wang et al., 2020b), a binary-
classification over question pairs. The results show
that our approach achieves state-of-the-art perfor-
mance on these benchmarks, e.g., +2% in question
selection Accuracy on QRC. Moreover, we show
interesting synergies between re-ranking PT and
existing retrieval models, which can be further ex-
plored.

2 Related work

Various PT techniques have been developed for
Transformer-based architectures. Most of them are
based on general and intuitive tasks that can be
applied over plain texts. These tasks are designed
to teach the model to extract actionable informa-
tion from text and to learn semantic patterns. First
and foremost, Masked Language Model (MLM)
PT task was introduced in BERT (Devlin et al.,
2019a), where the objective consists of predict-
ing a small fraction of masked tokens, The same
PT was applied to various other models, including
RoBERTa (Liu et al., 2019) and MiniLM (Wang
et al., 2020a), showing remarkable results in var-
ious downstream applications, including QA and
Semantic text similarity. Alternative PT techniques
were proposed by changing the MLM objective:
(i) Permutation Language Model (PLM) (Yang
et al., 2019b), where the model tries to predict the
next token (left-to-right) of a sentence, whose to-
kens were permuted; (ii) Random Token Detection
(RTD), where the model is trained to find a small
amount of tokens replaced with plausible alterna-
tives, generated by a separate model (ELECTRA
by (Clark et al., 2020a)); (iii) Random Token Swap
(RTS) (Di Liello et al., 2021), similarly to RTD,
the model discriminates the original tokens from
those swapped with tokens from the vocabulary;
and (iv) Text-to-text objective Kale and Rastogi
(2020), where spans of texts are masked to train
the model generating coherent sequences. (v) Tan
et al. (2020) replace tokens according to Text Nor-
malization substitutions. Finally, (vi) Clark et al.
(2020b) improves the way ELECTRA select com-
plex tokens in RTD.

All the above techniques target individual to-
kens with operations, masking, swapping, replac-
ing them. In contrast, our approach model the
entire questions, requiring their classification in
the objective function. A closer work to ours
are sentence-based techniques, which take multi-
ple sentences as input and try to categorize them:
(i) Next Sentence Prediction (NSP) (Devlin et al.,
2019a) tries to predict if two input sentences appear
side by side in a text or not. (ii) DeCLUTR (Giorgi
et al., 2021) uses a contrastive learning objective
to predict if two sentences come from the same
document. (iii) Di Liello et al. (2022a,b) define ob-
jectives aiming at replicating the AS2 downstream
task. They used continuous pre-training techniques
on unlabeled data, where the objective is to pre-
dict when two sentences are part of the same para-
graph. We propose an objective with the same aim
of Di Liello et al., i.e., learning the downstream
task, but it targets learning of ranking function of a
new task, question rather than answer selection.

3 Question Ranking pre-training

We create pre-training data using (i) a basic
QADBs to generate query/question rank data, and
(ii) modifying the rank to simulate the ranking ob-
jective.

QADBS: this consists of (i) a DB of 38M q/a
pairs, including 6M q/a pairs from Campese et al.
(2023) and 32M additional pairs from PAQ (Lewis
et al., 2021); (ii) a dense retrieval architecture of
33M parameters we built on top of MiniLM-12L-
v2 (pre-trained on a corpus of 900 million sen-
tence pairs for semantic text similarity (Reimers
and Gurevych, 2019)). We fine-tuned it using QRC
(see details on Appendix A). The retrieval model is
a sentence-encoder, which generates the query em-
bedding and, then, computes the cosine-similarity
with the pre-computed embeddings associated with
each q/a pair stored in the DB. This means that it
can efficiently sort the entire DB, and returns the
top k q/a pairs.

QRP Data: We collected 18M questions from
WQA (Zhang et al., 2022), GooAQ (Khashabi et al.,
2021), and PAQ dataset, and used as queries for
QADBS, using the top k = 5 question/answer
pairs ranked according to their similarity with the
query. Then, we randomly selected 50% of the
retrieved ranks. For each of them, we swap the
top ranked q/a pair with one of the remaining pairs
randomly selected. Specifically, we encoded each
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pre-training example as concatenation of its q/a
pairs, i.e., [CLS] q1/a1 [SEP] q2/a2 . . . [SEP]
q5/a5 [EOS]. In the next sections, we refer to this
resource as Question Ranking Pre-training data
(QRP). We show some examples of QRP data in
Appendix B.

Task and rationale: Our PT task consists of
determining if a given rank was modified or not.
The data does not include the input query. There-
fore, to derive if the rank was modified or not the
model must learn to internally reconstruct the orig-
inal query that generated the rank. In this recon-
struction step the model learns from the relations
between the different candidates, which semantic
property best represent the unknown query. Recog-
nizing this property is very important for solving
the downstream, which indeed requires them to
select the most semantic similar question. Interest-
ingly, as a proof of concept, we included the query
in the PT data, our development loss showed that
the objective could be learned easily and did not
produce any improvement in our DBQAS.

4 Experiments

We compared our PT approach with several base-
lines on QRC and Quora datasets.

4.1 Datasets and metrics

QRC is a question ranking dataset of 15K queries,
divided in training (11.5K), development (1.5K),
and test(2K). Each query is associated with 30 q/a
pairs, and each resulting triplet (q/q/a) receives a
0/1 label of the query/question equivalence. The
model performance is computed on the rank us-
ing standard metrics, such as Precision@1 (P@1),
MAP, and MRR.

Quora-match is a large dataset of 200K q/q/a
triplets, but they are not organized in rankings. The
task consists of identifying whether two questions
are equivalent or not (binary classification). There-
fore, this task is measured with classification met-
rics, such as ROC-AUC, Accuracy, and F1 score.
Given that the dataset is unbalanced (35% positive,
65% negative), we mostly focus on ROC-AUC op-
timization.

SemEval 2016 is question ranking task dataset
proposed in SemEval 2016 shared task 3, subtask B:
question-question similarity for Community Ques-
tion Answering (CQA) (Nakov et al., 2019). Each
query is associated with 10 questions and their rel-
evative comments. Each question/comment pair

has a binary label that represents the semantic rele-
vancy with respect to the query. Due to the limited
size of the dataset we aggregated training and test
portions, for a total of 387 queries, and we tested
models trained on QRC.

4.2 Pre-Training (PT)
We consider multiple PT baselines: (i) public
checkpoint without additional training; (ii) our
Question Ranking PT (QR) defined in Section 3;
(iii) models pre-trained on multiple existing and
general objectives, including MLM, RTS, STS, and
ALL (Di Liello, 2023). These models were all pre-
trained on the same QRP data, thus we can directly
measure the impact of pre-training objective.

Distillation: Our PT objective is conceptually
similar to knowledge distillation, where the pre-
trained model learns the output of the dense re-
trieval used to generate ranking data. We inves-
tigated two distinct approaches: First, the stan-
dard distillation method described by Hinton et al.
(2015), where the loss is defined as linear combi-
nation of (i) the CrossEntropy loss between model
prediction (ss) and label (y), and (ii) MSE between
the teacher (st) and the student (ss) probability
scores [0,1].

L(y, ss, st) = (1−λ)LCE(y, ss)+λLMSE(ss, st)

λ is a regularization hyper-parameter selected
through classical model selection, with values in
λ ∈ {0, 0.1, 0.2, . . . , 0.9, 1}.

Second, we considered an alternative distillation
approach from Gabburo et al. (2023), defined as

L(y, ss, st) = LCE(y, ss)× (1− st)

Intuitively, this loss increases the weight of ex-
amples, where the teacher score is low, helping
the model fixing teacher’s uncertainty. Finally, we
combine distillation and pre-training approaches to
highlight that our pre-training task can’t be substi-
tuted by distillation approach.

4.3 Training
We use two steps: First, we trained a Transformer
model on our generated QRP. Second, we fine-tune
the model on QRC or Quora-match and measure
performance. All of the models used in our experi-
ments start from a Deberta-v3-base (He et al., 2021)
public checkpoint2 as base architecture. Given the

2Available at https://huggingface.co/
microsoft/deberta-v3-base
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Setting P@1 MAP MRR
Public ckp 50.82±0.38 48.44±0.07 60.23±0.23

PRE-TRAINING TECHNIQUES

QR (our) 51.87±0.17 48.87±0.06 60.98±0.10

QQR 51.04±0.44 48.87±0.18 60.63±0.20

MLM 50.23±0.42 48.25±0.18 59.90±0.23

RTS 50.95±0.42 48.63±0.08 60.38±0.24

STS 50.97±0.49 48.60±0.25 60.36±0.41

ALL 50.85±0.45 48.68±0.23 60.23±0.33

DISTILLATION APPROACHES

Hinton et al. (2015) 51.57±0.51 48.95±0.15 60.86±0.24

+QR 51.28±0.44 48.97±0.13 60.63±0.30

Gabburo et al. (2023) 50.96±0.41 48.84±0.24 60.48±0.32

+QR 52.01±0.34 49.14±0.11 61.02±0.30

Table 1: Results on QRC test set.

pretraining computation cost, we ran a set of pre-
liminary experiments to select the base architecture.
Details of these experiments ara available on Ap-
pendix C.

To pre-train our baselines, we used a learning
rate of 5e−6, a batch size of 1024, cross-entropy
loss, while we fine-tune the models for 2 epochs.
In the case of distillation approaches, we skip the
first step (pre-training) and we distill the model
on the target task directly. The teacher model is
the same we used to generate QRP data, which
is MiniLM-v2-12L. The teacher model was pre-
trained on 900M sentence pairs and fine-tuned on
QRC. Thus, in both cases, PT and distillation, we
ingest question ranking knowledge into our models.

We fine-tuned the trained model on the two tar-
get datasets separately. In this step, we encoded
q/q/a triplets as [CLS] query [SEP] answer [SEP]
question [EOS]. Based on preliminary experiments,
we observed that encoding triplets with this struc-
ture is the most effective way to train the model
for question ranking. This strategy was also con-
firmed by Campese et al. (2023). The learning rate
({1, 2}e−{5,6}) and batch size (2{5,6,7,8}) were se-
lected through grid search by monitoring the loss
on the validation set. All fine-tuning experiments
were repeated 5 times, results were averaged across
different runs.

4.4 Results

Tables 1 and 2 show the performance of our pro-
posed solution and other baselines on QRC and
Quora-match respectively.

The QRC table shows that previous pre-training
techniques, such as MLM, RTS, STS, and ALL
do not improve the performance of the Public
checkpoint (ckp) first row, which is fine-tuned on
QRC. In contrast, our QR PT improves P@1 by

Setting ROC AUC Accuracy F1
Public ckp 96.92±0.05 91.56±0.28 87.81±0.28

PRE-TRAINING TECHNIQUES

QR (our) 97.05±0.03 91.37±0.11 87.86±0.25

QQR 96.63±0.07 91.55±0.16 87.76±0.27

MLM 96.78±0.06 91.06±0.14 87.05±0.20

RTS 96.81±0.04 91.22±0.14 87.42±0.16

STS 94.42±0.22 87.61±0.38 82.43±0.32

ALL 97.00±0.09 91.35±0.60 87.20±0.12

DISTILLATION APPROACHES

Hinton et al. (2015) 92.14±0.65 90.74±0.69 86.59±1.15

+QR 92.94±0.65 90.52±0.43 86.59±0.61

Gabburo et al. (2023) 97.01±0.07 91.67±0.12 87.95±0.05

+QR 97.20±0.20 91.77±0.12 88.05±0.05

Table 2: Results on Quora-match test set.

Setting P@1 MAP MRR
Public ckp 61.85±1.08 62.30±0.81 69.89±0.89

PRE-TRAINING TECHNIQUES

QR (our) 64.84±1.03 64.77±1.29 72.73±1.05

QQR 64.34±1.02 64.73±0.57 71.74±0.52

MLM 63.12±0.21 61.63±0.82 69.00±0.81

RTS 63.12±1.80 62.57±1.10 70.77±1.07

STS 64.29±1.25 65.02±0.45 71.99±0.22

ALL 65.91±1.25 66.61±0.34 73.33±0.26

DISTILLATION APPROACHES

Hinton et al. (2015) 64.04±1.50 64.74±0.51 71.48±0.49

+QR 64.11±1.41 65.76±0.92 72.05±0.82

Gabburo et al. (2023) 63.21±1.48 63.67±0.56 70.68±0.79

+QR 65.68±0.85 65.83±0.41 72.77±0.50

Table 3: Results on SemEval 2016 dataset.

+1.05% (statistically significant through t-test, p-
value=0.0005) and halved the standard deviation
computed across multiple runs, leading to better
model stability. Query Question Rank (QQR) is
a PT approach using the original query together
with the top 5 q/a pairs from the retrieval. The
drops of 0.83% in P@1 suggest that the query re-
duces the complexity of the pre-training task, pre-
venting the model to learn meaningful concepts
shared by the different question candidates. The
two distillation approaches by Hinton et al. (2015)
improves P@1 by 0.75% (statistically significant, p-
value=0.0299). This indicates ranking knowledge
can improve the performance on the downstream
task. Finally, the retrieval knowledge only works
when combined with a weighting approach with
QR, producing the best performance (+1.19% P@1
with respect to the Public ckp baseline), suggesting
that distillation from retrieval is less accurate than
our PT task. Regarding Quora-match, the Table 2
shows a similar trend: First, other PT tasks do not
significantly affect the downstream performance.
Second, the combination of distillation (Gabburo
et al., 2023) and QR PT achieves the best perfor-
mance, +0.28% ROC-AUC (statistically significant,
p-value=0.0161). The improvements are lower be-
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cause our approach is specific for question ranking,
while Quora is a classification task. Also the base-
line models already achieve ceiling performance
(e.g., ∼97%).

Table 3 shows the results of the models tuned on
QRC, tested on SemEval 2016 dataset. Our QR PT
achieves +2.99% (statistically significant through
t-test, p-value=0.002) in P@1 compared to the pub-
lic checkpoint tuned on QRC. The combination
of distillation (Gabburo et al., 2023) and QR PT
further improves the performance, +3.83% P@1
(statistically significant, p-value=0.00063).

Note that the ALL PT method outperforms our
models. However, this model was shared by the
original authors of ALL PT technique and it was
continuously pertained on 600M examples, which
is 42 times our pretraining data amount. We would
also like to highlight that, although conceptually
similar, there are many differences between Com-
munity QA and our task, on which our pretraining
is tailor-made. The 10 questions associated to the
input query have a indeed a conversational shape
which is typical of Community QA, e.g.:

Query: "Which is a good bank as per your ex-
perience in Doha" Question: "Hi Guys; I need to
open a new bank account. Which is the best bank
in Qatar ? I assume all of them will roughly be
the same; but stll which has a slight edge (Money
transfer; benifits etc) Thanks !!!"

5 Conclusion

We introduced a novel PT technique to improve
models for question ranking tasks. This consists
in distilling knowledge from a question retrieval
model through unsupervised data generation. Our
experiments show a clear improvement on two dif-
ferent benchmarks. We share our code, generated
data, and models3 to support future research on this
topic.

6 Limitations

We have proposed a task-specific PT approach that
helps improving the performance on question rank-
ing tasks. However, the same approach can hardly
be adapted to other different tasks, limiting possible
applications.

In our experiments, we generated a ranking data
to pre-train models by using a dense retrieval which
consists of 33M parameters only, and we distill this
knowledge into models of 110M parameters. In

3Send an email to corresponding author to get access.

other words, the teacher model is 3 times bigger
than the student. Although larger teacher models
can intuitively boost the performance further, their
training can be quite challenging. The training of
the MiniLM to generate the ranking data required
18 days on an AWS EC2 p4dn instance, with a cost
of 32$ per hour, making the entire approach expen-
sive. Larger models can increase significantly the
cost. As alternative, we could generate ranking data
through available LLM directly instead of training
a specialized model. However, we estimated that
generating the same amount of data we used in our
experiments, i.e. 18M queries with 5 ranked q/a
pairs each, through Mistral 7B (Jiang et al., 2023)
or Falcon 7B (Penedo et al., 2023) required approx-
imately 1500 hours on the same machine, making
the entire process infeasible.
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A Dense retrieval training

Starting from a public checkpoint of MiniLM-v2-
12L, 33M parameters, we continuously pre-trained
it on a plethora of datasets for unsupervised Sen-
tence Text Similarity (STS) tasks, including para-
phrasing, sentence similarity, question answering,

and summarization to name a few. Some of these
datasets are MSMARCO (Nguyen et al., 2016),
Natural Questions (Kwiatkowski et al., 2019),
The Semantic Scholar Open Research Corpus (Lo
et al., 2020), PAQ (Lewis et al., 2021), Ama-
zonQA (Gupta et al., 2019), WikiHow (Koupaee
and Wang, 2018), and many others. A comprehen-
sive list can be found on the web4. Overall, these
resources contain more than ≈ 0.9B semantically
related text pairs.

Similarly to previous work on dense retrieval
training, e.g. SentenceBERT (Reimers and
Gurevych, 2019), we consider a simple pre-training
task where the model predicts if two texts are se-
mantically equivalent or not. The model was pre-
trained with mixed precision (FP16), Symmetric
MultipleNegativesRanking loss (Henderson et al.,
2017), learning rate of 2e-5, batch size of 1536,
and max sequence length of 128 tokens.

After pre-training, the model is fine-tuned on
QRC. Our best configuration, selected through
model selection, is based on MultipleNegatives-
Ranking and Online Contrastive losses, learning
rate of 5e-6 and batch size of 32.

B Examples of generated data

Table 4 shows some examples of data generated by
our dense retrieval model to build the pre-training
task. For each of the 4 query examples, we show
the top k=5 retrieved similar questions. Intuitively,
a human can understand most of the generated
ranks. Typically, the top ranked question is very
similar to the input query, whereas questions back
in the rank, although still equivalent to the input
query, can have a different shape or minor modi-
fications. For instance, "How old is the Sun?" is
equivalent, as it expresses the same intent, to "Who
long has the sun existed?", but the latter adds extra
complexity to the original query. The same con-
cept holds for "What is a cucumber?" compared to
"What is the definition of cucumber?". Other cases
have wider discrepancy. For instance "How many
calories in a pineapple?" is not equivalent to "How
many calories are in a serving of pineapple?" as
the latter asks for a serving, not the entire fruit.

By swapping the top ranked with other asso-
ciated questions, we can create virtually infinite
amount of challenging training examples that can
help the training of question-ranking models. Note
that our pre-training task does not consider the

4https://www.sbert.net
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How many calories in a pineapple?
1 How many calories are in an pineapple?
2 How many calories in a whole pineapple?
3 How many calories does a pineapple have?
4 How many calories are in a serving of p.?
5 How many calories are in a piece of a p.?

How many calories in a banana?
1 How many calories in a banana?
2 How many calories are in a banana?
3 How many calories are are in a banana?
4 How many calories does a banana have?
5 How many calories does a banana contain?

How old is the sun?
1 How old is the Sun?
2 How old is sun?
3 How old can the Sun be?
4 What is the approximate age of the sun?
5 How long has the sun existed?

What is a cucumber?
1 What are cucumbers?
2 What is cucumber mean?
3 Tell me what is cucumbers?
4 What does cucumber mean?
5 What is the definition of cucumber?

Table 4: Examples of generated data

query as input. Thus, the model sees the rank only
and tries to infer the original query before under-
standing the correct rank.

C Choice of the base model

We used Deberta-V3-base as initial checkpoint in
out experiments. We ran a preliminary analysis
evaluating various checkpoints, including Elec-
tra (Clark et al., 2020a), BERT (Devlin et al.,
2019b), and MiniLM L12 (Wang et al., 2020a).
Specifically, we fine-tuned these checkpoints on
QRC dataset. Results are illustrated in Table 5.
We selected Deberta as it achieved superior per-
formance in comparison to other models. This
improves the complexity of our experiments by
reducing the opportunity space and possible im-
provement.

Model P@1 MAP MRR
BERT 47.81±0.40 45.39±0.38 57.73±0.30

MiniLM L12 49.25±0.39 47.06±0.38 59.05±0.34

Electra 49.65±0.88 48.09±0.50 59.51±0.56

DebertaV3 50.82±0.38 48.44±0.07 60.23±0.23

Table 5: Checkpoint selection on QRC test set.

476


