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Abstract

Vision-and-Language Navigation (VLN) task
involves navigating mobility using linguistic
commands and has application in developing
interfaces for autonomous mobility. In re-
ality, natural human communication also en-
compasses non-verbal cues like hand gestures
and gaze. These gesture-guided instructions
have been explored in Human-Robot Interac-
tion systems for effective interaction, partic-
ularly in object-referring expressions. How-
ever, a notable gap exists in tackling gesture-
based demonstrative expressions in outdoor
VLN task. To address this, we introduce a
novel dataset for gesture-guided outdoor VLN
instructions with demonstrative expressions, de-
signed with a focus on complex instructions re-
quiring multi-hop reasoning between the mul-
tiple input modalities. In addition, our work
also includes a comprehensive analysis of the
collected data and a comparative evaluation
against the existing datasets.

1 Introduction

With the recent successes of autonomous mobili-
ties, there has been an interest in developing inter-
faces to interact with such systems, leading to the
rise of the Vision-and-Language Navigation (VLN)
task. However, all the outdoor VLN tasks still con-
sider verbal instructions as the only interface for
communicating with the mobility (Vasudevan et al.,
2021; Deruyttere et al., 2019). In reality, humans
communicate with each other in their daily lives
by using non-verbal cues like gestures as well. To
allow the freedom of using this intuitive form of
communication through gestures, there have been
recent efforts to create datasets incorporating point-
ing gestures as well as an interface for communi-
cation in Human-Robot Interaction (HRI) systems
(Islam et al., 2022; Chen et al., 2021). However,
these datasets are designed for indoor Referring
Expression Comprehension (REC) tasks and often

Figure 1: An example from our GesNavi dataset con-
taining (1) a natural language instruction (text box), and
(2) a gestured object (green bounding box) that acts as
an intermediate anchor for a multi-hop reasoning in-
struction to navigate toward (3) the target object (red
bounding box) indicated by the instruction.

consist of simple instructions that do not require in-
tricate reasoning between the pointing gesture and
the linguistic instruction. Hence, there is a need for
datasets incorporating gesture-guided instructions
in outdoor VLN tasks. Such datasets would enable
the development of intelligent mobility robots that
can be navigated using an intuitive interface of ges-
tural and free-form natural language instructions.

In this work, we tackle a part of the aforemen-
tioned challenge by constructing a novel dataset,
GesNavi, consisting of instructions with gesture-
guided demonstrative expressions for an outdoor
VLN task. We capture images from a simulated
environment for a crowded urban neighborhood
and crowdsource annotations for free-form linguis-
tic instructions to navigate the mobility. Having a
simulated environment allowed us to automatically
capture images and extract ground truth object la-
bels, resulting in a fast and scalable data collection
process. These instructions are also accompanied
by a gestured object specified using a bounding
box, which is expected to be obtained using a non-
verbal gestural modality in practice. The gestured
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object is referred through demonstratives such as
this cone, that tall building, etc., and is used as
an intermediate anchor for navigating to the tar-
get object. This results in instructions requiring
multi-hop reasoning to be performed to locate the
target object by considering (1) the relationship
between the demonstrative and the scene (detect-
ing an intermediate object) and (2) the relationship
between the intermediate object and the target ob-
ject, as described in Figure 1. Furthermore, we
also supplement our data with images from another
perspective of the same scene, as shown in Figure
2, to facilitate the development of systems that can
comprehend multimodal instructions in differing
perspectives. This is particularly useful in applica-
tions such as service robots where the user is ac-
companying the mobility robot from outside with
a different visual perspective than the mobility’s
camera.

The key contributions of this work are listed
below:

• We introduce a challenging novel task of
gesture-guided interaction with mobility for
outdoor VLN, with significant practical appli-
cation.

• We collect a dataset, GesNavi, consisting of
natural instructions accompanied by an inter-
mediate gestured object to navigate the mobil-
ity toward a target object.

• We analyze our dataset and compare it against
the existing datasets for both outdoor VLN
and gesture-guided referring expressions.

2 Related Works

2.1 Gestures in Human-Robot Interaction
The field of Human-Robot Interaction (HRI) has
extensively explored integrating gestures as an ad-
ditional input modality (Bolt, 1980; Ende et al.,
2011; Wu et al., 2021; Sato et al., 2007; Hu et al.,
2018). Jain et al. (2023) utilized a VR setup for col-
lecting non-verbal gestural data in a simulated envi-
ronment but faced challenges in scaling to a larger
dataset. CAESAR (Islam et al., 2022) and YouRefIt
(Chen et al., 2021) are two major datasets consist-
ing of embodied gesture-aided expressions for the
Referring Expression Comprehension (REC) task.

CAESAR, though comprehensive, is based on a
fully simulated environment with auto-generated
instructions and pointing gestures, lacking natural

variations in human utterance. In contrast, YouR-
efIt features a real-world setting with natural lan-
guage instructions and pointing gestures. How-
ever, it incorporates pointing gestures as optional
information, leading to simpler instructions, as evi-
denced by the low average instruction length in Ta-
ble 1. To address this limitation, our work extends
these datasets to encompass more complex and
free-form natural instructions, challenging multi-
hop reasoning.

2.2 VLN Tasks
Our study focuses on an outdoor Vision-and-
Language Navigation (VLN) task, involving a mo-
bility agent receiving navigational instructions to
locate a target position. VLN datasets encompass
both indoor (Anderson et al., 2018) and outdoor
(Vasudevan et al., 2021; Deruyttere et al., 2019) en-
vironments. Previous outdoor VLN approaches,
such as those in Hermann et al. (2020); Chen
et al. (2019), provided detailed step-by-step direc-
tional commands for mobility. Tasks like Talk2Car
(Deruyttere et al., 2019) evolved this by incorporat-
ing more natural and free-form verbal instructions
for autonomous vehicle control.

However, existing VLN tasks exclusively rely on
verbal instructions, overlooking demonstrative cues
prevalent in human speech. Our work addresses
this gap by exploring the incorporation of gesture-
guided instructions in outdoor VLN tasks.

3 Dataset

The data collection procedure for our task is di-
vided into two steps. The first step consists of
collecting images that capture a wide range of out-
door scenes. Then, we collect annotations for the
gesture-guided instructions on these images. We
will describe each of these steps in detail in the
following subsections.

3.1 Collecting Images
To create a diverse image dataset for our task, we
used a simulated environment replicating crowded
streets in a dense Tokyo neighborhood (70,000m2)
on the Airsim platform (Shah et al., 2017), Unreal
engine. Beyond the urban elements, we strategi-
cally placed various objects (vehicles, pedestrians,
trees, cones, vending machines) in diverse loca-
tions.

Using a simulator provided three key benefits in
our study: (i) random image sampling from any co-
ordinate, (ii) automated extraction of ground truth
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Datasets Task G N R P Total samples Mean instruction
length (words)

Talk2Car (Deruyttere et al., 2019) Outdoor VLN ✗ ✓ ✓ ✗ 11,959 11.0
CAESAR-XL (Islam et al., 2022) REC ✓ ✗ ✗ ✓ 1,367,305 5.3
YouRefIt (Chen et al., 2021) REC ✓ ✓ ✓ ✗ 4,195 3.7
GesNavi (Ours) Outdoor VLN ✓ ✓ ✗ ✓ 3,100 13.1

Table 1: Comparison of datasets relevant to this work. G, N, R and P denote the use of gestures, non-templatized nat-
ural instructions, use of real-world images (versus simulated images) and multiple perspective images, respectively.
The mean instruction length is used here to compare the instruction sentence complexities in the respective datasets.

Figure 2: Our dataset consists of a supplementary image
for each scene to mimic a more challenging situation
where the user is outside the mobility and their visual
perspective (left image) is slightly different than the
mobility’s camera (right image).

object labels, and (iii) algorithmic computation of
2D/3D bounding boxes using mesh coordinates for
rendering. While simulated images may lack the
natural features and imperfections found in real-
world objects and scenes, they offer a controlled
method for generating data. The ability to control
the diversity in objects and scenes facilitates the
creation of a challenging multi-hop reasoning task.

To capture the visual data automatically, we
developed a function navigating a virtual camera
along simulator roads. Varied parameters captured
data under different lighting conditions (morning,
afternoon, evening). Each captured data includes
two images taken from a few meters apart with a
relative angle of 45 degrees — representing slightly
differing perspectives of the same scene, as de-
picted in Figure 2. One image is used for annotat-
ing navigational instructions, while the other serves
as a supplementary image for another visual per-
spective to facilitate research for comprehending
outdoor VLN instructions in applications like ser-
vice robots. The captured data also includes depth
maps, ground truth object classes, and positions
relative to the mobility robot. A human annotator
monitored the image capture process to ensure di-
verse scenes with minimal duplicates and unnatural
scenes.

3.2 Annotating gesture-guided linguistic
instructions

Upon acquiring all the images and their associated
ground truth data, the next phase involves gath-
ering gesture-guided linguistic instructions for an
outdoor VLN task. Obtaining hand gesture annota-
tions in a simulated environment typically involves
the use of a virtual reality (VR) setup, as demon-
strated by Jain et al. (2023). This setup utilizes a
VR headset and hand controllers to capture head
and hand movements while performing pointing
gestures. However, it is crucial to acknowledge
that such a configuration is not only expensive but
also time-intensive. To address these challenges,
we have adopted a more straightforward approach
of annotating the gestured object by enclosing it
within a bounding box. In practice, we expect that
the gestured object can be determined by leverag-
ing the existing research in recognizing non-verbal
cues, such as gestures, from visual input (Nickel
and Stiefelhagen, 2003; Stiefelhagen et al., 2004).
While this simplification results in the loss of some
raw features related to hand motion during the
pointing gesture, it enables us to collect a larger
dataset for this task.

To crowd-source annotations, we used Ama-
zon Mechanical Turk (MTurk). Our guidelines
instructed annotators to assume human-like mo-
bility controlled by linguistic and gestural instruc-
tions. The annotators chose any target object of
their liking and formulated navigational instruc-
tions to guide the mobility robot to that target which
were collected in the form of text. In addition, the
annotators were asked to imagine the use of hand
gestures like pointing, annotate the gestured object
with a bounding box, and use it as an intermediate
anchor to create a multi-hop instruction based on
its relation to the target object. Finally, annota-
tors were required to label the target object with a
tightly drawn bounding box.
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Figure 3: Example gesture-guided instructions in our GesNavi dataset, with a wide variety of syntactic and semantic
structures. The gestured and target objects are annotated with green and red bounding boxes, respectively.

Target Objects Gestured Objects
Object Frequency Object Frequency

Obstacle 334 Person 1350
Person 330 Building 191
Car 276 Obstacle 160
Bicycle 226 Car 114
Dispenser 146 Pole 95

Table 2: Top five most frequently used target and ges-
tured objects in our dataset

Multiple tests were conducted to refine guide-
lines, throughout emphasizing on crafting free-
form natural instructions incorporating gesture
demonstratives and necessitating multi-hop reason-
ing. Expert MTurk workers with native English
skills and track record in annotation tasks were in-
vited to a screening test. 25 workers who correctly
performed at least four out of five annotations in the
screening test were selected and received individual
feedback to ensure their complete understanding
of the task for good annotation quality. All images
were published in small batches, with simultaneous
batch reviews and feedback to maintain the desired
annotation quality. Each image costed $0.75 and
took the workers an average of around 10.7 minutes
per annotation.

4 Dataset Analyses

We collected a total of 3,100 gesture-guided VLN
instructions on outdoor scenes. The instructions in
our dataset comprise a vocabulary of 924 words.
Since our approach did not rely on templates or
impose constraints on linguistic instructions, we
were able to capture the commonly used natural
language instructions in navigational scenarios, as
exemplified in Figure 3. The examples illustrate the
wide variety of syntactic and semantic structures

present in our instructions.
Our instructions vary in length from 6 to 34

words, with an average length of 13.1 words. This
average length is comparable to the text-only out-
door VLN dataset, Talk2Car (Deruyttere et al.,
2019), and significantly larger than other gesture-
guided HRI datasets like CAESAR (Islam et al.,
2022) and YouRefIt (Chen et al., 2021), which have
average expression lengths of just 5.3 words and
3.7 words, respectively. The longer expressions
in our dataset reflect the emphasis on free-form
natural instructions requiring complex multi-hop
reasoning, in contrast to these earlier works.

From the annotated bounding boxes of the ges-
tured and target objects, we determined their la-
beled class by identifying the ground truth object
with the highest Intersection over Union (IoU) over-
lap. The five most frequent objects used for ges-
turing and as the target objects are summarized in
Table 2. Notably, a significant proportion of ges-
tured objects are pedestrians, likely due to their
prevalence in crowded street scenes, making them
a convenient intermediate object for conveying in-
structions about the intended target object. It is
also worth mentioning that the average distance
between the camera and the target objects selected
by annotators is 12.2 meters, which is around 6%
more than the average distance of 11.5 meters for
the gestured objects. Moreover, the average bound-
ing box size for gestured objects is around 25%
larger than the target objects. This observation
suggests a general human tendency to use closer
and larger objects for non-verbal gestural cues to
navigate to more distant and smaller target objects.

5 Conclusion

This work introduces a novel dataset, GesNavi, de-
signed for gesture-guided multimodal interaction
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with mobility in the context of an outdoor VLN
task. Moreover, in contrast to the prior efforts in
the related field of gesture-guided REC tasks, our
dataset specifically emphasizes natural free-form
instructions that require complex multi-hop reason-
ing. This is evident from the significantly longer
expressions in our dataset compared to the previous
works.

In the future, this dataset can be expanded to also
include the general case of using gestures to refer
to multiple objects or a group of objects, rather
than a single object in the current setup. Another
future work includes developing methods to tackle
this task, including the current state-of-the-art mul-
timodal architectures for VLN (Yan et al., 2023;
Kamath et al., 2021), and evaluating their perfor-
mances on our GesNavi dataset. It is also worth
evaluating how the multimodal LLMs (OpenAI,
2023; Team et al., 2023) perform in our task. It
is a particularly challenging task and will require
designing models that can effectively combine mul-
timodal information and perform multi-hop reason-
ing to find the target object.

6 Limitations

While this work represents a significant stride in
developing a valuable resource for gesture-guided
outdoor VLN task, certain limitations in its design
deserve consideration. Firstly, the dataset relies
on simulated environment images, potentially lim-
iting real-world applicability due to the absence
of genuine environmental complexity and random-
ness. Secondly, assuming a single object refer-
enced through gestures may overlook the broader
potential of gestural instructions for groups or mul-
tiple objects within a single instruction. These lim-
itations acknowledge the current scope and high-
light opportunities for future enhancements in this
field.
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