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Abstract
Nuanced dialects are a linguistic variant that
pose several challenges for NLP models and
techniques. One of the main challenges is the
limited amount of datasets to enable extensive
research and experimentation. We propose an
approach for efficiently collecting nuanced di-
alectal datasets that are not only of high quality,
but are versatile enough to be multipurpose as
well. To test our approach we collect the KIND
corpus, which is a collection of fine-grained
Arabic dialect data. The data is short texts,
and unlike many nuanced dialectal datasets, it
is curated manually through social collabora-
tion efforts as opposed to being crawled from
social media. The collaborative approach is
incentivized through educational gamification
and competitions for which the community it-
self benefits from the open source dataset. Our
approach aims to achieve: (1) coverage of di-
alects from under-represented groups and fine-
grained dialectal varieties, (2) provide aligned
parallel corpora for translation between Mod-
ern Standard Arabic (MSA) and multiple di-
alects to enable translation and comparison
studies, (3) promote innovative approaches for
nuanced dialect data collection. We explain the
steps for the competition as well as the result-
ing datasets and the competing data collection
systems. The KIND dataset is shared with the
research community.

1 Introduction

The Arabic language is one of the most spoken lan-
guages in the world with over 400 million speakers
from more than 30 countries (Wikipedia, 2023)

and has gained wide attention in natural language
processing advancements recently. Since most lin-
guistic technologies rely on high quality training
data, Arabic data collection is, consequently, be-
coming the focus of an increasing number of stud-
ies. Although a wide range of these studies propose
effective approaches for Arabic data collection, the
need for large scale, high-quality datasets of nu-
anced dialect variations is constantly increasing
with the demands of domain specific applications
as well as large language models.

A main challenge facing NLP technologies in
Arabic is the diversity of Arabic dialects, with
more than 30 modern dialects across the Arab re-
gion, and over 20 documented dialects in Saudi
Arabia, the largest country in the Arabian penin-
sula (Wikipedia, 2023; Aldarsoni, 2013). This chal-
lenge is most pronounced in downstream appli-
cations that involve machine translation from di-
alectal Arabic to other languages. The multitude
of nuanced or explicit varying synonyms and hy-
ponyms in Arabic dialects have high impact on the
quality of translation models. Several approaches
were proposed to take advantage of MSA as the
universal formal Arabic and ground other dialects
to it through translation or similarity analyses. As
part of these studies datasets of parallel dialectal
and MSA texts were proposed (Harrat et al., 2015;
Salloum and Habash, 2011; Zbib et al., 2012). Al-
though very useful, these datasets remain limited
in size and dialectal coverage. To address this
gap we propose, KIND: King Fahd University of
Petroleum and Minerals (KFUPM) In Your Dialect
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approach, a multiple-tasks competition for obtain-
ing short texts of parallel corpora of fine-grain Ara-
bic dialectal data and question and answer pairs.

The approach aims not only to promote inno-
vative approaches for data collection, but also to
raise awareness about the significance of represen-
tation in spoken language-based technologies. The
competition is accompanied by social educational
initiatives to raise awareness about linguistic tech-
nologies and to encourage the public to participate
in linguistic data collection competitions. Social
engagement was solicited by demonstrating the
effect of sharing their dialectal utterances on the
quality of technologies that will result from their
aggregate contributions.

Our approach is comprised of two general tasks.
The first is a data collection task where participants
compete to enter the largest amount of entries for
(1) translation of an MSA sentence to their dialect,
and (2) answering an open-ended question in their
dialect. The resulting data from this task is denoted
the KIND corpus. The second task is to solicit inno-
vative systems that can compete with our approach
for task 1. Our approach follows a hackathon for-
mat for developing dialectal Arabic data collection
systems.

In this paper we describe the approach for col-
lecting the KIND dataset and the quality require-
ments of the submissions. We demonstrate the
effectiveness of our approach by describing the re-
sulting corpora of high–quality training data. The
dataset is suitable for training language models,
machine translation tasks, as well as Q&A tasks
with the respective dialects labeled to a fine granu-
larity level. We make this dataset publicly available
to the community along with the labels for each
dialect.

We summarize the contributions of this paper as
follows:

1. Propose the design and process of a nuanced
dialect data collection system that addresses
coverage of dialects from under-represented
Arabic speaking groups in addition to fine-
grained dialectal varieties.

2. An open-source corpora of aligned parallel
texts for translation between Modern Standard
Arabic (MSA) to multiple nuanced dialects
and between the dialects as well as an Arabic
dialect Q&A dataset.

3. A collection of proposed systems for nuanced
dialectal data collection.

The remainder of this paper is organized as fol-
lows. Section 2 provides an overview of the re-
lated literature. Section 3 describes the design and
process of our collection approach. Section 4 de-
scribes the results of the first task of the collection
approach. Section 5 describes the results of the sec-
ond task of the approach. In section 6 we describe
the resources resulting from this study. In section 7
we conclude.

2 Related Work

2.1 Arabic Dialect Datasets

The emergence of different social media platforms
increased the use of informal forms of a language.
That showed a discrepancy in the levels of sup-
port for basic tasks in language technologies for
different languages. For example, the lack of key-
board support and spell checking for low-resource
languages, although there is a desire among the
speakers of these regional languages to use these
digital services (Soria et al., 2018; Ruder, 2020).

The ability to thoroughly and effectively evaluate
and asses the performance of a system is paramount
for the development of advanced NLP technologies.
The availability of benchmarks and standardized
datasets for quality assessment is essential for this
evaluation process. For many languages, includ-
ing Arabic, the availability of these benchmark
datasets is minimal compared to other languages
such as English (Zampieri and Nakov, 2021). In
English, there are various benchmark datasets to
perform different NLP tasks, for instance, Super-
GLUE and SQuAD; the former provides nine natu-
ral language understanding tasks, and the latter pro-
vides question-answering task (Wang et al., 2019;
Rajpurkar et al., 2018). However, when looking at
Arabic dialects, corpora, and annotated corpora re-
main minimal compared to MSA (Althobaiti, 2020;
Zampieri and Nakov, 2021). Although various ef-
forts focused on dialectal Arabic and building re-
sources for it (Abdul-Mageed et al., 2020; Bouamor
et al., 2018, 2019; Diab et al., 2014; Zaidan and
Callison-Burch, 2014), there still remain nuanced
dialects of many groups that are still either under-
represented or not represented at all. In this work
we aim to propose an approach that is capable of
leveraging a single user prompt/entry to serve as a
training record for as many NLP tasks as possible
without compromising functionality.

In the general sense, Arabic dialect datasets con-
tinue to exhibit limitations concerning their size,
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scope, and the extent of annotation when compared
to MSA and other languages, as highlighted in
previous studies (Althobaiti, 2020; Zampieri and
Nakov, 2021). For instance, the MADAR dataset,
which covers dialectal variations across 25 cities,
offers valuable insights; however, it is notewor-
thy that this dataset is primarily a translation from
another language within the travel domain. Con-
sequently, the source origin imposes constraints
on the cultural and domain diversity represented
in the text (Takezawa et al., 2007; Bouamor et al.,
2019). Therefore our approach aims to incorporate
semantic cultural relevance in the design process
of the data collection.

2.2 Arabic Dialect Granularity Levels

Arabic is one of the low-resource languages with
rich morphology. It has different varieties; formal
Arabic MSA is taught in schools and used in formal
venues, whereas informal Arabic is used in daily
life interactions. The differences between Arabic
nuanced dialects and MSA pose a serious chal-
lenge when working on Arabic varieties (Zampieri
and Nakov, 2021). The difference between MSA-
Dialectal Arabic and Dialectal Arabic-Dialectal
Arabic reduces the potential effectiveness of uti-
lizing the resources available for a specific variety
to investigate another one, be it another dialect or
MSA. (Zampieri and Nakov, 2021).

In the literature, Arabic dialects are typically
divided based on a geographical dimension with
different levels of granularity: region, country, and
city level. The regional level represents different
regions in the Arab world consisting of a set of
countries. Note that grouping the dialects of those
different countries on a regional level does not im-
ply that the group of dialects is entirely homoge-
neous linguistically (Habash, 2010).

Previous work focuses on those two levels of
granularity region (Zaidan and Callison-Burch,
2014; Zampieri et al., 2018). Recently, there
has been more work on the country-level dialect
that focuses on a specific country and all the sub-
dialects spoken in that country. Current work on
the country-level dialect focuses on a specific task
(AlYami and Al-Zaidy, 2022; Yang et al., 2020;
Farha and Magdy, 2019; Habash et al., 2019)
or studies MSA and few dialects (AlYami and
AlZaidy, 2020; Alshargi et al., 2019; Khalifa et al.,
2016).

Other work investigates the city-level dialect of

specific cities in a country. Most of the work on this
level utilizes social media posts coming from a spe-
cific city as the original city dialect (Bouamor et al.,
2019; Abdul-Mageed et al., 2019, 2018). However,
the social fabric in major cities consists of residents
speaking different dialects, which causes a problem
at this granularity level. Hence, relying on social
media locations for collecting data for users from
a specific location does not ensure that the user
speaks the predominantly spoken dialect of that
location. This work focuses on the location-level
and individual-level dialects by allowing users to
specify their individual dialect. The dataset is repre-
sentative of 29 nuanced dialects from Saudi Arabia,
city-level dialects of 9 cities from 3 Arab countries
and 18 country-level dialects in the Arab world.

3 Our Approach

In this section we describe our proposed approach
for nuanced dialect data collection.

3.1 Overview

The data collection approach is comprised of two
general tasks. The goal of the first task is to collect
quality short-texts representing nuanced dialects
that are both versatile in nature and large in quan-
tity. Since MSA texts are available in abundance,
due to it’s common use in digitized content, it has
been widely studied leading to NLP systems ob-
taining high accuracies for the MSA variety. Given
that MSA is the variety from which all Arabic di-
alects are derived from, similarities and differences
between Arabic dialects and MSA has always been
of interest to both linguists and NLP researchers.
For that reason our approach is designed to collect
data that enables further research and modeling
of these similarities and differences. Additionally,
our system includes an approach to incorporate
the semantic-level cultural nuances of the collected
dialects.

The goal of the second task is to promote the
collection of additional nuanced-dialect data col-
lection systems. Social media content has been the
predominant source of dialectal data. Although so-
cial media content has proven effective for improv-
ing NLP performance on dialects to a great extent,
nuances in dialects still remain a major challenge
to most dialectal Arabic NLP systems unlike MSA.
The goal of this task is to contribute to the quantity
aspect of manually entered nuanced-dialect data by
developing more systems similar in goal to the one
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we develop for our first task.

3.2 Nuanced Dialect Short-Texts Collection

This approach aims to collect as large a volume
as possible of nuanced dialectal Arabic data. The
approach is designed as a data marathon competi-
tion, where the competitors goal is to respond to
as many prompts as possible, in their own dialect
within a fixed time-frame with as few errors as pos-
sible. Winners are the the top ranked teams with
highest volumes of entries.

Two methods were followed to collect the two
distinct corpora. Their description is as follows:

Aligned Parallel Dataset This collection
method is designed to allow participants to trans-
late sentences from MSA to their local dialects.
The MSA sentences are sampled from subset of
11, 670 sentences from an existing well-known
MSA dataset, namely the MADAR dataset. The
participants translate it to the dialect they registered
as their own when joining the competition.

Q&A Dataset This method allows participants
to answer open-ended questions. The set of ques-
tions are updated regularly for the competition par-
ticipants, where they answer them in an open-ended
fashion. Questions are either constructed by the au-
thors or collected from QA websites such as Quora.
The total number of questions used is 796 and will
be released with the dataset.

The competition was implemented using a web
application designed to receive submissions for the
competition and was built to be highly usable even
by non-technology-savvy people. The designed
collection tool consists of two stages: the registra-
tion, where the participants register themselves in
the competition with their information, a dialect
they speak in with native fluency, and either cre-
ating or joining a team. Individual participation
was allowed (with a team of one), and up to five
members could be included in the team. The sec-
ond stage is the submission page, where the par-
ticipants can choose between the tasks of either
translating or question answering. Gamification el-
ements were integrated in the design to encourage
the participants, such as different game levels with
different progress bar colors for the team and each
team member. Participants were also encouraged
to report any inappropriate sentence or questions,
and the reported sentence or questions would be
reviewed within 24 hours and removed if necessary.
Participants have the option to skip any question

they did not want to answer or translate.

3.3 Innovating Data Collection Methods

This approach aims to collect systems that are used
to collect nuance dialect data. It follows a typical
hackathon format. The competition elicits creative
ideas to collect nuanced dialectal Arabic data. The
competition was launched to the public on 26th of
February 2022. It consisted of two stages: in the
first stage, which lasted for 12 days, participants
were asked to submit their team’s information and
a brief description of their proposed idea. A total
of 57 submissions were received from 173 partici-
pants. It ranged from ideas to extracting dialectal
data of social media content, games, and crowd-
sourcing techniques. In total, 24 teams were nom-
inated to move to the second stage based on the
relevance criteria reviewed by 2 evaluators. Nom-
inees from this stage were provided the opportu-
nity to attend two workshops; the first was titled
"Automatic Data Collection and Annotation" and
presented different existing methods for collecting
and annotating data along with special challenges
that face collecting dialectal Arabic. The second
was titled "Designing Inclusive Applications and
Platforms" and focused on the usability of web
and mobile apps in addition to tips and tools for
presenting Hackathon ideas. They also joined the
competition discord account, where they received
mentoring from experts. Out of 24 nominees, 19
did proceed to make the final submission, which
consists of the prototype of the solution, a short
video explaining the idea of the proposed solution,
and a time sheet to realistically complete such a
project.

4 Data Collection Results

In this section we describe the resulting datasets
and methods.

4.1 Nuanced Dialect Short Texts

The data collected from this approach covered
21 dialects from Arabic-speaking countries. The
number of dialects, denoted n, is as follows. For
Saudi Arabia, 29 Saudi dialects were collected,
i.e. n = 29. Since no official definition for Saudi
dialects exists, in this study we mainly adopt
the taxonomy used in an online linguistic effort,�éK
Xñª�Ë@ �éJ
K. QªË@ �éºÊÒÖÏ @ ú


	̄ �éJ
ºjÖÏ @ �HAj. êÊË @ Ñj. ªÓ
(Aldarsoni, 2013). For Yemen, Jordan, and Syria,
we collect city-level dialects for major cities where,
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Table 1: Samples of MADAR sentences provided for translation and open-ended questions created by the Data
Marathon team

sentences for translation open-ended questions

	àAK. AJ
Ë @ ú

	̄ 	áK
Qå��«ð ú


�æ 	J�K @ �A�®Ó 	Y 	g

@ AÓ

�
AJ. Ë A 	« ? @ 	XAÖÏð ? 	à

�
B@ ¼YÊJ. K. AëY�®�J 	®�J� ú


�æË@ ZAJ
 ��

B@ AÔ 	̄ ,Q 	k

�
@ YÊJ. Ë ÈA�®�J 	KCË �HPQ¢ 	�@ @ 	X @

I often wear a size 22 in Japan If you had to move to another country, what things would you miss about your country now? And why?
úæî �D 	K @ �I�̄ñË@ ?½�J 	�K
YÓ 	Q�
Ò�J�K @ 	XAÖß.
The time is up What distinguishes your city?

Y	K@Qk. ��Y	J 	̄ úÍ@ éj. �JÓ è 	Yë Éë ?½�J�®¢	JÓ ú

	̄ 	àA 	�ÓP Z@ñk.


@ ðYJ. �K 	J
»

Is this heading to the Grand Hotel? What does Ramadan look like in your area?
�è 	Y 	̄ A 	JË @ I. 	KAm.�'.

�èYKAÓ YK
Q 	K 	áK
Q 	k
�
CË �éK
YêË @ Õç'
Y

�®�K Q�K

@ AÓ

We want a table by the window What is the effect of giving a gift to others?
�é 	JK
YÖÏ @ Èñk �éÊ 	̄ AmÌ'AK. �éJ
«C¢�J�@ �éJ
kAJ
� �HBñk. �éK



@ ÕºK
YË Éë ? ÐñK
 É¿ 	 A�®J
���CË ¼ 	Q 	®m�'
 ø


	YË@ AÓ
Do you have any guided bus tours around the city? What motivates you to wake up every day?

n = 6, 4, 7 for the countries, respectively. As for
the remaining countries, country-level dialects are
defined with n = 18 for 18 countries. The lists of
all dialects in their Arabic names are provided in
Table ??, Table 10, and Table 9 in the appendix.

The data collection duration was from 26nd of
February 2022 until 21st of March 2022. It was
highly publicized on social media by Arabic NLP
experts, several local university accounts, and sev-
eral local NLP enthusiasts. Data was collected
from 560 participants from 14 countries grouped
under 422 teams. Over these teams, 354 teams
were teams of individuals, 34 teams were a team
of 2, 11 teams were a team of 3, 11 were a team of
4, and 12 were a team of 5.

A total number submission of 55, 484 was re-
ceived. The number of submissions for the Saudi
dialects is in Table 2. We received more than 5
submissions for 19 out of the 29 targeted Saudi
dialects. We received more than 5 submission for
two of the Yemeni regional dialects, three of the
Jordanian regional dialects, three of the Syrian re-
gional dialects, and 10 of the remaining 18 Arabic
countries, in Table 3.

The winners of the Data Marathon were annou-
unced on 24th March 2022 and belonged to Yemen-
Ta’izz dialect (code 600) with 7413 submissions,
Saudi Arabia-Ghamid and Zahran (code 21) with
6328 submissions, and Saudi Arabia-Al Qassim
(code 2) with 6134 submissions. The three places
keep their order whether we consider all submis-
sions or only submissions with lengths more than
10 characters.

4.2 The KIND Dataset

In order to prepare the data for public use, all sub-
missions are anonymized by releasing only 3 fields
per submission.

Table 2: Saudi dialect submissions by sentence length.

Dialect Code 1-10 11-25 26-50 51-100 100 < All Submissions

0 1525 4447 3653 1074 220 10919
1 57 259 258 75 16 665
2 478 3178 2536 394 31 6617
3 31 117 113 11 3 275
6 51 66 31 34 31 213
7 2 16 14 2 3 37
8 16 25 20 2 2 65
11 26 100 80 44 18 268
12 474 1881 1278 349 86 4068
13 0 1 0 0 0 1
16 0 0 1 0 0 1
18 50 141 118 73 21 403
19 291 798 501 131 11 1732
20 220 1320 1082 226 69 2917
21 767 4341 2581 241 11 7941
22 12 23 12 5 1 53
23 27 151 161 53 27 419
24 53 202 179 61 15 510
25 0 0 2 3 1 6
26 38 166 149 46 24 423
28 209 1115 805 203 46 2378
Total per
length range

4327 18347 13574 3027 636 39911

Table 3: Arabic dialects submissions by sentence length.
(without Saudi Dialects)

Dialect Code 1-10 11-25 26-50 51-100 100 < All Submissions

100 453 1744 1425 317 68 4007
200 81 280 116 10 0 487
300 9 41 64 27 6 147
400 11 119 136 39 4 309
500 2 13 21 14 0 50
600 674 3694 2596 707 463 8134
601 19 77 79 13 3 191
701 28 29 20 10 6 93
703 1 7 8 16 21 53
705 53 553 555 122 10 1293
800 8 25 29 2 0 64
801 2 18 16 7 2 45
803 0 5 1 0 0 6
1000 37 62 57 16 3 175
1200 31 150 96 24 3 304
1300 14 75 46 23 9 167
1500 4 8 4 2 2 20
2000 1 15 12 0 0 28
Total per
length range

1428 6915 5281 1349 600 15573
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Table 4: Sample of submissions received by open-ended questions.

Dialect Code ? Õº�JÊKA« Y	J« Q¢ 	®Ë@ YJ
« ÐñK
 	á�
�KðP ñëAÓ What is your family’s Eid al-Fitr routine?

0 AK
 @YêË @ ©K
 	Pñ�Kð ÈA 	®£B@ð ÉëB@ éªÔg.
Family and children gathering and gift distribution

0 ÑîD.m�
	' ú
ÎË @ É¿

	¬ñ ��	�ð �IJ
Ê¿ñ �� É¿ A 	Kð É 	®�Jm� 	'ð ©Òj. �J 	K
We gather, celebrate, eat chocolate, and see everyone we love

0 Y�̄QK
ð é�J 	̄Q 	« hðQK
 	áÊ¿ Õç�' �èYK
Ym.Ì'@ A 	JK. AJ
�K ��. Ê 	Kð 	�ªK. úÎ« ÕÎ�	�ð øñê�®�J 	Kð øñ� ©Ò�Jm.�
	'

We gather together, have coffee, say hello to each other, put on our new clothes, and then we all go to our rooms and sleep.
3 éÊë@ úÎ« YJ
«@ ð éÊ 	gX@ B@ ø
 ñk ú
Î

	g@ AÓð ©K. QË @ úÎ« Q�
�@
Visit friends and not leave a neighborhood I did not enter and wish it’s residents a happy Eid.

12 ú
æ
�� Q��» @ �HAJ
ËAª 	®Ë @ Q�
��� ÉJ
ÊËAK. XA« , èñê�̄ H. Qå��

	�ð Q¢ 	® 	K ð ¼A 	Jë ©Òj. �J 	Kð ø
 PYK. @QÓ hAJ.�Ë@ éK
PAJ.ºË@ Pð 	Q 	K YJ
ªË@ ú

	̄ A 	Jk@

We, on Eid, visit the elders early morning and gather there and have breakfast and drink coffee, then most festivities happen at night.
12 AëYªK. ñ�J�
K. ú
æ

��Öß
 Yg@ð É¿ð @Y 	ª�J 	K AëYªK. �éK
Qê 	¢Ë@ 	á�
Ë h. Qî 	Eð ù
 ëA
�� H. Qå��

	� Yª�® 	Kð YJ
ªË@ hAJ.��. �éÊJ
ªË@ É¿ ©Òj. �J�K
We gather, the entire family, Eid morning and sit to drink tea and chat until noon then we have lunch and everyone goes home after that

19 Y�̄Q 	K
We sleep.

19 YK
Aª 	K ÉÒº	K H. Q 	ªÖÏ @ q ��º	K ©k. Q 	Kð ù

	® 	ª 	K AëYªK. ð Qê 	¢Ë@ 	á�
Ë YK
Aª 	K ©Ê¢	�ð YJ
ªË@ �èC� ú
Î�

	�
We pray the Eid prayer and go out for Eid celebrations until noon, then we go sleep and at Maghrib time again we dress up and continue our Eid celebrations.

21 Q¢ 	® 	Kð Qj. 	®Ë @ �èC� 	áÓ A 	J 	K A�̄Y� ©Ó ©Òj. �J 	K
We gather with our friends at Fajr prayer and have breakfast.

24 Y�̄Q 	K ©k. Q 	Kð Q¢ 	® 	Kð iJ.�Ë@ �èC� 	�ªK. úÎ« ÕÎ�	�
We greet each other at Fajr prayer, have breakfast, then go back to sleep.

28 ©Ò�Jm.�
�' éÊK
AªË @ 	à@

The family gathers.
100 Pñ 	®J
��K. ð ½m» ð ú
æ

��m× ÉÒª	K Ð 	PB
We have to make mah’shi, ka’ak and betefour

100 YªK. ©Ó ú
Î�
	� ð YªK. ©Ó I. ªÊ 	K ð YªK. ©Ó É¿ A 	K ð ÉëB@ ©Ó ékQ 	®Ë @

Joy with the family, we eat together and play together and pray together.
200 �éÊK
AªË @ ú


�̄ AK. úÎ« @ðYJ
ª 	K @ñkðQ	K YªJ.Ó 	�ªK. ©Ó @ðQ¢ 	® 	K @ñªk. Q 	Kð @ñJ
Ê�	� @ñkðQ	K hAJ.�Ë@ @ñ 	�ñ	K
We do ablution in the morning, then we go to prayer, we come back and have breakfast together, then we go to greet the rest of the family

600 YJ
ªÊË ¼PAJ. 	Kð É��J 	Kð �Êj. ÖÏ @ Q�
�	�ð ÈAêj. ÊË éËAªm.Ì'@ ð ½ªºË@ 	Qêm.�
	'

We prepare ka’ak and ja’ala for the children then we go to the majlis and celebrate Eid
600 hQ 	®Ë@ 	áÖÞ��Y�̄Q 	K AÓ ��AÒ£ hQ�® 	K

We are elated so happy we cannot sleep

703 YJ
ªË@ ú
«@ð@ ��. Ê 	JÓð A 	KYJ
«

@YJ.�
K. ð Ðñ�® 	JÓ Qê 	¢Ë@ ð@ Qå�ªË@ð Ðñ	K �éK. ñJ. J
 	ªK. �Hñ 	® 	JÓ AëYªK. ð �éÊJ
ªË@ É¾Ë Pñ¢ 	̄ ÉÒª	JÓð �I�
J. Ë A« @ñªk. Q�
K. YJ
ªË@ �èC� YªK.

After the Eid prayer, they return home and we prepare breakfast for the whole family, and then we fall into a sleepy coma,
and the afternoon or noon prayer begins, and our Eid begins, and we wear Eid clothes.

1200 �èYK
AªÖÏ QK
ðA ��Ó ú

	̄ ðYJ. 	Kð AëñÊ¿ A 	K �éJ
�K @ð �èYJ
�ªË@ ñ�®Ê 	K ñkðQ	K AÓ YªK. ð �èC�ÊË ñ ��Ö 	ßð ú
G. QªË@ ñ��. Ê 	K ñªÊ¢	�ð ñjJ. ��	� ñ ��	m� 	' �èC�Ë@ ÉJ. �̄ AëYªK. ð iJ.�Ë@ Y 	JªË 	á�
J
«@ð ðYª�® 	K

We stay up until morning then before the prayer, we go in and shower then go out and dress up and go to the prayer then when we are back we find asida ready, we eat it then start Eid visiting errands.

Table 5: Percentage of submissions generated from
open-ended questions per submission length for dialects
with more than 5 submissions.

Dialect Code 11-25 26-50 51-100 Longer than 100

0 32% 34% 60% 87%
1 34% 54% 81% 100%
2 4% 9% 25% 90%
3 29% 42% 64% 100%
6 71% 97% 100% 100%
7 13% 14% 100% 100%
8 76% 40% 0% 100%
11 56% 73% 95% 100%
12 16% 24% 63% 93%
18 35% 59% 92% 100%
19 31% 37% 69% 100%
20 10% 21% 51% 94%
21 6% 6% 17% 45%
22 43% 50% 80% 100%
23 43% 63% 85% 100%
24 47% 49% 70% 100%
25 - 100% 100% 100%
26 12% 8% 57% 100%
28 6% 13% 55% 87%

1. dialect code which is the label that indicates
the specific dialect the text belongs to.

2. sentenceOriginID which is the identifier used
to reference either the MSA sentence to
it’s source in MADAR dataset, this ranges
(1000000-2000000), or the reference to link
the question to the constructed question
dataset, this ranges (2000000-3000000).

3. textString contains the submitted sentence.

Additional processing of the submissions in-
cludes trimming, and removal of duplicate trans-
lations of a sentence or answer submitted by the
same participant. This reduced the total number of
entries from 55, 484 to 54, 883. It is worth noting
the final dataset does not include duplicates from
the same dialect and source; however, it does in-
clude duplicates of different sources of the same
dialect, e.g., two different questions have the same
answers.

4.3 Discussion
The resulting datasets demonstrates the efficacy
of our collection approach that relies on gamifica-
tion combined with awareness-raising on the im-
portance of inclusiveness and availability of open-
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Table 6: Sample of submissions received by translation
of May I ask about your name? from Arabic MSA to
other dialects.

Dialect code ? ½ÖÞ� @ 	á« È

A�

@ 	à


@ ú
Í Éë

0 ½ÖÞ�@ 	¬Q«@ PY�̄ @
May I know your name?

1 ½ÖÞ�@ ��ð 	á�
mÌ'Aë
Now what’s your name?

20 �IjÖÞ� ñË ��ÖÞ�@ ��ð ��Ë

A��.

I want to ask you, what is your name please?
21 ½ÖÞ�@ 	á« ÈA�@ PY�̄ @

Can I ask about your name?

100 ? éK
 @ ½ÖÞ� @ ½Ë

A�@ 	áºÜØ

Is it possible to ask what your name is?
600 ? ½ÖÞ� @ ñÓ ú
Íñ

�̄ A¾»
Tell me, what is your name?

source resources. The collected data size in Table 7,
shows the number of unique entries when consid-
ering the uniqueness on the dialect level. Both
approaches resulted in a large number of texts for
the duration. The sentence translation approach
generated a larger number of entries, as was ex-
pected since minimal effort is required to simply
restate existing content as opposed to question an-
swering that requires the participant to generate
new content. Also, the sentnece translation system
was available to the users 3 more days than the
question answering system.

Samples of responses to open ended questions
are in Table 4, while samples of responses of trans-
lation are in Table 6. It is notable that the sen-
tence translation approach captures dialectal mark-
ers which is a main challenge for nuanced dialects.
Additionally the texts are collected with their MSA
translation and other dialects, that are essential for
studies addressing translation-based solutions to
modelling nuanced dialects. The open-ended ques-
tion answering approach is capable of capturing
both the syntactic aspects of the dialect as well as
the semantics associated with the culture of the
speakers of that specific dialect.

In terms of the length of submissions, it is noted
that the percentage of submissions on the longer
length side are the ones generated by the ques-
tion answering approach. In Table 5, focusing on
sentences of Saudi Dialects, in 17 out of 18 inves-
tigated dialects, submission longer than 100 char-
acters came mainly (more than 85%) from open-
ended questions. In contrast, submissions shorter
than 50 characters came mainly from translated sen-
tences. Same pattern applies to non-Saudi dialectal

Arabic sentences, where translation sentences were
responsible for 75% of the submissions shorter than
50 characters, whereas open-ended questions were
responsible for 77% of the submissions longer than
50 characters. This observed too in Table 4 and
Table 6, where samples of the open ended ques-
tion mainly consists of longer sentences whereas
for translation we are bound by the length of the
original sentence. To generate longer sentences for
translation, the approach requires using a dataset
with longer texts to prompt the participants in the
translation task.

5 Hackathon Results

In this section, we shed light on the top
projects that received the highest scores from the
hackathon judging committee per the evaluation
criteria, which seek to balance technical knowl-
edge with originality, creativity, and relevance to
the hackathon’s objectives.

5.1 Lesan

Lesan is a volunteer platform designed to enrich the
Arabic dialect content, focusing mainly on voice-
recorded sentences in various dialects. The volun-
teers start by choosing a dialect to voice record Ara-
bic text written in the selected dialect and complete
their daily rounds, where each user has a daily tar-
get of 10 rounds per day. The users of Lesan have
the choice to record an existing text in the platform
or type and record their own new text. Gamifica-
tion elements such as trophies and leaderboards are
used to motivate users by creating a competitive
atmosphere. Moreover, Lesan provides an "Open
Library" that contains high-quality dialectal Arabic
datasets that are available, reliable, and ready to
use.

5.2 Teach us your Dialects

Participants proposed a game in which players
guess the meaning of a word given in one of the
Arabic dialects with the help of an image indicating
the meaning. The players’ answers can be written
or recorded in their voices. In this project, the
database is populated by the players themselves,
where any player can add a word in a specific di-
alect, and it will be added to the database if it is
approved by at least ten other players who speak
the same dialect or live in the same place. Each
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Table 7: Entries uniqueness.

Number of submission
Unique per
(dialect, source, participent)

Unique per
(dialect, source)

Unique per
(dialect)

Translation 40481 40119 39957
Open ended Questions 15003 14759 14338

new word has to be recorded in voice to make pro-
nunciation easier. To motivate players, they can
see a leaderboard of the players’ points and ranks
by their countries. Moreover, The ranking of each
country is displayed as well, and it depends on
the number of words shared by players from the
country.

5.3 Faseeh (Fluent)

A video game that asses a person’s level of knowl-
edge of Arabic dialects. As a first step, data is
collected from Twitter automatically using a scrap-
per. Data is then cleaned and stored in a database
for the game, where five tweets will be displayed
for each player from the database. In Faseeh game,
a tweet will pop up on the screen where the player
must answer the following questions in a row: (1)
Is there a text in the tweet that indicates a specific
dialect? (Yes/No), (2) If yes, what is the dialect
classification?(Egyptian - Gulf etc.), (3) If yes, why
was this dialect chosen?, (4) What is the text/word
indicating the selected dialect?.

Once the player finishes a tweet, another tweet
will pop up until the round (five tweets) is com-
pleted. Eventually, the Arabic dialect test result in
points will be displayed to the user based on the
number of correct answers. Verification of answers
is done in two approaches: automatically by know-
ing the geographical location of the source of the
tweet and manually by operators who are experts
in each of the existing dialects and can evaluate the
answers.

5.4 Nutq (Pronunciation)

The project’s main interface is divided into sev-
eral sections for Saudi dialects, including Northern,
Southern, Hijazi, Najdi. etc. The application con-
sists of 3 stages to collect data for each dialect in
a funny way to grab the user’s attention. In the
first stage, the application shows an image to users
where they can choose the appropriate word from
their own perspective. As the second stage, If none
of the options matches the word in their dialect,
they can add their own synonym for the word. In

the third stage, users can go the extra mile and add
more words along with their meanings in the game
dictionary and get simple financial rewards.

5.5 Evaluation and results
Each of the 19 submissions received three evalua-
tions on the premises of:

1. Creativity level of the idea.
2. Technical quality and suitability of techniques

and methods used.
3. Potential to Grow.
4. The collected data using the provided technol-

ogy in terms of quantity and quality.

The results were aggregated, and the announcement
of the winners was on the 24th of March 2022. The
first three places consist of teams Lesan, Teach Us
Your Dialect, and Fsaeeh, respectively.

6 Challenges and Recommendations

In this section we describe challenges to the col-
lection approach and provide recommendations for
organizing future hackathons.

6.1 Target Dataset
In order for the collection approach to effectively
achieve a high yield of quality data, it is recom-
mended to have a clear specification of the dataset
to be collected, specifically a predetermined pur-
pose or use for the data. Although this ensures
a consistent collection process, however, during
collection it is equally beneficial to adapt to pat-
terns in user behavior to maximize the outcome
of user participation. For example, the first collec-
tion task was initiated with the purpose of curating
a parallel corpora for different dialects. It was
noticed during user submission that many of the
MSA sentences that were presented to the users for
translation were irrelevant to the culture and could
not capture cultural and context-rich dialectal data.
The sentences were parts of conversations in the
hotel, airports, and restaurants and were a direct
translation from non-Arabic sentences. Therefor
the second approach was introduced proposing the
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use of open-ended QA for collecting dialectal data
to enable culture and context-rich sentences while
relaxing the alignment requirement to have totally
different responses for the same question.

6.2 Target Participants

The target audience should be clearly defined as
it is a focal point in the competition design pro-
cess. Since we are interested in collecting data from
under-represented groups, it was imperative to de-
sign a system that is easy to use by non-technical
groups who typically have low online presence. To
reach our target audience we used social media out-
lets that have high visibility in the region, using
simple video advertisements to convey the purpose
of the data collection and the potential of the bene-
fits to society as a whole for a non-technical user.
Incentives are used to maximize user participation
in social collaborative efforts, such as monetary
awards in our competition. In cases of limited fund-
ing, we recommend to emphasize the social media
campaign and raising awareness efforts, as many
educational sessions targeting college students and
the general public contributed greatly to the high
amount of participation.

6.3 Technical Resources

Storage and database size limitations dictate the
limits of the collection process. The participant
solicitation must be guided by the volumes of data
received during collection to ensure system stabil-
ity. Additionally, available personnel to provide
technical support and monitor entries to perform
corrections or incorporate user feedback, is a chal-
lenge. In our case, the authors along with student
volunteers from the university were responsible for
these tasks.

7 Resources

The dataset is released for the research community
at: https://huggingface.co/KIND-Dataset.
The repository holds both the Data Marathon sub-
missions and the open-ended question dataset.

8 Conclusion

In this paper we describe the design and process
of collecting a multi-dialect Arabic dataset as well
as the resulting systems and data. Similar in con-
cept to ACL shared tasks, the KIND competition
aims to encourage innovative contributions towards

high-quality data collection. The competition re-
sulted in a corpus of over 50k high-quality texts
labeled with fine-grained Arabic dialects. As well
as over 20 approaches for Arabic dialect crowd-
sourcing techniques. The resulting data is made
public for the research community. As future work,
the authors aim to propose new competitions for
domain specific as well as NLP-task specific data
collection for Arabic dialects.

Limitations

There are several limitations in the published
dataset, that open doors for further investigation:
(1) The first is the presence of white dialect submis-
sions, as most of the participants were 35 of age or
younger and live in big cities not in their hometown,
we can find that some of the dialect has softened
from how the original dialect sounds. (2) As dialect
classification is a multi-label problem, submissions
could be mapped to more dialects than what is re-
ported.(3) Further cleaning is required, although
there were minimal spam submissions from our
observations, there still could be submissions that
do not answer to the question or translated the in-
tended sentence. (4) Not all intended city-level (or
tribe-level) dialects in Saudi Arabia were covered
as intended. The dataset does lack submissions
from dialect belonging mainly to the Northern Re-
gions of Saudi Arabia. Also, not all Country level
dialects were covered, especially for dialects of
North African countries.
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and participants waived their copyrights to the sub-
mitted data before participation. All information
related to the participants identity was removed.
The dataset is not comprehensive of all Arabic di-
alects and should not be treated in such manner.
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A Appendix

A.1 Dialect Codes

Table 8: City/Tribe level Saudi Dialects.

Dialect Code City/Tribe Dialect

0 (Õæ��ñË@ , �é 	®J
 	Jk ú

	æK. øQ�̄ , 	�AK
QË @) Ym.�

	' �èQå 	�Ag
Najd - urban

1 (. . ©J
�.� , 	àA¢m�̄ ,Q�
¢Ó , �éJ. �
�J«) Ym.�
	' �éK
XAK.

Najd - suburbs

2 Õæ
�
�®Ë@ Éë


@

Al Qassim

Dialect Code City/Tribe Dialect

3 Qå� @ðYË@ ø
 X@ð Éë

@

Wadi Al-Dawasir
4 Õæ
Ö

�ß ú

	æK. �é£ñk

Hotat Bani Tamim

5 h. C
	̄ B@ Éë


@

Al-Aflaj

6 h. Q
	mÌ'@ð ÕËYË@ Éë


@

Ad-Dilam and Al-Kharj
7 QÖÞ��

Shammar
8 �è 	Q 	�«

Anaza
9 �H@P@Qå��Ë @

Al-Shararat
10 �HA¢�
ñmÌ'@

Al-Howaitat
11 	PAj. mÌ'@

Hejaz/Hijaz
12 	PAj. mÌ'@ ÉK@ñ«

Hijaz families

13 CªË@ Éë

@

Al-Ula
14 �èYK
A ��QË@

Al-Rashaida
15 Q�. J
 	k

Khaybar/Khaibar
16 �é 	JJ
êk.

Juhaina
17 	àAÒj. ªË@

Al-Ajman
18 Qk. @ñêË @

Al-Hawajir

19 ZA�k

B@

Al-Ahsa
20 	J
¢�®Ë@

Al-Qatif
21 	à@Që 	Pð YÓA 	«

Ghamid and Zahran
22 QÒ�ÊËAK. , QÒjÊËAK. ð QîD�� ú


	æK.
Bani-Shehr, Ballahmar, Ballasmar
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Dialect Code City/Tribe Dialect

23 �é 	��
QªË@ 	à@QîD��
Shahran Alaridha

24 ( 	àA¢m�̄ , X 	P

B@ , ©ÖÏ


@ ÈAg. P) �éÓAî�E

Tihama
25 A 	®J
 	̄

Faifa/Fifa/Fayfa
26 	à@ 	PAg.

Jazan
27 �èQêÖÏ @

Al-Mahra
28 ( 	à@Qm.�

	') ÐAK
 ú

	æK.

Bani-Yam (Najran)

Table 9: Country level Arabic Dialects.

Dialect Code Country Dialect

100 Qå�Ó Egypt

200 QK@ 	Qm.Ì'@ Algeria

300 	à@Xñ�Ë@ Sudan

400 ��@QªË@ Iraq

500 H. Q 	ªÖÏ @ Morocco

900 ÈAÓñ�Ë@ Somalia

1000 �	�ñ�K Tunisia

1100 �H@PAÓB @ Emirates(UAE)

1200 AJ
�. J
Ë Libya

1300 	á�
¢�Ê 	̄ Palestine

1400 	àAÔ« Oman

1500 �IK
ñºË@ Kuwait

1600 AJ
 	K A�JK
PñÓ Mauritania

1700 Q¢�̄ Qatar

1800 ú

�GñJ. J
k. Djibouti

1900 QÒ�®Ë@ P 	Qk. Comoros

2000 	àA 	JJ. Ë Lebanon

2100 	áK
QjJ. Ë @ Bahrain

Table 10: City level (non-Saudi) Arabic Dialects.

Dialect Code City Dialect

600 �éK
 	Qª�JË @ �éj. êÊË @ - 	áÒJ
Ë @
Yemen-Ta’izz

601 �éJ
 	K Aª 	J�Ë@ �éj. êÊË @ - 	áÒJ
Ë @
Yemen-Sana’a

602 �éJ
ÓQå	�mÌ'@ �éj. êÊË @ - 	áÒJ
Ë @
Yemen-Hadhramut

603 �éJ
ª 	̄ AJ
Ë @ �éj. êÊË @ - 	áÒJ
Ë @
Yemen-Yafea

604 �éJ
 	�K
YªË@ �éj. êÊË @ - 	áÒJ
Ë @
Yemen-Adeeni

605 �éJ
 	KYªË@ �éj. êÊË @ - 	áÒJ
Ë @
Yemen-Aden

700 I. ËX@
�éj. êË - AK
Pñ�

Syria-Idlib
701 I. Êg

�éj. êË - AK
Pñ�
Syria-Aleppo

702 �Ôg �éj. êË - AK
Pñ�
Syria-Homs

703 (ú
×A
��)�® ��ÓX �éj. êË - AK
Pñ�

Syria-Damascus (Shami)
704 A«PX �éj. êË - AK
Pñ�

Syria-Daraa
705 èAÔg �éj. êË - AK
Pñ�

Syria-Hama
706 ÉgA�Ë@ð �éJ
�̄ 	XCË@ �éj. êË - AK
Pñ�

Syria-Latakia and coast

801 	á�
gC 	®Ë@ �éj. êË - 	àXP

B@

Jordan-Fallahin

802 �éJ
 	KXP

B@ ÈAÒ ��Ë@ �éj. êË - 	àXP


B@

Jordan-Northern

803 �éJ
 	KXP

B@ H. ñ	Jm.Ì'@

�éj. êË - 	àXP

B@

Jordan-Southern

804 �éK
ðYJ. Ë @ �éj. êÊË @ - 	àXP

B@

Jordan-Bedouin
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