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Abstract

Assessing the performance of interpreting
services is a complex task, given the nu-
anced nature of spoken language trans-
lation, the strategies that interpreters ap-
ply, and the diverse expectations of users.
The complexity of this task become even
more pronounced when automated evalua-
tion methods are applied. This is particu-
larly true because interpreted texts exhibit
less linearity between the source and target
languages due to the strategies employed
by the interpreter.

This study aims to assess the reliability of
automatic metrics in evaluating simultane-
ous interpretations by analyzing their cor-
relation with human evaluations. We fo-
cus on a particular feature of interpreta-
tion quality, namely translation accuracy or
faithfulness. As a benchmark we use hu-
man assessments performed by language
experts, and evaluate how well sentence
embeddings and Large Language Mod-
els correlate with them. We quantify se-
mantic similarity between the source and
translated texts without relying on a ref-
erence translation. The results suggest
GPT models, particularly GPT-3.5 with di-
rect prompting, demonstrate the strongest
correlation with human judgment in terms
of semantic similarity between source and
target texts, even when evaluating short
textual segments. Additionally, the study
reveals that the size of the context window
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has a notable impact on this correlation.

1 Introduction

The assessment of interpreting quality is a com-
mon practice in both professional interpreting and
academic contexts. The results of these evalua-
tions offer valuable insights for a wide range of
stakeholders, including interpreter’s clients, users,
practitioners, educators, certification bodies, and
researchers (Han, 2022).

Assessing quality in interpretation is a complex
endeavor. Quality is not only challenging to mea-
sure, but it manifests also an “elusive nature” (Be-
cerra et al., 2013, p. 7) making it difficult to define.
The notion of quality in fact may vary from one
user to another, introducing a substantial degree
of subjectivity in determining what constitutes a
good translation of speech. Furthermore, the cri-
teria for quality are contingent upon the type of
interpretation involved. For instance, in confer-
ence interpreting, the emphasis is generally on the
quality of the interpreter’s output, encompassing
aspects such as content, language, and delivery. In
contrast, within community settings like social and
healthcare interpreting, interactional competencies
and discourse management play a crucial role in
determining what quality is (Kalina, 2012).

Traditionally, the assessment of interpreting
performances has been carried out manually, a
methodology that comes with its own set of pros
and cons. On the positive side, human evalua-
tions offer a holistic view of quality by taking into
account various facets of the communication pro-
cess, thereby delivering a more nuanced under-
standing of interpreting performance (Pöchhacker,
2002; Becerra et al., 2013). Conversely, manual
assessment comes with its own set of challenges,
including being labor-intensive, time-consuming
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and costly (Wu, 2011). Furthermore, the results
often have limited generalizability due to either the
restricted scope of the data sampled or the inher-
ent complexities associated with evaluating spoken
translation.

In light of the limitations, there has been a grow-
ing interest to apply automatic metrics to the eval-
uation of interpreting performances. While tradi-
tional statistical metrics like BLEU have shown
limited efficacy in capturing translation quality
from a user’s perspective, the emergence of se-
mantic vectors and pre-trained, large-scale gener-
ative language models has yielded promising re-
sults, especially in the domain of written transla-
tion (Kocmi and Federmann, 2023). The appli-
cation of these metrics is gradually extending to
the field of spoken translation as well (Han and
Lu, 2021b). However, it must be mentioned that
orally translated texts possess certain characteris-
tics that might restrict the efficacy of employing
metrics designed for written texts. Interpreters, es-
pecially in the simultaneous modality, tend to alter
the text more extensively than translators, modify-
ing the structure and omitting parts deliberately as
a strategy rather than a deficiency. For example,
interpreters may omit part of the original when ex-
periencing cognitive overload, when they cannot
comprehend the original message, to name just a
few (Korpal, 2012). This non-linearity between
source and target texts renders the task of auto-
matic evaluation even more challenging.

The adoption of easy accessible and robust auto-
matic evaluation in interpreting offers several po-
tential applications that could benefit a wide range
of stakeholders. Firstly, the ability to provide in-
stant feedback to trainees and practitioners would
enable them to quickly assess their performance
and pinpoint areas for improvement, also in real-
time, creating a faster feedback loop that could
substantially accelerate autonomous skill develop-
ment. Secondly, automatic evaluation might aid
organizations in consistently and objectively mon-
itoring the quality of their multilingual services.
Thirdly, automatic metrics that correlate with hu-
man judgments might serve as a useful tool for the
continuous evaluation of machine interpretation.

This study addresses two primary questions:
First, is there an automatic metric that aligns
closely with human judgment and can thus be used
to automate the accuracy evaluation of spoken
language translation? Second, do these metrics

evaluate human-generated translations, machine-
generated translations, or both more effectively?

The rest of the paper is organised as follows.
In Section 2 we present an overview of research
in the field of automatic evaluation of interpreting
performances. In Section 3, we illustrate our re-
search methodology, our data and the experimen-
tal design. Section 3.1 describes the dataset cre-
ated for this task. Section 3.2 describes the pro-
cess for human evaluation of the translations while
Section 3.3 delves on the process followed for the
automatic evaluation. Section 4 presents the re-
sults. Section 5 introduces some ethical implica-
tions. Finally, Section 6 concludes the paper with
some discussion and remarks.

2 Related work

The evaluation of translation quality and in par-
ticular of accuracy or information fidelity, i.e.
the correspondence between source-language and
target-language renditions, has traditionally dif-
fered between computer science, with its tradition
of abundant use of automatic metrics, and trans-
lation and interpreting community, with its focus
on manual evaluation as perceived by experts and
users.

In computer science, evaluation metrics such
as Bilingual Evaluation Understudy (BLEU) (Pa-
pineni et al., 2002), National Institute of Standards
and Technology (NIST) (Doddington, 2002), Met-
ric for Evaluation of Translation with Explicit Or-
dering (METEOR) (Banerjee and Lavie, 2005),
and Translation Edit Rate (TER) have been foun-
dational in establishing benchmarks for Machine
Translation Quality Estimation (MTQE). BLEU
and NIST emphasise n-gram precision, with NIST
uniquely weighting distinct n-grams. METEOR
integrates both recall and precision, while TER
quantifies requisite edits for optimal translation
alignment. However, recent scholarly discourse
have suggested that these metrics, while valuable,
may possess intrinsic limitations in encapsulating
the multifaceted subtleties and overarching context
of linguistic structures (Fernandes et al., 2023).
This acknowledgement has precipitated the ex-
ploration of advanced, data-driven methodologies
for MTQE without references. Neural networks,
characterized by their bio-inspired architectures,
emerge as a compelling alternative. These com-
putational structures excel in managing volumi-
nous datasets, discerning intricate patterns, and,
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crucially, accounting for the inherent complexities
associated with linguistic phenomena.

In the field of neural network architectures, the
potential of Recurrent Neural Networks (RNNs),
Convolutional Neural Networks (CNNs), and the
groundbreaking Transformer for semantic similar-
ity computations has been explored. Of these,
Transformer-based models like BERT and GPT
have gained considerable academic traction due
to their outstanding performance across numerous
Natural Language Processing (NLP) tasks (Wang
et al., 2023; Kocmi and Federmann, 2023; Fernan-
des et al., 2023; Clark et al., 2020; Xenouleas et
al., 2019; Yang et al., 2019; Brown et al., 2020;
Hendy et al., 2023; Clark et al., 2019; Vaswani
et al., 2017). Central to these architectures is the
concept of embeddings: dense vector representa-
tions that capture the semantic essence of words
or textual segments. Within this high-dimensional
space, vectors situated closely denote semantic re-
latedness. In translation evaluation, embeddings
offer a mediating semantic layer, enabling com-
parisons between source and target linguistic struc-
tures. However, the embeddings landscape is com-
plex. Models from the Universal Sentence En-
coder Multilingual (USEM) to the Generative Pre-
trained Transformer (GPT) produce embeddings
with varied purposes. For example, USEM is
geared towards retrieving semantically aligned en-
tities, while GPT emphasizes generating context-
rich linguistic constructs. These nuances highlight
the need for researchers to thoughtfully choose
models aligned with their specific research goals.

In interpreting studies, a subdomain of transla-
tion studies dedicated to oral translation, the tradi-
tional practice has been to assess accuracy man-
ually, with or without references. Many of the
evaluation methodologies are derived by written
translation. For the assessment based on refer-
ences, also known as intra-lingua assessment, the
notion of ”tertium comparisons” stands as a pivotal
benchmark within a particular language (Setton
and Motta, 2007). Tracing the historical evolution
of this methodology, (Carroll, 1966) stands out as
a foundational contributor. He experimented with
lay people to ascertain accuracy in translations.
Building on Carroll’s scale, (Tiselius, 2009) re-
fined the process, integrating references to spoken
language and interpreting for intra-lingual assess-
ment. These approaches, while receiving consid-
erable acceptance from seasoned interpreters, are

not without limitations. The impact of cognitive-
linguistic factors can potentially alter evaluation
results (Han and Zhao, 2021). Moreover, intra-
lingual evaluations face challenges in adapting
to changing contexts and demographics and may
lack a universally acknowledged point of refer-
ence (Setton and Motta, 2007).

Academic discussions prioritise evaluation
methods for gauging accuracy in inter-language
interpreting. These methods range from error
analysis, as seen in works by (Gerver, 1969) and
(Gile, 1995) that identify translation inaccuracies,
to propositional analysis, endorsed by researchers
like (Mackintosh, 1983) and (Lee, 1999a; Lee,
1999b; Lee, 2002), which examines textual accu-
racy. However, these methods present challenges
in addressing linguistic subtleties and differing
interpretations. More recent research emphasizes
grading rubrics, tracing back to (Carroll, 1966),
which outline performance across competency
tiers and are validated in multiple studies (Han,
2016; Han, 2017; Nia and Modarresi, 2019; Wu
et al., 2013). Yet, even with proven reliability,
this rubric-based evaluation faces hurdles like the
development and validation of rubric descriptors
and evaluator inconsistencies.

A few studies have explored the effectiveness of
various metrics in evaluating the translation qual-
ity or interpreting performances. (Chung, 2020),
for instance, pinpointed the strong alignment be-
tween human evaluations and scores determined
by BLEU and METEOR for German-to-Korean
translation. Subsequent studies by (Han and Lu,
2021a) and (Lu and Han, 2022) reinforced the
merit of these automated tools. Han and Lu (2021)
discerned that METEOR’s sentence-level evalua-
tions resonated more with human assessments than
broader, text-level evaluations. Conversely, Lu and
Han’s (2022) exploration, fortified with the inte-
gration of the BERT model (Devlin et al., 2019),
showcased substantial correlations between human
and automated evaluations, underlining the poten-
tial of these metrics in assessing interpreting per-
formances. A recent study by (Kocmi and Fed-
ermann, 2023) employed Large Language Mod-
els like GPT to evaluate translation quality across
three language pairs, concluding that only models
GPT3.5 and above possess the capability for such
translation quality assessment.

While initial studies have underscored positive
and moderate-to-strong correlations for MT met-
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rics such as BLEU and METEOR, to the best of
our knowledge no research has been conducted so
far on the use of language models for reference-
free interpreting assessment. Our study aims to fill
this gap.

3 Data and methodology

3.1 Dataset
The dataset used for the study consists of 12
original speeches in English translated into Span-
ish, each lasting approximately 5 minutes. These
videos were curated from a broader selection of
real-life contexts, including lectures, business pre-
sentations, live tutorials, and political addresses.1

Although the corpus size is inherently limited,
in order to allow high quality human evaluation,
the selection of videos was strategically designed
to capture a spectrum of speech features. The
speeches were distributed equally in terms of gen-
der, with 6 from male speakers and 6 from female
speakers. In addition, the accent of the speak-
ers comprises both native and non-native speakers.
The nature of the speeches is diversified into three
categories: 4 corporate, 4 political, and 4 gen-
eral presentations. The speeches comprise 3529
tokens.

For the evaluation purpose, each video was si-
multaneously interpreted in two ways:

• Translation H: Human professional inter-
preters were engaged. Three interpreters, na-
tive Spanish speakers, were involved, each re-
sponsible for translating four videos. Simul-
taneous interpreters were required to interpret
the entire video (approximately 5 minutes) to
preserve the contextual information essential
for accurate interpretation. However, only 2
minutes of the videos were randomly selected
for the evaluation.

• Translation M: Machine interpretation was
carried out by the KUDO AI Speech Trans-
lator, the only system available for simulta-
neous translation available at the moment of
writing 2.

All recordings were automatically transcribed,
and the transcriptions were post-edited for accu-
racy by expert linguists proficient in both English
1The dataset is available under the Creative Commons
4.0 License at https://github.com/renawang26/
Information_fidelity
2www.kudo.ai

and Spanish. The goal of this operation was to
make sure that the transcripts did not contain er-
rors of transcription. The transcriptions were man-
ually aligned based on semantic units, a critical
step due to the absence of formal punctuation com-
monly found in written texts. These segments are
roughly comparable to sentences or smaller para-
graphs. The average length of segments is 29.41
tokens.

3.2 Human evaluation

The human evaluation process was guided by the
methodology proposed by (Fantinuoli and Prandi,
2021), which uses a Likert scale to assess two
key features of interpretation: accuracy (ability of
the translation to convey the meaning of the orig-
inal) and intellegibility (ability of the translation
of being understandable). The two dimensions re-
flect the main criteria at the core of the product-
oriented approach to quality evaluation in Inter-
preting Studies (Tiselius, 2009). For the purposes
of this study, however, the focus was exclusively
on the feature of informativeness, i.e. accuracy,
leaving the assessment of intellegibility and any
other potential feature for future research. One of
the advantages of this framework lies in its being
user-centric and in line with the corpus-based eval-
uation already established in Interpreting Studies
to assess the quality of human interpretation.

The human evaluation was conducted using a di-
verse group of 18 evaluators. This consisted of 9
professional interpreters and 9 bilingual individu-
als without any translation or interpreting experi-
ence. The goal was to capture a broad and un-
biased evaluation of the translations, taking into
account both professional expertise and everyday
bilingual proficiency. Each evaluator was assigned
4 videos to evaluate. They were informed that the
translations were transcriptions of oral simultane-
ous interpretations.

For each speech, the raters were asked to assess
on a six-point Likert scale first the intelligibility of
the output (without a comparison with the source
speech nor a comparison between the two outputs),
then to evaluate the accuracy of the renditions by
comparing each one to the source speech.

An important feature of the evaluation process
was the anonymity of the translation sources. Eval-
uators were not informed whether the translations
were produced by a human or by a machine. This
was a deliberate step to prevent any evaluation
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bias, ensuring that the judgment was strictly based
on the quality of the translation, irrespective of the
producer.

It is important to point out that with a value
of 0.0964 the interater agreement is low (“slight
agreement” on a Fleiss’ Kappa scale). This aspect
showcases the intrinsic complexity of objectively
assessing spoken language translation due to dif-
ferent expectations by the evaluators about what
constitutes accuracy. This is an insidious limitation
of the evaluation of human interpretation (see Han
2022). While the low agreement between multiple
raters is expected, it also limits the generalizability
of our findings.

3.3 Machine evaluation

Our approach to the machine assessment of spo-
ken language translation is based on the concept
of semantic similarity leveraging sentence embed-
dings and large language model prompting tech-
niques. The rationale behind using embeddings to
measure semantic similarity is multifold, as it prof-
fers a host of advantages, such as the provision of
a continuous representation (Mikolov et al., 2013;
Pennington et al., 2014), incorporation of contex-
tual information (Devlin et al., 2019; Peters et al.,
1802), dimensionality reduction (Roweis and Saul,
2000), applicability of transfer learning (Howard
and Ruder, 2018; Raffel et al., 2020), multilin-
gual support (Conneau et al., 2017; Wu et al.,
2016), interoperability (Ruder et al., 2019; Artetxe
et al., 2018), ease of use (Radford et al., 2018), and
state-of-the-art performance (Vaswani et al., 2017;
Brown et al., 2020) in NLP tasks. The advantage
of using sentence embeddings over MTQE mod-
els for assessing interpreting performance lies in
the ability of embeddings to evaluate without the
need for references. This approach contrasts with
some MTQE models, which typically depend on
references for quality assessments. Furthermore,
sentence embeddings are adaptable across a broad
spectrum of languages and text genres, offering a
versatile solution for evaluating interpreting per-
formance. This flexibility is beneficial across dif-
ferent domains and contexts, whereas MTQE mod-
els often necessitate more specific training data to
achieve comparable effectiveness. The fundamen-
tal operation of this methodology involves vec-
torising each sentence in both the source and tar-
get texts. Essentially, this means mapping each
sentence to its corresponding vectors of real num-

bers, thereby projecting them into a shared multi-
dimensional space. This conversion of textual data
into numerical format empowers the machine to
elaborate the semantics of the texts effectively.
The subsequent step involves the calculation of co-
sine similarity, which serves as a measure of the
similarity between each language pair.

We employed three neural network models to
carry out sentence embedding: all-MiniLM-L6-
v23, Generative Pre-trained Transformer (GPT),
and in particular GPT-Ada. model4, and Uni-
versal Sentence Encoder Multilingual5 (USEM).
By integrating the all-MiniLM-L6-v2 for its effi-
cient, compact design suitable for multi-language
applications, alongside GPT-Ada for their ad-
vanced generative capabilities and adaptability,
and USEM for its extensive language coverage and
cross-lingual semantic understanding, this strategy
offers a balanced and comprehensive approach.
The embeddings obatained werer vectorised sen-
tences in both English and Spanish. The sen-
tence embeddings computed with these models
were later used to calculate the Cosine Similarity
between the source texts and the translations.

In addition to the models for computing word
vectors, we tested another method to compute se-
mantic similarity leveraging the prompt function-
ality of GPT3.56. The Large Language Model was
assigned the task of assessing the semantic simi-
larity between pairs of sentences, one in English
and the other in Spanish, using a scale ranging
from 1 to 5. An example prompt provided was:
”Given the two sentences in English and Spanish,
rate from 1 to 5 their similarity, where 1 is not sim-
ilar and 5 very similar.”

3.4 Computing correlations

The human and automatic assessments were put
together in an evaluation matrix. Pearson’s cor-
relation coefficients were leveraged to explore the
relationships between human and machine eval-
uations. Specifically, the correlations between
human judgments and the cosine similarities de-
rived from the embeddings of segments from the
source speech and their corresponding translations
3https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2
4https://platform.openai.com/docs/
api-reference/embeddings
5https://tfhub.dev/google/
universal-sentence-encoder-multilingual-large/
3
6https://www.openai.com
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(Translation H and Translation M) generated by
three models. were calculated. As stated before,
the overarching aim was to probe the feasibility of
achieving machine-human parity in the evaluation
results.

Since the neural network models chosen for this
experiment have limited reliably in computing se-
mantic vectors for long texts, we opted to establish
a correlation between human and machine evalu-
ations at the segment level. It is essential to em-
phasize that similarities values obtained from iso-
lated segment pairs have intrinsic limitations since
they are not able to consider accuracy across seg-
ments. Thus, the quantity of tokens utilized as
context for sentence embeddings could potentially
affect the model’s contextual comprehension and,
subsequently, the precision of semantic similarity
assessments.

To take this into consideration, we examined the
effect of “window size”, i.e. the number of seg-
ments combined into a single one. For this pur-
pose, we computed similarities for window sizes
up to five segments. The systematic variation in
window size aimed to shed light on how seman-
tic similarity between human and machine evalua-
tions could potentially be influenced by the avail-
ability of cross-segment context.

4 Results

To analyse the data, we devised charts from three
perspectives, including the comparison of correla-
tion values among evaluation methods, a compari-
son between Translation H and Translation M, and
correlation values based on window size.

In Figure 1 we compare the distribution of cor-
relation values across all machine evaluation meth-
ods, namely GPT-3.5, all-MiniLM-L6-v2, GPT-
Ada, and UMSE, for both Translation H and Trans-
lation M.

The correlation with GPT-3.5 displays the high-
est median correlation value. The interquartile
range (IQR) is also quite narrow, indicating that
the correlation values for this method are consis-
tently high and well-aligned with human evalu-
ations. The correlation with all-MiniLM-L6-v2
has a wide IQR, showcasing varied performance.
The median value is close to zero, but there are
negative outliers, indicating instances where the
machine evaluation is inversely related to human
judgment. The correlation values with GPT-Ada
are relatively consistent, with a narrow IQR. The

median is slightly above 0.3, which indicates mod-
erate alignment with human judgments. UMSE’s
performance seems to be close to GPT-Ada with a
median slightly above 0.3. The IQR is a bit larger,
suggesting a bit more variability in the correlation
values.

Figure 1: Correlations among machine evaluation methods

For the comparison between Translation H and
Translation M in Figure 2, paired bar charts elu-
cidate the average correlation disparities for each
machine evaluation method. GPT-3.5’s measure-
ments exhibit robust correlation values with human
judgments for both translations, although Transla-
tion H marginally outperforms Translation M. For
all-MiniLM-L6-v2, the correlation of Translation
H gravitates towards zero, whereas Translation M
registers a negative value, implying a potential
misalignment of the all-MiniLM-L6-v2’s evalua-
tions with human perspectives, predominantly for
Translation M. GPT-Ada embeddings yield nearly
identical correlation values for both translations,
but with Translation H slightly edging out. In-
triguingly, UMSE’s embeddings produce a higher
correlation value for Translation M compared to
Translation H.

Figure 2: Correlations for Translation H and Translation M

Turning to the third perspective, which exam-
ines the shift in correlation values based on win-
dow size, line charts in Figure 3 and Figure 4 offer
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Figure 3: Correlations for Translation H according to win-
dow size

insights into this dynamic for each machine eval-
uation method. For Translation H (Human Trans-
lated) in Figure 3, GPT-Ada correlation with hu-
man ratings sees a mild fluctuation across window
sizes, initially decreasing from window size-1 to
size-2, then slightly rising in the following win-
dow size2-5. The all-MiniLM-L6-v2 model, in
contrast, exhibits a downward trend, indicating re-
duced agreement with human evaluations as win-
dow size grows. UMSE consistently maintains
a stable correlation with human ratings, show-
ing only minor variations across different window
sizes. GPT-3.5 presents a distinct pattern; while its
correlation initially drops from size-1 to size-2, it
surges notably in the subsequent window, outper-
forming the other models.

In observations for Translation M (Machine
Translated) in Figure 4, GPT-Ada begins with
a positive correlation with human ratings with
size-1, but this declines as the window size ex-
pands, hinting at potential metric inconsisten-
cies for broader contexts. The all-MiniLM-L6-v2
model’s correlation, on the other hand, commences
positively by size-1 and consistently rises with the
window size, pointing to a more aligned evaluation
with human judgment for larger translation seg-
ments. UMSE’s performance mirrors its evalua-
tion with human translations, maintaining stability
across all window sizes and showcasing its con-
sistent metric evaluation. In contrast, GPT-3.5’s
correlation fluctuates considerably across window
sizes — experiencing a drop, a subsequent rise,
and then another decline — indicating a variable
level of concurrence with human assessments de-
pending on the window size.

5 Ethical considerations

The adoption of automatic evaluation also raises
ethical concerns that warrant careful consideration.
One potential issue is the possibility to continu-
ously monitor interpreters, which might infringe

Figure 4: Correlation for Translation M according to window
size

on privacy rights and create a sense of constant
surveillance, negatively impacting job satisfaction
and professional autonomy. Additionally, deci-
sions regarding the employability of individuals
could be blindly given to mechanical means, po-
tentially leading to unjust or biased outcomes if the
algorithms fail to account for contextual nuances
or other essential aspects of human communica-
tion. As such, it is crucial for the language indus-
try to carefully weigh the benefits and challenges
of automatic evaluation, ensuring that ethical con-
siderations are addressed as advancements in AI
technology continue to reshape the landscape.

6 Conclusions

This study aimed to analyze the correlation be-
tween automated and human evaluations of trans-
lated content. The peculiarity of this experiment
is that we focused on a specific form of transla-
tion: the simultaneous interpretation of English
speeches into Spanish. This mode of translation
introduces unique challenges to assessment due to
the nonlinear nature of the output (in spoken trans-
lation, the differences between the source and tar-
get can be more pronounced than in written trans-
lation) and varying user expectations regarding in-
terpretation quality. We evaluated both interpre-
tations provided by professional interpreters and
those produced by a machine interpretation sys-
tem. The objective was to develop a metric reflect-
ing interpreting quality in a manner consistent with
human judgment.

The direct prompting of GPT-3.5 for quality es-
timation on a Likert scale exhibits the highest me-
dian correlation with human evaluation. This find-
ing establishes GPT-3.5 as the most promising tool
among the evaluated methods to gauge transla-
tion quality, both for interpretations produced by
humans and machines. GPT-3.5 benefits from a
larger context, performing better with larger seg-
ment windows. This suggests that the model can
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capture and evaluate long dependencies more ef-
fectively.

Contrary to expectations, GPT-3.5’s correlation
with human judgment is somewhat stronger for
translations produced by professional interpreters
than for machine-generated ones. This implies
that GPT might be subtly more attuned to the lin-
guistic nuances of human translation, even though
it remains adept at evaluating speech translation.
One possible explanation for this is that human in-
terpreters often introduce subtle contextual, tonal,
and idiomatic adjustments that are more aligned
with GPT-3.5’s training on diverse data, whereas
machine translations might adhere more strictly to
equivalences. Looking forward, further research
could explore deeper into the characteristics of the
datasets used for training such models and their
alignment with real-world interpretation tasks.

This study presents several limitations. The ob-
served low interrater agreement suggests potential
inconsistencies in human evaluations, possibly af-
fecting correlation values, and generability of the
results. Furthermore, the limited scope of the sam-
pled translations might not capture the full range
of linguistic complexities inherent to interpreta-
tion. Future research should consider evaluations
for higher window sizes. In light of GPT-3.5’s per-
formance in this study, future research might ex-
plore its ability to delineate nuances of typologies
of errors rather than merely providing aggregate
scores

This study is considered a preliminary attempt
to test the feasibility of applying automatic metrics
to evaluate inputs from both human and machine
interpreters. Before these metrics can be used in
production, more research needs to be conducted.
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