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Abstract

In this paper, we describe results of a
study on evaluation of intralingual ma-
chine translation. The study focuses on
machine translations of medical texts into
Plain German. The automatically sim-
plified texts were compared with manu-
ally simplified texts (i.e., simplified by hu-
man experts) as well as with the underly-
ing, unsimplified source texts. We analyse
the quality of outputs from three models
based on different criteria, such as correct-
ness, readability, and syntactic complexity.
We compare the outputs of the three mod-
els under analysis between each other, as
well as with the existing human transla-
tions. The study revealed that system per-
formance depends on the evaluation crite-
ria used and that only one of the three mod-
els showed strong similarities to the hu-
man translations. Furthermore, we iden-
tified various types of errors in all three
models. These included not only grammat-
ical mistakes and misspellings, but also in-
correct explanations of technical terms and
false statements, which in turn led to seri-
ous content-related mistakes.

1 Introduction

In Germany, according to recent studies in the field
of Public Health, over half of the population re-
ports having difficulties with health-related topics
(Schaeffer et al., 2021). For that reason, the pro-
motion of health literacy (knowledge and compe-
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tences to access, understanding, appraise and ap-
ply medical information) has turned into an impor-
tant task for the German health system (Schaeffer
et al., 2018) (for an extensive definition of health
literacy, see Sørensen et al. (2012)). In this con-
text, recent research has underlined the need for
accessible communication in the medical domain
to effectively promote health literacy and conse-
quently assist patients navigating the health sys-
tem and improve patient understanding, engage-
ment and compliance with medical recommenda-
tions (Ahrens et al., 2022; Blechschmidt, 2021;
Schaeffer et al., 2021). Plain German is a promi-
nent form of accessible communication that has
gained relevance in health communication scenar-
ios (Schaeffer et al., 2018).

Although there is an urgent need for translations
into Plain German, there is also a gap in qualified
and experienced human translators (Maaß, 2020).
Moreover, there is a lack in computer-aided trans-
lation (CAT) tools and machine translation sys-
tems for this kind of intralingual translation. Un-
fortunately, little is known about existing systems
and their performance for different texts that are
required to be translated into Plain German, as for
instance, texts in health communication that we fo-
cus on.

In our study, we evaluate machine transla-
tions of medical texts into Plain Language. The
source texts, as well as reference human transla-
tions, are derived from the website of the German
health magazine Apotheken Umschau. We analyse
machine-translated texts produced with three mod-
els comparing them with human translations from
the magazine’s website. Besides that, we compare
all translations with the underlying sources.

In the following, we present the results of the
qualitative and quantitative analysis. Section 2 de-

469



scribes related work. In Section 3, we present our
research design including corpus and the methods
used. Section 3.3 presents the results of our analy-
ses, while we discuss those results, as well as limi-
tations and possible extensions in the future in Sec-
tion 4.

2 Related Work

2.1 Plain Language

Both Easy Language and Plain Language are
complexity-reduced language varieties which aim
to improve readability and comprehensibility of
texts (Bredel and Maaß, 2016; Maaß, 2020). They
are used in different communication scenarios, e.g.
in legal communication (Maaß and Rink, 2021) or
health communication (Ahrens et al., 2022), and
have different target groups (Maaß and Schweng-
ber, 2022). While Easy Language is character-
ized by a maximally reduced complexity on all
language levels and is mainly intended for people
with communication impairments and disabilities,
the grammatical and textual features of Plain Lan-
guage are closer to the standard language and are
mainly a means to open expert contexts for lay
people (Maaß, 2020). Therefore, the main tar-
get audience of Plain Language are non-experts
with average or slightly below average language
or reading skills (Maaß, 2020). In Germany, Easy
Language has become a subject of scientific re-
search since 2014 with rapidly growing output of
publications in the following years (Maaß et al.,
2021; Deilen et al., 2023b). The studies point
in two basic directions: studies on text qualities
and possible barriers in various forms of commu-
nication on the one side (Rink, 2019) and studies
on comprehensibility and recall by different tar-
get groups on the other (Gutermuth, 2020; Deilen,
2021).

Unlike Easy Language, Plain Language is a dy-
namic variety. Plain Language does not have a
fixed set of rules, but the linguistic complexity of
Plain Language texts is adapted to the needs of
the intended audience in a specific target situation
(Bredel and Maaß, 2016; Maaß, 2020). Therefore,
Plain Language is a flexible concept that varies de-
pending on the presumed reading skills of its target
group (Maaß, 2020). In comparison to Easy Lan-
guage, Plain Language has the advantage of hav-
ing less to no stigmatizing features, which is one
of the reasons why it is also more acceptable than
Easy Language. However, due to the higher degree

of linguistic complexity, Plain Language texts are
far less comprehensible than Easy Language texts
and therefore not necessarily accessible for people
with very low literacy skills. Maaß (2020) there-
fore models the variety Easy Language Plus, which
is situated between Easy Language and Plain Lan-
guage and strikes a balance between comprehensi-
bility and acceptability1.

2.2 Accessibility in Medical Domain

In 2016, the Health Literacy Survey (HLS-
GER) revealed that more than half of the Ger-
man population (54.3%) encounters significant
challenges in locating, understanding, apprais-
ing, and effectively using health-related informa-
tion. These findings, which according to Schaef-
fer et al. (2017) were “significantly worse than ex-
pected” increased the awareness of the need for ac-
cessible health information, which in turn led the
development of the National Action Plan Health
Literacy (Schaeffer et al., 2018). According to this
plan, one approach to increase health literacy in
Germany is providing information in Plain Lan-
guage, i.e., in a complexity-reduced variety of Ger-
man. With the release of updated data from the
second Health Literacy Survey (HLS-GER 2) in
2021, the importance of Plain Language in Ger-
man health communication has been underscored,
as it has shown that even more people (58.8%) en-
counter difficulties navigating the healthcare sys-
tem. As a remedy for low health literacy, both
practitioners and researchers increasingly advo-
cate for the use of Plain Language. One of the
most prominent examples of implementing this ap-
proach is the Apotheken Umschau. The Apotheken
Umschau, which is Germany’s leading health pub-
lisher and the largest consumer medium in the
German-speaking area with a traffic of 6.68 m. vis-
its and 49.11 m. page impressions per month2, has
so far published more than 220 texts in Plain Lan-
guage on their website in a co-operation with the
Research Centre for Easy Language (University
of Hildesheim). By offering information in both
standard German and Plain German, their goal is
to provide accessible and reliable information on
illnesses, medications, and preventive healthcare

1It should be noted that Plain Language is an international
concept and not language-bound. However, in this paper we
only focus on Plain Language in Germany, also called Plain
German.
2https://ausweisung-digital.ivw.de/, re-
trieved 15.03.2024
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with minimal barriers for all individuals.

2.3 NLP for Plain Languages

In Easy and Plain Language translation, which
both belong to the domain of intralingual trans-
lation (Hansen-Schirra et al., 2020a), the poten-
tials of using CAT tools are still a major research
desideratum. There are some studies that have
discussed the challenges of using CAT tools in
intralingual translation compared to interlingual
translation (Hansen-Schirra et al., 2020b; Spring
et al., 2023; Kopp et al., 2023). For example, in
contrast to interlingual translation, in intralingual
translation there is usually no 1:1 correspondence
between source and target sentences, which in turn
means that the sentence alignment process has to
be done or corrected manually by the translator,
which increases the workload for translators in-
stead of reducing it.

While there are plenty of studies on automatic
text simplification methods that aim to automati-
cally convert a text into another text that is easier
to understand, while ideally conveying the same
message as the source text, which contributes to
textual accessibility (Sheang and Saggion, 2021;
Maddela et al., 2021; Martin et al., 2020; Saggion,
2017), most of them do not consider the needs of
the target audience. Scarton and Specia (2018)
showed that using target audience oriented data
helps to build better models for automatic text sim-
plification using the Newsela corpus3. However,
this corpus contains news texts only, whereas we
are looking into the medical discourse, where texts
in Plain Language enable accessibility to health lit-
eracy.

Ondov et al. (2022) surveyed the literature in
the field of automated methods for biomedical text
simplification and found that one major challenge
in this field is the lack of high-quality parallel
text data, which so far impedes the development
of fully automated biomedical text simplification
methods.

Specific problems of automatic systems for in-
tralingual translation, e.g. copying source seg-
ments into the output, were addressed by Säuberli
et al. (2020) and Spring et al. (2023), who showed
that pretrained and fine-tuned NMT models have
promising results in automatic text simplification.
However, as stated by Anschütz et al. (2023),
even though there are improvements in the systems

3https://newsela.com/data

of automated intralingual translation, the outputs
might, so far, not be used by the target groups di-
rectly. Nevertheless, they may serve as a draft for
professional intralingual translators to reduce their
workload. Deilen et al. (2023a) drew similar con-
clusions for the outputs produced with ChatGPT.
The authors investigated the feasibility of using
ChatGPT for intralingual translation. They anal-
ysed the quality of the generated texts according to
such criteria as correctness, readability, and syn-
tactic complexity. Their results indicated that the
texts produced by ChatGPT were easier than the
standard source texts, but the content was not al-
ways rendered correctly. Besides that, the auto-
mated intralingual output did not fully meet the
standards which human translators follow. In the
present study, we follow a similar approach. How-
ever, while the authors analysed intralingual trans-
lation into German Easy Language, a maximally
simplified and strictly controlled language variety
adapted to the needs of people with reading im-
pairments, we focus on translation into Plain Ger-
man (see 2.1). Besides that, we focus on med-
ical texts, whereas the authors translated citizen-
oriented administrative texts. Moreover, we inves-
tigate the feasibility of a tool which was specifi-
cally trained for intralingual translation into Easy
and Plain Language instead of using a chatbot de-
signed for various tasks.

3 Research Design

3.1 Data Collection
Our dataset contains 200 parallel texts selected
from the website of the German health magazine
Apotheken Umschau4. The texts cover a broad
range of topics, such as breast cancer, vaccination,
long COVID, food poisoning, first aid and others.
For all texts in the sample, a human translation into
Plain Language was already available. Both the
source texts and the human translations were re-
viewed by medical or pharmaceutical profession-
als from the editorial team of Apotheken Umschau
and comply with the guidelines of evidence-based
medicine. Content accuracy is therefore guaran-
teed for the sample. Furthermore, the human trans-
lations also comply with a practical concept for
Plain Language for this specific health information
scenario, which was established by the Research
Centre for Easy Language5. We split the data into
4apotheken-umschau.de
5www.uni-hildesheim.de/leichtesprache
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test and train sets: 30 texts were selected to serve
as test data in our evaluation study and the remain-
ing 170 texts were used as training data for two of
the three tested systems. The sample of 30 texts
was translated using the machine translation sys-
tem SUMM AI6. At the time of the study, SUMM
AI was the only tool known to us for intralingual
translation from standard German into Easy and
Plain German and the only one with a specific fo-
cus on health communication texts.

In our study, we compared three different mod-
els of SUMM AI: the baseline model and two fur-
ther fine-tuned models. The baseline model of our
study was the already existing beta-model for Plain
Language provided by SUMM AI. The model is a
fine-tuned large language model (LLM) that was
trained with in-house data and further rule-based
approaches. In comparison to the baseline model,
two further models (model 1 and model 2 here-
after) were enriched by SUMM AI with the train-
ing data (170 parallel texts out of 200 selected).
The data was aligned and adapted according to the
practical concept of the Research Centre for Easy
Language. While the baseline model and model 1
have the same underlying LLM, model 2 is distin-
guished by a different underlying LLM.

We investigate which of the three models yield
better results in translating standard German into
Plain German. For this, the 30 texts from the test
set are translated with the three models under anal-
ysis7.

3.2 Data Analysis

3.2.1 Analysis Steps
The resulting machine translations (three per

each texts) are also compared with the existing hu-
man translations and the underlying sources. We
follow the evaluation criteria suggested by Deilen
et al. (2023a), which is one of the few studies
known to us that evaluates intralingual machine
translation. We assess machine translations for the
correctness of the content, the readability of the
texts, and their syntactic complexity. Readability
as well as syntactic complexity are also assessed
for human translations and source texts. We then
6SUMM AI is a tool for translating texts into Easy German
and Plain German. The company SUMM AI offers differ-
ent licenses for freelancers, authorities and companies, see
https://summ-ai.com for more details.
7The whole dataset will be published on GitHub. The GitHub
repository will contain the selected texts (sources, human and
machine translations), including the raw data, the parsed data
(conllu) and the Textlab analyses per text.

compare sources, human, and machine translations
according to these two criteria.

3.2.2 Correctness

The content of the machine-generated texts was
first analysed for correctness. This content evalu-
ation was done manually, whereby each text was
assessed independently by two researchers, who
checked whether the medical information in the
target text is still valid despite reduction of com-
plexity and shortening of information. In cases
where an accurate assessment required special-
ized knowledge, a healthcare professional from
the Apotheken Umschau team was consulted. No
quantitative error analysis was performed. Con-
sequently, a translation was already considered
incorrect if it contained one content-related er-
ror. This is because the study seeks insights into
who artificial intelligence (AI) powered transla-
tion tools are suitable for: translators, content
providers, or Plain German end users (for an
overview over end users, see Bredel/Maaß, 2016
and Maaß 2020). In order for machine translation
into Easy or Plain Language to be safely usable by
end users, the target texts must not contain errors.
The presence of errors in the target texts there-
fore indicates usability for users other than the end
users.

3.2.3 Readability

We also compared the readability of human and
the machine translations, as well as of the source
texts. For this, we use the Hohenheim Compre-
hensibility Index (HIX). The HIX is a meta in-
dex that calculates the readability of a text taking
into account the four major readability formulas
common in Easy Language Research (Bredel and
Maaß, 2016, p. 61ff). They include the Amstad
index, the simple measure of gobbledygook (G-
SMOG) index, the Vienna non-fictional text for-
mula (W-STX) and the readability index (LIX),
with a HIX of 0 indicating extremely low compre-
hensibility and a HIX of 20 extremely high com-
prehensibility (for further details see: https://
klartext.uni-hohenheim.de/hix). The
benchmark for a text to be classified as a text in
Easy German, which is the least complex variety
of German, is set at 18 points (Rink, 2019). As
Plain German is more complex than Easy German,
we suggest setting the benchmark for Plain Ger-
man at 16 points.
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3.2.4 Syntactic Complexity

We operationalised syntactic complexity as a
distribution of specific syntactic relations, i.e. spe-
cific clauses. We automatically identified syn-
tactic relations using dependency parsing that we
obtained with the Stanford NLP Python Library
Stanza (v1.2.1)8 with all the models pre-trained
on the Universal Dependencies v2.5 datasets. Our
list of selected structural categories include ad-
nominal clauses or clausal modifiers of noun (acl),
adverbial clause modifiers (advcl), clausal com-
ponents (ccomp), clausal subjects (csubj), open
clausal elements (xcomp) and parataxis relation
(parataxis). These selected categories are all listed
under the clause dependents9 in the Universal De-
pendency. More details on dependency relations
and their definitions across languages can be found
in De Marneffe et al. (2021). We collected
and compared the distribution frequencies of these
categories in the three subcorpora under analy-
sis (source texts, human translations, and machine
translations). We interpreted the results based on
the assumption that the higher the number of these
dependency relations in the corpus, the more com-
plex the texts contained in these sub-corpora are.

3.2.5 Automatic Evaluation Measures

We also applied SARI (Xu et al., 2016), which
is a quantitative measure to evaluate automatic text
simplification systems. The metric “compares sys-
tem output against references and against the in-
put sentence” (Xu et al., 2016) and is normally
used for evaluation of automatic text simplification
models but could also be used to evaluate intralin-
gual translation.

While SARI is normally calculated on a sen-
tence basis, this is not possible in the case of
Plain Language since there usually is no sentence-
to-sentence alignment but rather an alignment on
paragraph level. To calculate these metrics, we
aligned the source texts, machine translations, and
human translations on a paragraph level and as-
sessed their alignment quality. Since the transla-
tion into Plain Language compared to interlingual
translation is significantly more liberal in terms of
which information is translated, adequate align-
ment was difficult and only possible for 263 of 946
segments.

8https://stanfordnlp.github.io/stanza/
index.html
9https://universaldependencies.org/u/dep/

3.2.6 Translation Comparison
In the last step, we compared the performance of

the systems taken all criteria together. After that,
we compared them with the existing human trans-
lations, as well as the underlying source texts. For
this, we used an explorative multivariate technique
called Correspondence Analysis (CA) performed
with the package ca in R environment (R Core
Team, 2017, R version 3.6.1).

Correspondence analysis (Greenacre, 2007)
helps to explore relations between variables in
a data set (both those constituting the rows and
those in columns) and summarises and visualises
data in a two-dimensional plot. We use CA to
see which variables, in our case subcorpora rep-
resenting source texts (source), human translations
(human) and the three machine-translated outputs
(baseline, model 1 and model 2), have similari-
ties and how these subcorpora correlate with the
analysed features (HIX values, syntactic struc-
tures) contributing to the similarities. Weighted
Euclidean distances, termed the χ2 distances are
measured on the basis of the distributions of these
feature across the five subcorpora under analysis.
The row (subcorpora) and the column (features)
projections are then plotted on the same graph.
The larger the differences between the subcorpora,
the further apart they are on the map. Proxim-
ity between subcorpora and features in the merged
map is an approximation of the correlation be-
tween them. The position of the dots (subcor-
pora) and triangles (features) indicates the relative
importance of a feature for a subcorpus (see Fig-
ure 4). With the help of this technique, we will ob-
serve which texts are more similar between each
other.

3.3 Results

3.3.1 Correctness
The analysis of the correctness of the machine

translations showed that from the baseline model,
only one of the 30 texts was correctly translated.
The other 29 texts showed problems with regard
to their correctness in different aspects. Model
1 yielded similar results, with only two out of
thirty texts being classified as correct. For model
2, however, we found that 15 out of 30 texts
were translated correctly. Overall, the results are
disparate and inconsistent. The texts do not follow
a uniform structure and are not action oriented.
In practice, they would have to be completely
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post-edited. We encounter grammatical errors and
misspellings, omissions of relevant pronouns or
words, incorrect explanations of technical terms,
incorrect statements and advice, wrong segmenta-
tion of compounds, etc. It should be emphasized,
once again, that no quantitative evaluation was
performed because the mere presence of the errors
themselves was considered a risk for the primary
users. Furthermore, so far, we have not classified
or ranked the error types based on severity levels,
but we plan to do so in our future work (see
Section 4). Some examples of the errors we found
are given in the following.

• Missing segmentation signs: In some cases,
segmentation signs would facilitate the pro-
cessing, but the tool fails to apply them.
This is especially true for polymorphemic
compounds (i.e., compounds consisting of at
least three free morphemes), such as ”Nasen-
nebenhöhlenentzündungen” (model 2) (in-
flammation of the sinus cavities), in which
indicating the morpheme boundaries would
have reduced the compound’s complexity.

• Redundancies and unreasonable statements:

– ”Bei Männern kann eine Blase-
nentzündung auch die Prostata
entzünden. Oder die Prostata entzündet
sich. Dann kann sich die Prostata
entzünden.” (model 1) (In men, a
bladder infection can also inflame the
prostate. Or the prostate becomes
inflamed. Then, the prostate becomes
inflamed.)

– ”Dann kann eine Person eine Nieren-
beckenentzündung oder eine Nieren-
beckenentzündung bekommen.” (model
1) (Then, a person can get an urinary
tract infection or an urinary tract infec-
tion.)

– ”Eine Insekten-Stich ist eine allergis-
che Reaktion auf einen Insekten-Stich.”
(model 1) (An insect bite is an allergic
reaction to an insect bite.)

– ”Frauen haben oft eine Blase-
nentzündung, weil sie oft auf Toilette
müssen.” (model 1) (women often have
a bladder infection because they often
have to go to the toilet.)

• Lexico-semantic errors:

– ”Viele Menschen nehmen zu wenig
Schlaf” (model 1) (Many people take too
little sleep.)

– ”Wenn andere Menschen sich Sorgen um
Sie machen, ist auch ein Zeichen.” (base-
line) (When other people are worried
about you, is also a sign.)

• Omission of reflexive pronouns:

– ”Dann können sie gut konzentrieren”
(model 1) (Then they can concentrate
well.)

– ”Vielleicht haben Sie auch zu tief
gebückt” (baseline) (Maybe you have
bent over too far.)

In German, both verbs (”concentrate” and
”bend over”) require the reflexive pronoun
”sich” (themselves or yourself), which, how-
ever, the tool omitted.

• Incorrect statements and advice:

– ”Nehmen Sie Ihren Helm ab” (model 2)
(take off your helmet). In this text about
first aid, the tool erroneously capital-
ized the pronoun ”Ihren”, which there-
fore refers to the second person singu-
lar instead of the third person singular.
The correct spelling would be lowercase
(”ihren”).

– ”Sie können die Pille auch in der
Schwangerschaft nehmen” (model 1)
(You can also take birth control pills dur-
ing pregnancy.)

– ”Und Sie sollten alles tun, was Ihren
Gelenken schadet.” (model 1) (And you
should do anything that harms your
joints). The verb of the source text
”meiden” (avoid) was translated with its
antonym ”tun” (do). Thus, the reader is
even given harmful advice.

– ”Bei etwa 14 Prozent der Patienten [. . . ]
ist die Herz-Kranz-Gefäße verengt.”
(model 1) (In about 14 percent of pa-
tients, the coronary arteries is nar-
rowed). In this case, not only the verb
form is incorrect (singular instead of plu-
ral), but the tool also failed to translate
the negated statement of the source text
(”findet sich [...] keine Verengung der
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Koronargefäße)” (no narrowing of the
arteries is found).

• Incorrect explanations of technical terms:
”Die Zeit, in der man krank ist, nennt man
Inkubationszeit.“ (baseline) (The period dur-
ing which one is sick is called incubation pe-
riod). This is incorrect because the incuba-
tion period is the time between the infection
and the manifestation of symptoms.

• Wrong relation: Source text: ”Deshalb ist
hier unbedingt ein Arztbesuch angeraten.
Auch wenn die Symptome länger als drei Tage
anhalten [. . . ] wird der Besuch beim Arzt
unumgänglich” (Therefore, seeing a doctor
is strongly recommended here. Also, if the
symptoms persist for more than three days,
a visit to the doctor is inevitable.) vs. Tar-
get text: ”Bei diesen Menschen kann eine
Lebens-Mittel-Vergiftung schwerer verlaufen.
Deshalb sollten Sie bei diesen Anzeichen so-
fort zum Arzt gehen: Die Beschwerden dauern
länger als 3 Tage.” (model 1) (In these
individuals, food poisoning can progress
more severely. Therefore, if you experi-
ence these symptoms, you should see a doc-
tor immediately: The symptoms last longer
than 3 days.). In the source text, the word
”hier” (here) refers to vulnerable groups of
people; however, it is erroneously translated
with ”symptoms”. As a result, the target text
states that these individuals should only see a
doctor when they experience one of the fol-
lowing symptoms, while the source text in-
dicates that vulnerable people have to see a
doctor in any case.

• Homophonic but not homographic words are
not correctly selected: ”Dann 7 Sie den
Saft durch ein Tuch oder einen Kaffeefilter.”
(model 2) (Then strain the juice through a
cloth or a coffee filter). In German, the word
”sieben” is both a verb (strain) and a number
(7).

Correctness is not yet present for the different
systems under study to the extent that texts would
be usable without post-editing. The human trans-
lation corpus does not have such errors, but has a
high degree of correctness.

3.3.2 Readability
Comparing the comprehensibility of the differ-

ent corpora revealed that, as expected, the source
texts were the least comprehensible texts (mean:
10.46, SD: 2.76). Model 2 had the highest com-
prehensibility, with a mean HIX value of 19.5 (SD:
0.76). While this is a slight improvement com-
pared to the baseline model (mean: 19.15, SD:
0.49), Figure 1 shows that the HIX value for model
1 (mean: 17.71, SD: 1.41) was considerably lower
than that of the baseline model, i.e., based on the
HIX, the model’s comprehensibility was not im-
proved. However, as seen from the boxplot, human
translations also yielded a lower HIX value (mean:
17.74, SD: 1.67) than the baseline model, and both
the human and the model 1 translations reveal a
much greater variation in the HIX values than the
baseline and model 2 translations. While from the
model 1 translations, only 93% of the texts, and
from the human translations, only 83% of the texts
reached the predefined Plain German benchmark,
all of the baseline and model 2 texts could be clas-
sified as Plain German texts. However, when in-
terpreting the HIX value, it should be kept in mind
that this is only a quantitative analysis that focuses
only on comprehensibility features on the text sur-
face (i.e. overt complexity) and the textual level is
mainly ignored. For this reason, HIX values only
represent a starting point for the analysis and it has
to be complemented by a qualitative analysis (e.g.
Section 3.3.1).

Figure 1: HIX values of the three machine translations, the
human translations, and the source texts.

3.3.3 Syntactic Complexity
As seen from Figure 2, human translations con-

tain the least number of complex syntactic con-
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Figure 2: Distribution of syntactically complex dependency relations in the source texts, human and machine translations
(normalised frequencies per 10000).

structions, except for parataxis.
In machine translation outputs, we observe the

following pattern: model 1 contains the least num-
ber of complex syntactic constructions, followed
by model 2. Here again, the only exception is the
distribution of the parataxis constructions. Trans-
lations with the baseline model are much more
complex in terms of syntax if compared to the
other two systems. Remarkably, for some struc-
tures, they are even more complex than the source
texts.

3.3.4 Automatic evaluation measures
In the final stage, we examined the text sim-

plification metric SARI. Figure 3 displays box-
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Figure 3: SARI score of the machine translation output from
the baseline model, model 1 and model 2.

plots, comparing the SARI of the machine transla-
tion output from the baseline model, model 1 and

model 2. Higher SARI values indicate better ma-
chine translated outputs.

The system utilized in our analysis achieves an
average SARI score of 40.61 (SD: 6.78) for the
baseline model, 43.49 (SD: 7.84) for model 1 and
45.13 (SD: 8.15) for model 2. All models are
therefore in line with with state-of-the-art text sim-
plification models reported by Sheang and Saggion
(2021).

3.3.5 Translation Comparison
We now summarise the results of all evaluation

criteria for the system outputs. Table 1 illustrate
the system ranking depending on the used criteria.

system corr HIX synt SARI
baseline 3 2 3 3
model 1 2 3 1 2
model 2 1 1 2 1

Table 1: System ranking according to the evaluation cri-
teria: corr=correctntess, HIX=readability, synt=syntax, and
SARI=text simplification.

As seen from the table, the worst outputs ac-
cording to our evaluation criteria are found with
the baseline system. The results for models 1 and
2 vary depending on the evaluation criteria. For in-
stance, model 1 performs better in terms of syntax,
as its outputs reveal not so many complex syntactic
constructions. This system seems to be very close
to human translations as well. However, many of
the texts translated with model 1 are not correct. In
terms of correctness, as well as readability scores
and text simplification scores, model 2 is the win-
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Figure 4: Correspondence analysis based on HIX scores and distribution of syntactic structures.

ner.
For the comparison of the machine-translated

outputs with the human translations and sources,
we only use HIX scores and distributions of the
complex syntactic structures. The results of the
correctness analysis are not numeric. The result-
ing two-dimensional graph is shown in Figure 4.

The most obvious information we can obtain
from this graph is that the difference is most
strongly pronounced along the x-axis between the
two groups of subcorpora: source texts and trans-
lations with the baseline model on the right side vs.
human translations and outputs of the two other
models (model 1 and model 2) on the left side.
This difference is considerable, as the dimension
along the x-axis explains a very high proportion
(89.6%) of the data variance. We also see that
translations with model 1 are the closest to the hu-
man translations. On the y-axis, we see a separa-
tion between human- vs. machine-authored texts.
However, this difference is not big, as it explains
only 9.7% of the data variance in our dataset.

4 Discussion and Future Work

The present paper evaluates three different mod-
els of a machine translation system for translating
medical texts into Plain German. It covers one
of the first steps towards the implementation of
these tools in accessible health communication in
Germany and it discusses first methodological ap-

proaches, which we intend to expand on in further
research.

Model 2 seems to achieve the best results ac-
cording to most criteria. At the same time, model
1 seems to be more similar with the human transla-
tions at hand. While in terms of syntactic complex-
ity and text readability, the models yielded promis-
ing results, the evaluation of the correctness re-
vealed severe misinformation for all three mod-
els, the consequence being that the texts cannot be
safely used by end users. At the same time, the tool
under analysis can be used as a CAT tool for pro-
fessional translators and content providers with an
expertise in Plain Language and post-editing. As
our study has clearly revealed that so far machine
translated Plain Language texts cannot do with-
out post-editing, but need intensive revision, pro-
fessional post-editing competences are more im-
portant than ever. This means that translators and
experts working on machine translated text must
be trained to detect and correct different types of
errors, especially those that are critical for user
safety. In further steps, a guide for post-editing
in intralingual translation will be developed, ex-
posing the necessary competences and factors to
be considered when using machine translation into
Plain German.

In a next step, the machine translation system
will now be integrated into the editorial workflow
of the Apotheken Umschau on a trial basis. This
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practice test will serve to assess the time and effort
that is needed to post-edit the machine translated
texts. Adding machine translation to the editorial
process could optimize the process and addresses
the gap between the need for texts in Plain German
and the lack of professional translators (see Sec-
tion 1). The metrics from the practice test will be
particularly interesting because the tool will only
be permanently integrated into the workflow if the
time and effort for post-editing the output is lower
than for translating from scratch. Therefore, these
metrics will determine the final decision for or
against adapting the status quo.

In our future research, we will conduct a thor-
ough analysis and classification of the various er-
ror types found in the machine translated texts. For
example, we plan to investigate specific linguistic
phenomena, such as the translation of compound
words.

In addition, we also want to test and compare the
output from both SUMM AI and other state-of-the-
art systems to investigate which of the currently
available systems is most suitable for intralingual
translation into Plain German, in general and for
specific subjects and text types. These systems in-
clude both freemium tools that offer both free and
paid plans, such as ChatGPT and Google Gemini,
and commercial tools, such as Klartext St. Pauli,
capito digital and T2K (text2knowledge). In these
future studies, we also plan to use other text types
and texts from other domains, so that we are able to
compare not only different tools but also different
datasets.

References

Ahrens, Sarah, Rebecca Schulz, Janina Kröger, Ser-
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