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Abstract

This paper examines the suitability of
a large language model (LLM), GPT-4,
for generating multiple-choice questions
(MCQs) aimed at assessing subject-matter
expertise (SME) in the domain of medical
translation. The main objective of these
questions is to model the skills of potential
subject-matter experts in a human-in-the-
loop machine translation (MT) flow, to en-
sure that tasks are matched to the individu-
als with the right skill profile. The investi-
gation was conducted at Unbabel, an arti-
ficial intelligence-powered human transla-
tion platform. Two medical translation ex-
perts evaluated the GPT-4-generated ques-
tions and answers, one focusing on En-
glish–European Portuguese, and the other
on English–German. We present a
methodology for creating prompts to elicit
high-quality GPT-4 outputs for this use
case, as well as for designing evaluation
scorecards for human review of such out-
put. Our findings suggest that GPT-4 has
the potential to generate suitable items for
subject-matter expertise tests, providing a
more efficient approach compared to rely-
ing solely on humans. Furthermore, we
propose recommendations for future re-
search to build on our approach and re-
fine the quality of the outputs generated by
LLMs.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

1 Introduction

This work presents an approach for developing an
assessment tool to evaluate the subject-matter ex-
pertise (SME) of professional translators in the
field of medical translation, using the large lan-
guage model GPT-4. As MT becomes more pre-
dominant in translation scenarios, including spe-
cialized fields, the need for skilled experts who
can identify and address quality concerns in MT-
generated output is proportionately increasing.

Specialized translators require SME, which in-
volves extensive knowledge and proficiency in a
specialized domain in both the source and target
languages of the relevant language pair. To mea-
sure and evaluate SME effectively, a high-quality
test for translators should incorporate translation
questions that assess the translator’s proficiency in
the target language, as well as questions that eval-
uate their domain-specific expertise in the source
language from which they are translating (Montalt,
2007).

Evaluating the SME of potential experts in the
loop across different language pairs and domains
poses challenges. Implementing a system that uses
SME tests to pre-screen and match subject-matter
experts with MT texts in the same subject mat-
ter could improve quality in a human-in-the-loop
flow. However, when done entirely by humans,
creating and maintaining a comprehensive and up-
to-date question bank for a wide array of language
pairs and domains can become expensive and time-
consuming. Other challenges are listed in Section
5.

This paper proposes a methodology for automat-
ing the creation of SME tests using GPT-4, focus-
ing on the field of medical translation, and the En-
glish–European Portuguese and English–German
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language pairs. Opting for a multiple-choice ques-
tionnaire format allowed for the automation of
both test generation and test grading, which in-
creases the speed and scalability of the assessment
process, while decreasing the costs. Apart from
possessing high levels of objectivity, MCQ tests
facilitate a fast and effective assessment process,
while also being able to cover a broad range of top-
ics (Jovanovska, 2018). Our main objective with
the question banks is to distinguish between ex-
perts and non-experts, not to evaluate levels of ex-
pertise among the expert test-takers, although that
might constitute a future point of research (See
Section 5 for insights on future work).

We conducted a quality assessment of the gener-
ated questions and sets of answers, using an evalu-
ation scorecard structured around five evaluation
criteria (detailed in Section 2), which was com-
pleted by medical expert translators. Our analy-
sis of the results provides insights into GPT-4’s ca-
pability in generating high-quality medical exper-
tise test items for English–European Portuguese
and English–German. All the data related to this
work, including question banks, evaluation and
prompts, is available on GitHub.1

2 Study setup

Our plan for implementing SME tests as part of
Unbabel’s framework for matching human ex-
perts to translation tasks involves generating dif-
ferent assessments for each test-taker, by randomly
choosing a set number of questions from a large
question bank. As such, our approach centered
on compiling a large question bank generated by
GPT-4, rather than individual tests, for each lan-
guage pair. For each language pair, we invited a
medical expert translator with more than ten years
of professional experience to evaluate the gener-
ated questions and answers. The evaluators had no
connection to the study and were paid according to
their hourly rates with no time restrictions to con-
duct the experiment.

2.1 Question bank typology

For each language pair, we generated four sepa-
rate question banks, of 50 unique questions each.
Each question bank was generated with a specific
prompt. The question banks are categorized by:

1https://github.com/mstorron/subject-matter-expertise-
assessment-questions-with-GPT-4.

For each language pair, we generated four sep-
arate question banks, of 50 unique questions each.
Each question bank was generated with a specific
prompt. The question banks are categorized by:

1. Topic: each focuses on a different area/type
of document within the medical translation
field. These are: a) clinical trials and clini-
cal trial protocols; b) general medical infor-
mation; c) clinical studies and d) terminology
translation (which encompasses the previous
three topics).

2. Language: they are either a source language
only question bank or a translation question
bank.

3. Question type: each bank is based on a dif-
ferent format of MCQ: a) multiple choice
with four options, one of which is correct, b)
alternate-choice questions/true or false, and
c) fill-in-the-blanks questions, with four op-
tions.

Each medical translation expert, one per lan-
guage pair, assessed all four question banks. Three
of those question banks —fully in English, the
source language— were shared across both lan-
guage pairs. Only one question bank included
translation-related questions.

2.2 Prompts and model parameters
The prompts were fed onto the GPT-4 model on
November of 2023 via OpenAI’s Playground, with
specific parameters to shape the output: tempera-
ture, which adjusts the randomness of the model’s
predictions, was set to 0.4 to enhance the accu-
racy of the response; Top P was set to 1, ensuring
the model’s predictions included the whole range
of possibilities; and presence penalty, which dis-
courages repetition, was set to 0.5, encouraging the
model to introduce new ideas and topics for a var-
ied response.

The process of constructing the ideal prompt
was incremental, performed in a trial and error
manner. We started with a simple instruction: “I
want to test the subject matter expertise of trans-
lators in the domain of [chosen domain]. Cre-
ate a questionnaire containing [chosen number of
items] multiple choice questions.” On subsequent
iterations, several instructions were added to the
prompts, in order to curtail issues as they arose.
To elevate the difficulty of the question banks, we
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Figure 1: Table 1. Question banks divided by categories.

instructed the model to produce items with a level
of complexity that would make it difficult for non-
experts to answer the questionnaire correctly, and
to clearly identify the correct answer in the choices
given.

To ensure the output matched our language and
format expectations, we specified, for QB1, QB2
and QB3, that test items were to be fully in En-
glish, with no translation items, and detailed the
format of the stem and answer choices, according
to each QB’s typology (See Table 1).

In order to increase the quality of the distrac-
tors, we added the instruction to include plausible
distractors, which we further detailed as: “the an-
swer choices should be similar to each other and
the question in category, morphology or syntax”.
Additionally, we instructed the model to provide
distractors with the same length and complexity,
as well as to ensure that the correct answer and the
question stem did not share words with the same
word root.

For generating QB4 and QB5, we developed
glossaries with domain-specific word pairs using
GPT-4 beforehand, to ensure the relevance of the
terms used in these question banks. Each glossary
contained 50 word pairs related to general medi-
cal information, clinical trials and clinical studies,

with each word pair used to create one test item.
We used zero-shot prompts for all the question

banks, except for QB4, the English–European Por-
tuguese translation question bank, for which we
used a few-shot prompt, containing two examples
of the ideal type of output. We used few-shot
prompting only on QB4, as a means of compar-
ing the quality of the distractors compared to zero-
shot prompting; few-shot prompting yielded better
distractors (See Section 5.5). As GPT-4 is a com-
mercial model, with charges based on the com-
bined number of input and output tokens, prior-
itizing zero-shot prompts is generally more cost-
effective. To see the complete prompts and respec-
tive outputs, refer to the GitHub link provided in
the Introduction.

2.3 Evaluation scorecard

We created a question scoring system based on
five multiple choice quality criteria, which we cu-
rated based on the works of Town (2014) and Jo-
vanovska (2018).

1. Question accuracy: is the question worded
clearly and unambiguously, so that the correct an-
swer could be clearly identified by an expert?

2. Correct answer factuality: is the correct an-
swer choice, also known as key, scientifically true?

3. Non-ambiguous answer choices: is there
more than one correct answer?

4. Prevalence of correct answer: is the correct
answer the most prevalent and commonly applied
option in the context of the question?

5. Plausible distractors in the answer choices:
do the incorrect answer choices constitute plausi-
ble distractors for non-expert test-takers?

The scoring system is binary, relying on ”Yes”
or ”No” responses to evaluate each question and
its answer choices according to the above criteria.
The scorecard was created using Google Sheets,
containing one test item per row and one question
bank per sheet. The subject-matter experts had ac-
cess to the test items in the following format: ques-
tion, answer choices, key (selected by the model);
followed by the five criteria presented above and
ending with a column for comments and a column
for the score. They assess and evaluate each ques-
tion and set of answer choices on each criterion
using a drop-down menu with “Yes” and “No” op-
tions, which results in an automatic score based on
their evaluation. To further clarify, for criterion 3
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“Is there more than one correct answer?”, the ideal
answer would be “No”, as ambiguity is not desired
in these types of tests. In the case of criterion
5, “Do the incorrect answer choices constitute
plausible distractors for non-expert test-takers?”,
the ideal answer would be “Yes”, as this would pre-
vent test takers from achieving high scores simply
from “guessing”.

3 Results

After generating the question banks, the next step
was assessing and scoring their quality. Section
3.1 presents the overall score, results and consid-
erations for English–European Portuguese, con-
ducted by Evaluator A, while Section 3.2 does the
same for English–German, conducted by Evalua-
tor B.

3.1 English–European Portuguese question
banks scores

On Table 2, it can be observed that “Question
accuracy” achieved the highest possible score
on every question bank. Conversely,“Plausible
distractors in the answer choices”, is the overall
lowest scoring parameter across all four question
banks. When this was the case, it was often
because the correct answer would be a term that
shared the same root as a word in the question,
but the distractors did not, as you can see in the
following example:

What is the medical term for inflammation of the
pancreas?

A) Pancreatitis
B) Gastritis

From this, we infer that GPT-4 frequently fails
to follow the instruction “Do not include correct
answers that share the same root as words in the
stem”, when given a zero-shot prompt. However,
when the model was given a few-shot prompt,
as is the case with QB4, the plausible distractor
category achieved the highest score. Despite the
plausibility of the distractors, Evaluator A stated
that QB4 had a few items with ambiguous an-
swer choices, meaning that more than one an-
swer choice could be considered correct. On QB1,
QB2 and QB3, “Correct answer factuality” scored
highly, and so did “Prevalence of correct answer”:
in the majority of test items, the answer indicated
by the model as the key (correct answer) was the

Figure 2: Table 2: Scores of the EN–PT question banks.
QB1 - Clinical trials and clinical trial protocols
QB2 – General medical information
QB3 – Clinical studies
QB4 – EN-PT medical terminology

most prevalent within the context of the question,
according to Evaluator A.

3.2 English–German question banks scores

Similarly to English–European Portuguese,
“Question accuracy” achieves a perfect score
on all four question banks for English–German.
“Correct answer factuality” scored highly across
the question banks, with a few exceptions on QB1
and QB3. These two question banks also pre-
sented the highest amount of ambivalent answer
choices. When there were more than two possible
correct answer choices, the answer identified as
correct was still the most prevalent option in QB1,
QB2 and QB4, which demonstrates high precision
by GPT-4 when identifying factual answers, but a
lower capacity for providing answer choices that
are both plausible distractors and unambiguously
incorrect. This can seen in the following example:

The German translation for ”Vertigo” is:

A) Vertigo

631



B) Schwindel
C) Schwindelgefühl
D) Vertigokrankheit

Option C) was selected as the key by GPT-4, but
options A) and B) were also correct translations.
Once more, “Plausible distractors” was the lowest
scoring parameter across all question banks, with
lower scores on QB2 and QB3. Still, it is worth
noting that its score, across all question banks,
never reaches below 78 points out of 100.

Figure 3: Table 3: Scores of the EN–DE question banks.
QB1 - Clinical trials and clinical trial protocols
QB2 – General medical information
QB3 – Clinical studies
QB4 – EN-DE medical terminology

3.3 GPT-4 generated glossaries

As mentioned in Section 2.2, the prompts for the
translation question banks included glossaries of
50 word pairs, one for each test item. The En-
glish–German glossary was generated by GPT-4
in the following way: we requested a set of 50
medical terms, in English, related to the topics
mentioned in Section 2.1. From that output, we
asked the model to replace repetitive or irrele-

vant items, which we singled out from the origi-
nal list, using the instruction “Replace items [num-
ber of each item in the list]” Finally, we asked
the model to translate the medical terms into Ger-
man, resulting in a curated glossary of 50 word
pairs. The evaluator considered all the transla-
tions in the glossary correct, but pointed out two
repeated items that had not been previously de-
tected. The English–European Portuguese glos-
sary was only partly generated by GPT-4: 26
word pairs were obtained from a publicly avail-
able glossary on the medical subfield of clinical
trials, L10N Studio. The remaining 24 word pairs
were generated in the same way described above.
This division showed clear results: the word pairs
generated by GPT-4 showed some terminology
and mistranslation issues. For example, “clini-
cal pharmacology study” was translated as “estudo
clı́nico de medicamento”, when it should be “es-
tudo clı́nico de farmacologia”, and “particle ther-
apy” was translated as “terapêutica de partı́culas”
when it should be “terapia de partı́culas”. The
word pairs extracted from the verified source, on
the other hand, were deemed much more accurate
by our SME evaluator, with only one out of the 26
term pairs not considered the ideal translation.

3.4 Overall results

Figure 4: Table 3: Overall scores of the five GPT-4 gener-
ated question banks. The maximum possible score for each
question bank is 100.

Table 3 shows the overall quality of each of
the five question banks generated by GPT-4 for
evaluating medical translators’ subject matter
expertise. (Note: for the score of QB1, QB2 and
QB3, we calculated the average of the scores
of both evaluators, when they differed). En-
glish–European Portuguese (four question banks
combined) has an overall score of 94.2%, while
English–German has an overall score of 95.3%.
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The results reflect the high level of quality and
practical applicability of the generated question
banks. In terms of perceived level of difficulty,
the evaluators gave the question banks an average
of 3.5 out of 5 (1 being very easy and 5 very
difficult). For more on the difficulty dimension,
see Section 5.4.

4 Limitations

Despite its preliminary positive findings, this study
presents several limitations. Firstly, the topics cho-
sen for the question banks only represent a very
small portion of medical knowledge, and only ad-
dress a few of the most commonly translated med-
ical documents. As mentioned in Section 4, repro-
ducing the study with different and perhaps less
common language-pair combinations is likely to
produce different results. We hypothesize that the
less common the language-pair combination, the
lower the quality achieved by GPT-4 . Dac Lai et al
(2023) state that there is a decrease in performance
for languages other than English in natural lan-
guage processing (NLP) tasks, which might be ver-
ified in the use-case of MCQ automation.The same
can be said for less common language varieties.
Additionally, the evaluation of the GPT-4 output
was done by only one expert per language pair.
The sample size evaluated by each expert was sub-
stantial (200 question stems and 200 sets of answer
choices), but extending the evaluation process to
more experts can strengthen the validity of the re-
sults. Furthermore, the ontology of subject mat-
ter expertise is vastly complex and multifaceted
(Collins and Evans, 2007; Shavelson, 2010) and
this paper does not intend to claim that the mea-
surement of subject matter expertise can be fully
judged by the results of MCQ assessments. The re-
sulting MCQs of this study are tailored for specific
use-cases, not to measure competency in general.
They are also designed to be part of a larger assess-
ment process, in which other specific tasks (such
as reviewing a specialized machine translated text,
for instance) contribute to a more accurate repre-
sentation of the expertise level of the human-in-
the-loop.

5 Conclusion and future work

MCQ automation using large language models has
been a prevalent topic of research in a wide range
of fields, such as reading comprehension (Sayin

et al. 2024), vocabulary testing (Wang et al.
2024), programming (Doughty et al. 2024) and
medical education (Kiyak, 2023), among others.
In this study, we observed promising results re-
garding GPT-4’s capability to generate SME tests
for specialized translators, in the medical domain,
with the English–European Portuguese and En-
glish–German language pairs. In order to verify
the applicability of the findings in this study, it
is recommended to replicate the study with other
language pairs and subject-matter domains. While
we selected GPT-4 to perform the study, the same
methodology might yield high-quality results with
other LLMs. The objective of this study was to
determine the viability of automating the genera-
tion of MCQs for assessing and labeling the skills
of expert translators at Unbabel, to match them to
specialized tasks requiring those skills. The over-
all quality of the four question banks combined
was 94,2% for English–European Portuguese and
95.3% for English–German. This indicates that in-
cluding GPT-4-generated MCQs in our expertise
assessment process is a viable option. Our initial
aim for the generated questions is to differentiate
non-experts from experts. In the future, it may
be interesting to assign different levels of exper-
tise based on the percentage of correct answers.
To achieve this, we might need to introduce more
challenging questions and distractors. This will be
considered once we analyze the difficulty of the
current question banks.

What follows are recommendations for improv-
ing the relevance of the output from an LLM for
the use case presented in this paper: generating
SME test items to be ultimately used as an op-
timization method of task assignment in expert-
in-the-loop translation flows. They can also be
adapted for other contexts, MT related or other-
wise. These SME test items might be relevant, for
instance, in traditional translation workflows, re-
search surveys to gather data, or in businesses, in
the context of assessments and job interviews. An-
other relevant use case is the integration of the gen-
erated test items in self-directed learning method-
ologies (Loeng, 2020), either in corporate contexts
or within freelance translator and reviewer train-
ing.

5.1 Language-pair glossaries

When creating the prompt for QB4 and QB5 (the
translation question banks) , instead of utilizing

633



glossaries generated by GPT-4, we recommend cu-
rating an up-to-date glossary of terms taken from
one or more reliable and accredited sources; the
number of word pairs to include should be the
same as the number of questions requested in the
prompt. Requesting a mixed format question bank
(including different typologies of multiple-choice
questions) resulted in varied and diversified ques-
tion banks, as was the case for the translation
question banks. Including high-quality special-
ized glossaries does constitute an extra step before
crafting the prompts, but it guarantees a superior
result and less intervention when it comes to the
human step of reviewing, validating and (poten-
tially) correcting the question banks.

5.2 Inclusion of relevant word pairs

For entities and organizations that have similar
types of specialized documents and materials with
which they work regularly, we recommend extract-
ing the most common and relevant domain-specific
terms found in the translated content, and adding
them to the word-pair glossaries. That way, the
tests generated by GPT-4 or other LLMs will be-
come more tailored to the organization’s workflow.

5.3 Elimination of alternate-choice question
format

It is less likely to have plausible distractors with
only two answer choices (Towns, 2014) and we
verified that the distractors provided by GPT-4 of-
ten decreased the level of difficulty, making it eas-
ier for non-experts to guess the correct answer. In-
stead, we consider it is more beneficial to replace
the alternate-choice question bank, QB2, with a
classic four-option MCQ question bank, maintain-
ing, however, the same topic (general medical in-
formation). On QB4 and QB5 (the translation sec-
tion), we would likewise remove the instruction for
including alternate-choice questions.

5.4 Evaluation of item difficulty and
discrimination

A viable next step for this research would be to
evaluate the level of difficulty of the generated
test items. For this, we would employ a diffi-
culty index, which would indicate the percentage
of test-takers who answered each question cor-
rectly, as well as a discrimination index, which
calculates the relationship between each individual
test taker’s test item score with the overall scores

of all test takers, allowing each test item to dis-
criminate between high and low scorers (Hingorjo
and Jaleel, 2012). With this knowledge, we would
be able to establish a pass/fail threshold with a per-
centage (to be defined) of correctly answered test
items that distinguishes an expert test-taker from
a non-expert, when it comes to the experts-in-the-
loop who would be assigned to Unbabel’s domain
specific translation tasks. With the difficulty index,
we could also determine which test items prove
to be extremely easy or extremely difficult (there-
fore not good indicators of SME) and potentially
eliminate them from our pool of questions. This is
a necessary step before implementing the tests at
Unbabel and measuring their impact on the com-
pany’s workflows, to ensure that we are using only
the most accurate and appropriate test materials.

5.5 Few-shot prompting

We strongly recommend using few-shot prompts
containing at least two examples of test items with
plausible distractors. For this study, we ascertained
that distractors considered plausible had to be ei-
ther semantically plausible (usually in the same
category as the key) or morphologically plausible,
which means they would also contain terms shar-
ing the same word-root as the key or the question
stem. This was most successfully achieved with
the use of few-shot prompting on QB4, which led
to the conclusion that this prompting technique is
the most adequate to generate high quality distrac-
tors for the present use case of question bank auto-
mated generation.

5.6 LLM and language-pair diversity

Finally, this study should be replicated in the future
with different LLMs and language pairs, as well as
different areas of specialized translation, to extend
its findings and further assess the validity of this
type of methodology.
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