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Abstract

This study investigates the potential of
Generative Pre-trained Transformer mod-
els, specifically GPT-4, to generate ma-
chine translation resources for the low-
resource language, Faroese. Given the
scarcity of high-quality, human-translated
data for such languages, Large Language
Models’ capabilities to produce native-
sounding text offer a practical solution.
This approach is particularly valuable
for generating paired translation examples
where one is in natural, authentic Faroese
as opposed to traditional approaches that
went from English to Faroese, addressing a
common limitation in such approaches. By
creating such a synthetic parallel dataset
and evaluating it through the Multidimen-
sional Quality Metrics framework, this re-
search assesses the translation quality of-
fered by GPT-4. The findings reveal GPT-
4’s strengths in general translation tasks,
while also highlighting its limitations in
capturing cultural nuances.

1 Introduction

In the past decade, the field of Natural Language
Processing (NLP) has seen a dramatic shift with
the introduction of the attention mechanism and
Transformer models, profoundly influencing the
domain of Machine Translation (MT) (Bahdanau
et al., 2014; Vaswani et al., 2017). One of the
foremost challenges in MT is the scarcity of high-
quality, human-translated data for low-resource
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languages. However, Large Language Models
(LLMs) such as the Generative Pre-trained Trans-
former (GPT) models may present a solution to
this challenge. These models are trained on vast
amounts of data and have an impressive ability to
generate native-sounding text, which they do by
adapting based on the context presented in their
training material (in-context learning) (Brown et
al., 2020). Transformer models, such as GPT,
are trained on multilingual data and have zero-
shot translation capabilities which enables them
to translate low-resource languages as well as
high-resource languages. Therefore, this shift to-
wards in-context learning signifies a breakthrough
in NLP, where human-quality translation pairs can
be generated without the input of a human trans-
lator. This has the potential of lowering the cost
of making such data and improving the scalabil-
ity of such an operation, which is vital for making
smaller and more cost-effective models for MT.

This shift is particularly evident in the realm
of MT datasets, where the gap between high-
resource and low-resource languages remains a
critical challenge. In the past, common methods
to synthesize data for MT datasets were based on
backtranslation (Sennrich et al., 2016; Poncelas et
al., 2018; Poncelas et al., 2019). However, the
quality of GPT models indicate that it is a better
choice for synthesizing MT datasets (Hendy et al.,
2023; Lyu et al., 2023).

The release of GPT-4 in March 2023 marked a
significant milestone, with Jiao et al. (2023)’s pilot
study that demonstrated its enhanced translation
abilities in languages including English, German,
Romanian, and Chinese, where its MT perfor-
mance was comparable with state-of-the-art Neu-
ral Machine Translation (NMT) models. These re-
sults served as a motivation to explore the poten-
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tial of building MT datasets for low-resource lan-
guages with GPT models. Unlike traditional trans-
lation software, GPT-4 was not trained with the ex-
plicit purpose of MT, and in fact, it is not clear to
what extent it was trained in MT at all. Further
research, like Yang and Nicolai’s (2023), demon-
strated the potential of applying GPT-generated
synthetic data in the context of MT. Their mod-
els translated from German (a high-resource lan-
guage) and Galician (a low-resource language).
Their findings revealed that while models trained
solely on natural data outperformed those trained
solely on synthetic data, the best performing model
was the one trained on a combination of both
datasets. These findings encourage the valida-
tion of translation quality in GPT models for low-
resourced languages such as Faroese.

The population of the Faroe Islands is approx-
imately 54,500 people (Statistics Faroe Islands,
2024), with the large majority speaking Faroese as
their L1. At this time, Faroese MT resources are
lacking, and the existing resources are not suffi-
cient for training high performing MT models (Si-
monsen et al., 2022). Focusing on Faroese, this
paper explores GPT-4’s effectiveness in translat-
ing from Faroese to English. The potential of the
GPT models raises the pivotal question: can the
creation of MT resources for the low-resource lan-
guage, Faroese, be automated, specifically through
the capabilities of advanced models like GPT-4?
To investigate this, the following contribution is
made:

• A synthetic parallel dataset of 5,408 Faroese
to English sentence pairs translated by GPT-
41,2.

• A sample of 850 Faroese to English sentence
pairs human evaluated and annotated with er-
ror labels from the Multidimensional Qual-
ity Metrics (MQM) framework by a native
speaker3,4.

1https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
news_sentences
2https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
blog_sentences
3https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
news_sentences_MQM
4https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
blog_sentences_MQM

• An in-depth analysis of the types of reoccur-
ring errors that GPT-4 makes when translat-
ing from Faroese to English.

These contributions provide a detailed human
examination of GPT-4’s proficiency in translating
Faroese to English, expanding on the current un-
derstanding of GPT-4’s translation capabilities of
low-resource languages.

2 Previous work

2.1 Faroese Parallel Datasets

There has been some preliminary work done in
Faroese MT, specifically within the domain of cre-
ating parallel training data. However, the state-of-
the-art neural network MT models of today need
vast amounts of training data, an obstacle that
Faroese is still facing. The largest available par-
allel training data for Faroese is Sprotin’s paral-
lel corpus5 which was published on GitHub in
2020 and contains over 100k sentences human-
translated from English to Faroese. This initia-
tive was part of an effort to encourage Google to
include Faroese in the Google Translate applica-
tion (Hvidfeldt, 2020). In response, Microsoft re-
leased a model trained on this dataset in their MT
system called Microsoft Translator. An Icelandic
NLP company, Miðeind, also released a Faroese
MT model trained on the same data around the
same time on their MT system called Vélþýðing
(Símonarson et al., 2021). For both systems it
was apparent that the model performance was not
high, which was likely due to the small amount of
training data. Faroese was never added to Google
Translate and is also currently no longer supported
on Vélþýðing. More recently, Meta launched the
No Language Left Behind (NLLB) project which
aims to bridge the gap in the performance between
high- and low-resource languages in MT (Team et
al., 2022). They published a series of open-sourced
MT models called NLLB6 and a human-translated
parallel dataset called FLORES-2007 which covers
over 200 languages, including Faroese. The NLLB
model’s capability to translate Faroese appears
promising based on preliminary experiments made

5https://raw.githubusercontent.com/
Sprotin/translations/main/sentences_
en-fo.strict.csv
6https://huggingface.co/facebook/
nllb-200-distilled-1.3B
7https://huggingface.co/datasets/
facebook/flores
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by the authors of this paper, a notable achieve-
ment considering the majority of its training data
for Faroese is not genuinely parallel but is instead
incorrectly aligned Faroese to English data.

Building upon the foundation of leveraging lin-
guistic relations for enhancing machine transla-
tion in low-resource languages, recent studies have
begun exploring the potential of utilizing phylo-
genetic information from high-resource languages
within the same language family. For example,
Snæbjarnarson et al. (2023) demonstrated that by
incorporating resources from closely related Scan-
dinavian languages, the performance of NLP tasks
in Faroese could be substantially improved. This
method marks a departure from the traditional
’one-size-fits-all’ approach taken by widely used
multilingual transformers like mBERT or XLM-R,
advocating instead for a tailored strategy that con-
siders the unique linguistic heritage of each lan-
guage family. Such insights reveal the advantages
of a more focused approach in data augmentation
and model training, particularly for languages like
Faroese that have fewer resources. Additionally,
in Scalvini and Debess’ (2024) upcoming publi-
cation, they highlight the effectiveness of GPT-
SW3, a Scandinavian-focused LLM, in leveraging
the linguistic similarities between Faroese and its
Nordic counterparts to enhance translation accu-
racy and facilitate data augmentation.

2.2 Generating synthetic parallel data using
GPT models

As mentioned in the introduction, there have been
recent studies that explored using generative LLMs
like ChatGPT or GPT-4 to create synthetic paral-
lel data for training MT models. Inspired by find-
ings that GPT-4 could match the translation abili-
ties of commercial NMT systems, Yang and Nico-
lai (2023) explored training translation models for
German and Galician using ChatGPT-generated
synthetic data. In their study, they compared mod-
els trained on natural data from TED Talks with
those trained on synthetic data, created by trans-
lating seed words and sentences into English via
ChatGPT. Although models trained on real data
performed better than those trained on synthetic
data, those trained on a mix of real and synthetic
data (augmented model) showed improved trans-
lation quality for both languages. Interestingly,
synthetic Galician data yielded better translation
quality than the German synthetic data. How-

ever, the study showed that there was a lower lin-
guistic diversity in the synthetic data compared
to natural data, evidenced by a lower type-token
ratio (TTR), indicating a repetition of sentences
and limited vocabulary use. This highlights chal-
lenges in leveraging LLMs for low-resource syn-
thetic data creation. Nonetheless, supplementing
real data with synthetic data remains a promising
strategy for training MT models for low-resource
languages (Poncelas et al., 2018; Poncelas et al.,
2019).

function_descriptions = [
{

"name": "translation_analysis",
"description": "The function analysis text that

has been translated from Faroese to English. The
input translation should be of exceptionally high
quality.",

"parameters": {
"type": "object",
"properties": {

"sentence_analysis_list": {
"type": "array",
"items": {

"type": "object",
"properties": {

"original":
{"type": "string"},
"translation":
{"type": "string"},

}
}

}
},
"required": ["sentence_analysis_list"]

}
}

]

Listing 1: JSON schema for translation analysis.

3 Experimental setup

This section outlines the methodology used to ex-
amine GPT-4’s effectiveness in generating paral-
lel data for Faroese, a language with limited re-
sources. Firstly, the experiment involves generat-
ing synthetic parallel data using GPT-4. This out-
put was then evaluated using the Multidimensional
Quality Metrics (MQM) framework with a single
native speaker as an annotator.

3.1 Prompting Approach

To generate the synthetic parallel data, a structured
prompting approach with GPT-4 was employed,
setting the temperature parameter to 0 to guarantee
uniform and deterministic output. The experiment
extracted information from Faroese news and blog
texts through OpenAI’s API, organizing it accord-
ing to a specific JSON format (as detailed in List-
ing 1). This format instructed GPT-4 to translate
texts sentence by sentence.
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3.2 Data Preparation

3.2.1 GPT-4 Parallel Sentences
The parallel sentences generated by GPT-4 were

derived from the Basic Language Resource Kit
for Faroese 1.0 text corpus (Simonsen et al.,
2022). During the first round, news texts from the
online newspapers Dimmalætting and Portalurin
were processed, with GPT-4 translating each docu-
ment sentence by sentence, yielding 3,735 Faroese
to English news sentence pairs. Subsequently, blog
texts were translated using the same procedure, in-
cluding works from Egið Rúm by Marna Jacob-
sen8, BAVS by Bergljót av Skarði9, and BirkBlog
by Birgir Kruse10, resulting in 1,673 sentence pairs
from blogs. The aim was to capture a diverse rep-
resentation of GPT-4’s translation skills by com-
bining news and blog texts, acknowledging their
distinct genres. In total, there were 5,408 gener-
ated sentence pairs.

3.3 Human Evaluation

A subset of the GPT-4 generated parallel data
was sampled for human evaluation using the
MQM framework11. MQM incorporates more
than twenty traditional translation quality metrics
and provides a detailed catalogue of over 100 po-
tential issues for assessing translations and source
texts. It is designed as a flexible master list from
which specific issues can be chosen based on the
translation task at hand, allowing for customiza-
tion to meet diverse requirements. In the con-
text of this study’s MT evaluation, a tailored ver-
sion of the MQM framework, as adapted by Fre-
itag et al. (2021) was employed. An overview of
the MQM error categories utilized by Freitag et
al. (2021), along with their descriptions, is pre-
sented in Table 1.

The sample that was chosen for human evalu-
ation was created by choosing articles randomly
and then evaluating the chosen articles, sentence
by sentence. There was only one annotator, author
of this paper, who is a linguist and native speaker
of Faroese. In total, 425 news sentence pairs and
8Jacobsen shares insights from her personal life, coupled with
reviews of music, books and movies. Available at: https:
//marnakj.wordpress.com/.
9BAVS is centered on personal experiences, culture, and
travel. Available at https://b-av-s.blogspot.
com/
10A blog focusing on cultural events along with reviews
of movies, music, and more. Available at: https://
birkblog.blogspot.com/
11https://www.qt21.eu/

425 blog sentences pairs were human evaluated.
The evaluation was carried out in a Google Sheet
spreadsheet (see Figure 1). To calculate the MQM
score, the official MQM spreadsheet was used.
This spreadsheet contains all relevant formulas to
calculate the MQM score, also known as the Over-
all Quality Score (OQS).

4 Results

The results for the MQM evaluation is summarized
in Table 2. Overall, the quality of translations is
high as indicated by the MQM score or Overall
Quality Score.

As seen in Table 2, the predominant severity
level assigned for MQM was minor. This classifi-
cation was used when translations were not tech-
nically accurate but still conveyed the intended
meaning. The major category was designated for
errors in translation that obscured or altered the
meaning, while critical was reserved for when
the translation got offensive or dangerously mis-
informed. Notably, major accuracy errors oc-
curred more frequently in blogs than in news arti-
cles, often arising in idiomatic expressions and set
phrases. In the case of news articles, there were
three instances classified as critical12:

1) Example sentence containing critical error
from Portalurin article.

• FO: Somuleiðis skulu dagføringar gerast á
Vágs høll við máling og wc til rørðslutarna
skal gerast í ganginum millum VB húsið og
Vágs Høll.

• ENG: "Similarly, updates should be made to
the Vágur hall with regards to painting and
a toilet for disabled that should be made in
the corridor between the VB house and Vágur
Hall."

• GPT-4: "Similarly, updates should be made
to Vágur hall with painting and a toilet for the
pipe players should be made in the corridor
between the VB house and the Vágur Hall."

The original sentence contains a spelling mis-
take; rørðslutarna is supposed to be spelled rørslu-
tarnað which translates to "disabled". GPT-4
translated this term to "the pipe players".
12The order in the sentence examples is as follows: FO (orig-
inal Faroese sentence from dataset), ENG (a translation pro-
vided by an author of this paper) and GPT-4 (GPT-4’s trans-
lation of the original Faroese sentence).
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Error Category Description

Accuracy
Addition Translation includes information not present in the source.
Omission Translation is missing content from the source.
Mistranslation Translation does not accurately represent the source.
Untranslated text Source text has been left untranslated.

Fluency
Punctuation Incorrect punctuation (for locale or style).
Spelling Incorrect spelling or capitalization.
Grammar Problems with grammar, other than orthography.
Register Wrong grammatical register.
Inconsistency Internal inconsistency (not related to terminology).
Character encoding Characters are garbled due to incorrect encoding.

Terminology
Inappropriate for context Terminology is non-standard or does not fit context.
Inconsistent use Terminology is used inconsistently.

Style
Awkward Translation has stylistic problems.

Other Any other issues.

Source error An error in the source text.

Non-translation Impossible to reliably characterize the 5 most severe errors.

Table 1: Overview of MQM label hierarchy.

Figure 1: Figure showing the human evaluation method for the GPT-4 generated parallel sentences in Google Sheets.

2) Example sentence containing critical error
from Dimmalætting article.

• FO: Orsøkin er, at svenski Umhvørv-
isflokkurin, ið var í stjórn saman við
Sosialdemokratunum, hevur vent samgonguni
bakið, eftir at tað gjørdist greitt, at borgarliga
andstøðan fekk ein meiriluta við at atkvøða
sína fíggjarlóg ígjøgnum.

• ENG: "The reason is that the Swedish En-
vironmental Party, which was in government
with the Social Democrats, has turned its
back on the coalition, after it became clear
that the civil opposition got a majority by
voting their budget through."

• GPT-4: "The reason is that the Swedish En-
vironmental Party, which was in government
with the Social Democrats, has turned its
back on the coalition, after it became clear
that the bourgeois opposition got a majority
by voting their budget through."

The word for "civil opposition" has been trans-
lated into "bourgeois opposition", which could
have negative connotations. The third example is
in the same article where "civil budget" was trans-
lated into "bourgeois budget".

In the blog texts, a single critical error was iden-
tified in the sample, involving the mistranslation of

the term at ræsa — the traditional Faroese method
of fermenting meat through dry-aging. It was in-
correctly translated as "raw". This misinterpre-
tation could be seen as dangerously misleading
and potentially harmful to someone’s health, espe-
cially if the food had not been pre-cooked as could
be inferred from the context given correct world-
knowledge:

3) Example sentence containing critical error
from BirkBlog.

• FO: Eg vildi smakka ræstu pylsuna.

• ENG: "I wanted to taste the Faroese dry-
aged sausage."

• GPT-4: "I wanted to taste the raw hot dog."

The Overall Quality Score (OQS), as detailed
in Table 2, serves as a metric for assessing trans-
lation quality. It is derived through a systematic
procedure: annotators input error annotations into
a matrix (see Figure 2), assigning them numerical
values based on error type and severity, to obtain
the Absolute Penalty Total (ABT). The OQS cal-
culation incorporates several factors, including the
Per-word Penalty Total, calculated by dividing the
ABT by the total word count (EWC); the Overall
Normed Penalty Total, which adjusts the per-word
penalty in relation to the total number of reference
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Category News Sentences (425) Blog Sentences (425)
Minor Major Critical Minor Major Critical

Accuracy 43 26 1 31 54 1
Fluency 9 0 0 8 5 0
Terminology 76 14 2 13 8 0
Style 35 2 0 11 3 0

MQM Score 94.41 88.38

Table 2: MQM evaluation results for 425 news sentences and 425 blog sentences. The MQM score is also known as the
Overall Quality Score (OQS). The weights are minor (-1), major (-5) and critical (-25). A higher score (with a maximum of
100) corresponds to better performance.

Figure 2: Figure showing the Overall Quality Score card from https://themqm.org/.

words; and the Overall Quality Fraction, achieved
by dividing the ABT by the EWC. The final Over-
all Quality Score is computed by subtracting the
result of multiplying the per-word penalty score
by the highest possible score from 1, thereby con-
verting the score into a more recognizable percent-
age format. This approach integrates a meticulous
evaluation of translation inaccuracies with a com-
prehensive scoring framework to measure and ex-
press the quality of translations quantitatively.

In Table 2, the Overall Quality Score demon-
strates high performance in translation quality for
both text genres, with news articles achieving a
score of 94.41/100 and blogs receiving 88.38/100.
According to the MQM framework, a score within
the range of 94 ≤ x < 98 signifies a high level of
quality, whereas scores in the range of 80 ≤ x <
94 are indicative of a good quality level, as out-
lined in Talhadas (2023). Following this, a quali-
tative analysis is provided to examine the specific
types of translation errors GPT-4 made while trans-
lating from Faroese to English.

4.1 Most Common FO–EN Translation
Errors by GPT-4

There is a general pattern in the types of errors that
GPT-4 makes when translating from Faroese to
English. A prominent error involves the translation
of the Faroese term for the Danish currency used
in the Faroe Islands, krónur. GPT-4 often renders
these as "crowns" or "kroner", whereas the con-
ventional translation should be "DKK" or "Danish
crowns." Additionally, we observed four times that
føroyingur was translated to "the Faroese" in the
sample, but a more precise translation would be "a
Faroe Islander" or "a Faroese person." A check on
the rest of the translated data revealed that this was
a common mistranslation.

Another consistent error is the translation of ko-
rona to "corona." While not incorrect, "COVID-
19" is the term more frequently used in English
news articles, making it a more suitable translation
in those contexts. Given that "COVID" was not
adopted into Faroese during the pandemic, Faroese
news texts use korona instead.

Subsequent sections will detail the other preva-
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lent errors, categorized by their types, to provide
a comprehensive overview of the translation chal-
lenges encountered. See Table 3 in the Appendix
for a quantitative analysis of the errors analyzed in
this section.

4.1.1 Named Entities (NEs)
GPT-4 did not consistently translate all NEs in-

correctly, but did manage to correctly translate cer-
tain NEs, such as names of institutions, e.g. Ráðið
fyri Ferðslutrygd ("Council for Traffic Safety").
It also frequently accurately converted people’s
names from the dative to the nominative case in
English, such as translating Mariu to "Maria".
Nevertheless, there are many examples of trans-
lation errors with NEs. For instance, the short
form name Setrið for Fróðskaparsetrið was incor-
rectly translated literally as "Center" rather than
"The University of the Faroe Islands" or simply
"Setrið". Additionally, Okkara Voxbotn was in-
accurately translated to "Our Voxbotn" instead of
preserving its original name, which is associated
with a brewery named Okkara that sponsors a mu-
sic festival that takes place in the harbour named
Voksbotn. These examples illustrate the nuanced
difficulties GPT-4 faces with NEs in the context of
Faroese to English translation.

4.1.2 Correct Translation, Wrong
Terminology

While GPT-4 frequently chooses accurate trans-
lations for words, it often selects the wrong terms.
For instance, in some contexts skeið is translated
as "course" when it is supposed to be "workshop,"
and eldraøki is translated as "elderly area" instead
of "elderly affairs". The term øki can be translated
as "area" only when it is referring to a physical
place. In this context, the term was used in a sen-
tence from an article about a financial budget of a
town, where the taxes had been increased to cover
elderly affairs. Therefore, while these translations
are technically correct, they are not entirely appro-
priate in these specific contexts.

4.1.3 Idioms and Fixed Phrases
GPT-4 often encounters difficulties with id-

iomatic expressions and fixed phrases, particularly
in the Faroese blog texts. These phrases frequently
undergo literal translation, which misses their nu-
anced meanings. For instance, the phrase at fáa
sær okkurt gott is directly translated as "getting
oneself something good" rather than capturing the

intended meaning of "getting something to eat."
Similarly, a well-known Faroese phrase, er ikki
sum at siga tað, intended to convey that something
is not easy, is translated by GPT-4 in a literal man-
ner as "is not like saying it."

4.2 Icelandicisms

GPT-4 often confounds Faroese with Icelandic,
likely due to the fact that GPT-4 has been trained
on significantly more Icelandic data than Faroese.
This leads to what we term "Icelandicism", where
translations mistakenly apply Icelandic meanings.
Examples include translating menning as "culture"
instead of "progress", sætti as "sweet" instead of
"sixth" and bleytur as "wet" rather than "soft".
Here, it is presumed that the Faroese word sætti
is confused with the Icelandic word sætur and the
Faroese word bleytur is conflated with the Ice-
landic word blautur.

4.2.1 Cultural Context
GPT-4 often misses the cultural nuances in its

translations, leading to misunderstandings of cer-
tain terms. For example, it interprets ríkið as
"country" instead of "kingdom". In Faroese con-
texts, ríkið typically refers to the Danish King-
dom rather than the Faroe Islands. This mis-
interpretation might also reflect an Icelandicism.
Other Faroese terms that are commonly mistrans-
lated include fiskaplassið, which refers to a stone-
paved area for drying fish but gets translated as
"fish place," and hoyggjhús, which is translated as
"living room" instead of "hay barn". Occasion-
ally, these culturally specific terms are translated
into nonsensical words. For instance, the Faroese
term for "paternal granduncle", abbabeiggi, was
erroneously translated as "abbess." The term ab-
babeiggi is culturally significant, as, although Ice-
landic also has a term for the brother of your grand-
father, afabróður, it is not as commonly used as
in Faroese. Notably, Danish lacks a term for this
specific type of granduncle. Another example of
a mistranslation is the Faroese word for a national
dish, pilot whale steak (grindabúffur), which was
translated to the nonsense word "grindabuffi".

This examination underscores that although
GPT-4’s FO–EN translations are of commendable
quality, they exhibit specific and frequently recur-
ring mistakes, notably in handling cultural sub-
tleties and idiomatic expressions. Further qualita-
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tive analyses of errors are deferred to the appendix.

5 Discussion

According to the human evaluation of the GPT-4
translation data, GPT-4 has demonstrated its pro-
ficiency in translating from Faroese to English,
especially in the context of news articles. How-
ever, the translations are not perfect and we ad-
dress the limitations later in this section. This find-
ing of translation quality is consistent with recent
research indicating GPT-4’s effectiveness in trans-
lating from low-resource languages to English, as
highlighted in studies by Bang et al. (2023), Jiao
et al. (2023), and Yang and Nicolai (2023). The
model’s particular strength in news translation is
likely due to its extensive training on a wide ar-
ray of news texts, which is abundantly available
online for collection. However, when it comes
to blog texts, which are rich in idiomatic expres-
sions and fixed phrases, GPT-4’s performance dips
slightly (from 94.41 to 88.38). This drop in per-
formance suggests that while GPT-4 can gener-
ate high-quality translations, its capability dimin-
ishes with content that heavily features language-
specific idioms and cultural nuances. Yet, the
synthetic parallel sentences generated by GPT-4
present a "Silver Standard" resource for training
MT models for Faroese, complementing the "Gold
Standard" human-translated data. Although not a
substitute for human translation, the combination
of synthetic and human-generated data could po-
tentially enhance the training materials available
for Faroese MT models (for German and Gali-
cian, see Yang and Nicolai (2023); for English,
German and Turkish, see Sennrich et al. (2016).
However, to fully assess the impact of GPT-4 gen-
erated parallel data on MT model performance, a
larger dataset would be ideal. For this study, the
collection was limited to 5,408 sentence pairs due
to cost considerations and the licensing restrictions
imposed by OpenAI on their model’s output13.

During the study, a preliminary experiment was
conducted to see how well GPT-4’s translation
performed from English into Faroese, which re-
vealed significant limitations. The model often
failed to construct grammatically correct Faroese
sentences, frequently producing outputs that ap-
peared to be an amalgamation of Icelandic and
Faroese. This finding corroborates previous re-

13At the time of usage, gpt-4-0613 cost $0.03 for every input
token and $0.06 for every output token.

search indicating that GPT-4’s capabilities in trans-
lating from English to low-resource languages re-
main constrained. Studies by Hendy et al. (2023),
Lyu et al. (2023), Jiao et al. (2023), and Yang and
Nicolai (2023) have similarly documented these
challenges, reinforcing the observation that GPT-
4’s performance in such translation tasks is not yet
satisfactory.

6 Limitations

6.1 GPT-4’s Splitting of Sentences

GPT-4 did not consistently split the Faroese text
into sentences although it was explicitly instructed
to do so using our function-callin approach to ex-
tract output in a structured manner. An analysis of
a random selection of 500 rows from the parallel
dataset generated by GPT-4 revealed 29 cases of
improper sentence division. This means that GPT-
4 incorrectly split the Faroese sentences 5.8% of
the time. This could also be related to the reason
why GPT-4 struggled with translating NEs. NEs
are notoriously difficult for MT models to handle
accurately, and Named Entity Recognizers (NERs)
are often employed alongside these models to en-
hance performance (Babych and Hartley, 2003).
In the early stages of developing the GPT-4 par-
allel data for this experiment, attempts were made
to have GPT-4 label the Faroese text with NE la-
bels. However, these efforts were unsuccessful,
leading to the exclusion of this step from the pro-
cess. This difficulty likely stems from GPT-4’s
inadequate ability to recognize Faroese NEs, con-
tributing to its struggles with their translation.

6.2 Systematic Translation Errors

While GPT-4 delivers translations of high quality
from Faroese to English, it is worrying to see that
the errors it makes are often specific to Faroese
context and culture. These mistakes do not seem to
be random but show a pattern that could negatively
affect the efficacy of an MT model trained with
such data. A possible remedy might have been
to enrich GPT-4’s contextual understanding, per-
haps by feeding it Wikipedia articles that encapsu-
late key facts about Faroese culture and the Faroe
Islands, or by exposing it to Faroese texts across
different genres. This enhanced prompting strat-
egy, not dissimilar to few-shot prompting (Brown
et al., 2020) could have helped GPT-4 in situations
where its grasp of context and global knowledge
fell short. Ultimately, the synthetic parallel data
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produced by GPT-4 ought to be considered as "Sil-
ver Standard", rather than "Gold Standard" data,
which is typically human-translated. Drawing par-
allels to the findings of Yang and Nicolai (2023) re-
garding German and Galician ChatGPT-generated
parallel data, it becomes apparent that Silver Stan-
dard Data holds value, particularly when combined
with human-translated data for training Faroese
MT models to maximize performance.

6.3 Lack of MQM annotators

It is crucial to acknowledge that since there was
only one annotator, the MQM scores should not be
compared with those from projects that had multi-
ple annotators, under the assumption that the result
for Faroese is not as robust as for other languages
(i.e. due to potential individual biases). The pri-
mary aim of conducting the MQM evaluation was
to delve into error analysis and obtain a compre-
hensive understanding of the translation quality.
Additionally, the Faroese annotator chose not to
apply the "neutral" error weight during the MQM
assessment, a deviation from conventional prac-
tices. This decision was made because labeling an
error as "neutral" seemed inappropriate when such
a categorization is typically reserved for instances
deemed not to be the translator’s fault and, in this
case, the translator is a language model. Looking
back, this neutral category might have been appli-
cable for source text errors, such as typos, but ul-
timately, these errors were given the label "source
error", so the resulting score was not affected as
"source errors" count the same as a "neutral" error.
Only 12 source errors were found in total, and only
four of them resulted in a translation error. Deter-
mining whether an error is attributable to the lan-
guage model presents its own challenges. Further-
more, given that the MQM framework is designed
for evaluating both human- and machine transla-
tion, applying it uniformly to both can be problem-
atic. For instance, human translators often tailor
their work to a client’s specific style requirements,
which can range from general and succinct to ver-
batim translations, depending on whether clarity or
fidelity is prioritized. Current MT models, how-
ever, lack the capability to adjust their output based
on stylistic preferences without specific training
for each requirement. Nevertheless, LLMs like
GPT-4 have shown the ability to adapt to given in-
structions, suggesting they can be directed to fol-
low certain styles or formalities. Future research

may need to reconsider how we evaluate LLMs
like GPT-4, taking into account their unique capa-
bilities and limitations.

6.4 OpenAI and Model Ownership

OpenAI’s terms of use (OpenAI, 2023) stipulate
that while users are granted ownership of the out-
put generated by its services, there are restrictions
when it comes to using GPT-4 output for model
training. Specifically, users are prohibited from
using the output to develop models that compete
with OpenAI. As a result, the authors of this pa-
per limited their generation to approximately five
thousand parallel sentences with GPT-4, as they
would not have been able to share any models
fine-tuned using this training data. Similarly, AI
META’s Llama 2 model permits derivative works
but forbids their use in enhancing language models
other than Llama (Meta AI, 2023), which would
have prevented the authors from sharing their fine-
tuned MT models had they used Llama 2 instead
of GPT-4.

However, there are open-source LLMs that
serve as alternatives, some of which aim to ad-
dress the lack of diversity in the text used to train
LLMs. Notable efforts include AI Sweden’s GPT-
SW3 (Swedish Government, 2023), focused on
Nordic languages, and the upcoming Horizon Eu-
rope funded TrustLLM, aiming for an open, trust-
worthy, and Germanic language-focused LLM14.
AI Sweden offers a flexible license for GPT-
SW3 (AI Sweden, 2023), exemplifying the push
towards democratizing LLM access. It is worth
noting that there are significant differences in pa-
rameter size between these models, with GPT-
SW3’s largest instruct model having 20B parame-
ters, Llama 2’s biggest instruct model having 70B
parameters, and GPT-4 believed to have over a
trillion parameters. Another recently published
open model is Mistral’s Mixtral 8x7B, which is un-
der the Apache 2.0 license and is reported to ei-
ther match or outperform Llama 2 and GPT-3.5
on most standard benchmarks (Mistral AI team,
2023). These open models provide potential alter-
natives for future work in automating Faroese NLP
resource creation.

6.5 Future Work

This research has identified several promising di-
rections for future work in Faroese MT. Firstly,

14https://trustllm.eu/
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the potential of synthetic parallel data produced by
LLMs like GPT-4 for Faroese remains largely un-
explored. Future efforts should focus on creating a
larger corpus of synthetic parallel sentences cov-
ering a wider range of text genres beyond news
and blogs. This approach would provide insights
into how effectively such data can train more ro-
bust MT systems. However, licensing restric-
tions associated with some LLMs may necessitate
a shift towards openly available models, such as
GPT-SW3, the forthcoming Germanic LLM from
the TrustLLM project, or Mistral’s Mixtral 8x7B.
These open models would facilitate the generation
of larger datasets and ensure the ability to freely
share and distribute the resulting works, aligning
with research efforts aimed at enhancing NLP ca-
pabilities for low-resource languages like Faroese.
Scalvini and Debess (2024) have demonstrated the
merits of using language-family-specific models,
such as GPT-Sw3, in refining translation accu-
racy and facilitating data augmentation efforts for
Faroese.

Secondly, there is currently no human-translated
parallel dataset for Faroese derived from mono-
lingual Faroese texts. Existing datasets, such as
FLORES-200 and the Sprotin parallel corpus, are
translations from English and do not accurately re-
flect Faroese-specific expressions and terminolo-
gies. Consequently, the synthetic parallel data gen-
erated by GPT-4 also falls short in capturing these
unique Faroese nuances. Therefore, developing a
human-translated parallel dataset centered around
Faroese monolingual content, with an emphasis on
capturing the richness of Faroese cultural and lin-
guistic elements, would be highly advantageous
for future research in Faroese MT.

Finally, recent advancements in models like
Gemini 1.5 Pro, which can process exceptionally
long contexts, have opened up new prospects for
MT in Faroese. Gemini 1.5 Pro has demonstrated
its ability to learn new languages from a minimal
set of instructional materials. Specifically, with
only 500 pages of linguistic documentation and ap-
proximately 400 parallel sentences, it managed to
learn and translate from English to Kalamang, a
critically low-resource language with minimal on-
line presence, achieving translation quality com-
parable to human learners (Gemini Team, 2024).
This success suggests that for Faroese, leverag-
ing Faroese grammar books and lexical resources
in the translation context could make high-quality

translation not only feasible but also efficient. This
promising approach warrants further investigation
in future research.

7 Conclusion

In conclusion, this paper has demonstrated the
potential of GPT models like GPT-4 in gener-
ating synthetic parallel data, potentially mitigat-
ing the scarcity of high-quality, human-translated
datasets. Through a detailed analysis of GPT-
4’s translation from Faroese to English, includ-
ing a synthetic parallel dataset and an MQM
framework-based evaluation, we have uncovered
both strengths and limitations of employing GPT
models for MT. While GPT-4 shows promise in
generating translations that could serve as valu-
able training data, challenges remain, particularly
with translations that involve cultural and con-
textual nuances. This exploration not only con-
tributes to the understanding of GPT models’ ca-
pabilities in translating low-resource languages
but also sets the stage for future research di-
rections. By integrating synthetic and human-
generated data, there’s potential to enhance MT
models for Faroese, pushing the boundaries of ac-
cessibility and quality in MT for low-resource lan-
guages. This study underscores the necessity for
ongoing research to fully leverage the capabilities
of advanced models like GPT-4, aiming for a fu-
ture where no language is left behind in the digital
age.
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A Quantitative Error Analysis

We count the most common errors and display
them in Table 3. Furthermore, we refer to two
additional categories of common errors found in
GPT-4’s translations from Faroese to English.

Translationese
GPT-4 occasionally generates translations that
come across as awkward or grammatically in-
correct in English, an issue commonly en-
countered in MT referred to as "machine-
translationese" (Zhang and Toral, 2019; Daems et
al., 2017; Vanmassenhove et al., 2021). In the
case of the Faroese to English translations, GPT-4
sometimes opts for a literal, word-for-word trans-
lation approach, leading to syntax that sounds un-
natural. For example:

• FO: Illgruni er tó um, at sjey onnur eisini
eru smittað við nýggja frábrigdinum, skrivar
Ritzau.

• GPT4 "However, there is suspicion that seven
others are also infected with the new variant,
writes Ritzau."

In this case, it is more natural to choose the word
order, "Ritzau writes". However, it is worth to note
that this type of error is possibly not thought of as
an error by some, because it could in reality be a
question of style-preference.

Inappropriate Register
Finally, GPT-4 sometimes opts for translations that
carry an inappropriate tone, especially noticeable
in formal settings such as news articles. For in-
stance, andaðist is translated into the more col-
loquial "died" rather than the more fitting and re-
spectful "passed away". This discrepancy in tone
becomes particularly evident in news reporting,
where a certain level of formality is anticipated.
However, it is crucial to acknowledge that the reg-
ister and genre of the text were not defined when
prompting GPT-4.
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Category News Sentences (425) Blog Sentences (425)

Correct-translation-wrong-terminology 89 20
NEs 26 5
Cultural context 16 18
Idioms and fixed phrases 11 19
DKK 19 0
Translationese 10 7
Icelandicism 6 7
Source error 8 (2) 2
Faroese 3 1
Inappropriate register 2 0
COVID 1 0
Other 41 56

Table 3: Detailed evaluation results for specific categories in translations of 425 news sentences and 425 blog sentences. The
figures in parentheses indicate the count of translation errors within the total reported for that category.
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