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Foreword from the General Chair

As president of the European Association for Machine Translation (EAMT) and General Chair of the
25th Annual Conference of the EAMT, it is with great pleasure that I write these opening words to the
Proceedings of EAMT 2024, a special year since we are celebrating our 25th anniversary!

According to tradition, my first note of deep appreciation and gratitude goes to Celia Rico, Luc Meertens,
Lucia Specia, and Maja Popovič, Executive Board Members, who have moved to new adventures in their
lives, after outstanding, and dedicated service to the EAMT community.

We have several milestones to celebrate this year, built upon the hard work of our Executive Committee
(EC) and our community: upgraded grants for low-income and war zones and for Translation Studies, a
record submission rate for research projects, continuous excelling submissions for the best thesis award,
and one of the highest number of papers ever submitted to our conference (80 papers accepted)! I could
not be prouder of our EC and the dynamics of our community.

The EAMT Executive Committee (EC) has been very busy. Luc Meertens (treasurer), Carolina Scarton
(secretary) and Sara Szoc (preparing to become our secretary and supporting everything we do) have
been tirelessly supporting all initiatives. André Martins and Celia Rico, our co-chairs for low-income
areas, war zones and Translation Studies grants, selected 11 grantees, 6 applicants from Translation Stu-
dies and 5 from war zones (3 hybrid light and 8 in-person). Maja Popovič and Sara Szoc, our co-chairs
for the Research Projects, selected 4 projects (equally distributed by students and general research pro-
jects calls) with a diverse set of topics. To all our co-chairs, my gratitude! The selection work is never an
easy task and this year was particularly hard.

The same applied to the best thesis award – Barry Haddow, chair of the Best Thesis Award, had a very
difficult time selecting a candidate, since the submissions were of very high quality. Our congratulations
to Marco Gaido’s thesis “Direct Speech Translation Toward High-Quality, Inclusive, and Augmented Sy-
stems"(FBK, Italy), supervised by Marco Turchi and Matteo Negri. Our congratulations extended to the
two highly commended theses of Jannis Vamvas: “Model-based Evaluation of Multilinguality” (Univer-
sity of Zurich, Switzerland), supervised by Rico Sennrich and Lena A. Jäger; and Javier Iranzo-Sánchez:
“Streaming Neural Speech Translation” (UPV, Spain), supervised by Jorge Civera and Alfons Juan.

EAMT, as full sponsor of the MT Marathon, would also like to highlight the outstanding work that the
MT Marathon organisers conducted, enriching the vitality of our community with their projects and
keynotes. A special thank you to the organising committee Lisa Yankovskaya, Agnes Luhtaru, Lisa Ko-
rotkova, Mark Fišel, Ondrej Bojar, and Barry Haddow for all the efforts on yet another successful MT
Marathon event. Thank you, University of Tartu, for hosting the event.

Sheffield, United Kingdom! EAMT 2024 celebrates our 25th anniversary! Our conference will have
a three-day, four-track programme put together by our chairs: Rachel Bawden and Víctor Sánchez-
Cartagena (research: technical track co-chairs); Ekaterina Lapshinova-Koltunski and Patrick Cadwell
(research: translators & users track co-chairs); Chatzitheodorou Konstantinos and Vera Cabarrão (imple-
mentations & case studies track co-chairs); and Mikel Forcada and Helena Moniz (products & projects
track chairs). And backing up all the scientific components of our conference and filters of quality for
the final selection: our reviewers. Thank you for your work and the alignment between all the chairs!

Continuing the successful event from Tampere, this year EAMT 2024 will also have an extra day for
workshops and tutorials, organised by our co-chairs Diptesh Kanojia and Mary Nurminen. Once more,
the submissions for workshops and tutorials largely exceeded our expectations for our second edition!
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The programme will continue the tradition of including two keynote speakers, Alexandra Birch (Reader
in Natural Language Processing in the Institute for Language, Cognition and Computation, School of
Informatics, University of Edinburgh) and Valter Mavrič (Director-General of the Translation Service
– DG TRAD – at the European Parliament). Our outstanding keynote speakers will demonstrate their
extensive and global impactful work in translation studies and translation technologies.

EAMT 2024 would never be possible without the synergetic, sharp, enthusiastic, and hard working local
organising team! What a dream and fun team to work with! Our local co-chair, Carolina Scarton (Uni-
versity of Sheffield, UK), who always supports the EAMT community and is always eager to do the best
EAMT ever! Our local co-chair from ZOO Digital, Chris Oakley, also Charlotte Prescott (ZOO Digital,
UK), Chris Bayliss (ZOO Digital, UK), Joanna Wright (University of Sheffield, UK), and Xingyi Song
(University of Sheffield, UK). From the local organising support team, our thank you to Freddy Heppell
(University of Sheffield, UK) and Tom Pickard (University of Sheffield, UK). Our special gratitude to the
University of Sheffield and ZOO Digital for the joint efforts. You will surely make our 25th anniversary
memorable!

The Sheffield team is working towards a special 25th anniversary. Carolina Scarton has been doing
intensive work on organising and finding a home for the John Hutchins Machine Translation Archive.
Carolina is deeply committed to respect John’s wishes of making his library available to the community,
and the former president, Mikel Forcada, and current one are fully supporting Carolina’s initiatives. As
an anticipation of such effort, the Sheffield team is working on presenting a sample of John’s books for
EAMT 2024 participants! Thank you, Carolina Scarton, for all the hard work on this. Within this topic
still, a special thank you to Mike Hutchins, John’s son, who is fully committed to make it happen and
respect his father’s vision of giving back to the community.

EAMT has been supported by generous sponsors in its initiatives along the years. This year is no ex-
ception. Our gratitude to our Silver sponsors: RWS Language Weaver, Translated, and Unbabel. To our
Bronze sponsors: CrossLang, Pangeanic, STAR, and TransPerfect. Also to Apertium, our long standing
collaborator sponsor, Springer, our Supporter sponsor for the Best Paper award, and our Media sponsors,
MultiLingual. Your support is vital in our efforts to give back to our community through grants and other
initiatives.

A note still to all our EAMT members and our participants! Without you no effort would make sense!
Let us take this opportunity to create scientific collaboration and give constructive feedback. To fully
enjoy the conference, please check our Code of Conduct at https://eamt2024.sheffield.ac.
uk/code-of-conduct. I’m looking forward to seeing you all and celebrating our 25th anniversary
with you!

It is our organisation’s greatest wish to continue giving back to our community and to drive and be
driven by our community’s energy and enthusiasm. Reach out to us if you have new ideas or suggestions
you would like to implement. We will try hard to accomplish it with you. Learn more about us at
https://eamt.org/.

Helena Moniz

President of the EAMT
General Chair of EAMT 2024
University of Lisbon / INESC-ID, Portugal
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Message from the Organising Committee

Ey Up!

We are delighted to welcome you to EAMT 2024 at Sheffield and celebrate its 25th anniversary. Shef-
field, renowned for its rich industrial heritage and pivotal role in the steel industry, provides an ideal
venue for “forging” collaboration and exchanging ideas. The outdoor cityprovides an ideal and welco-
ming environment for a thriving international community with a large number of students. The UK’s
greenest cityhas the Peak District National Park at its doorstep, being a not to be missed place for the
most adventurous (looking for sports like bouldering and mountain biking) as well as for just relaxing
on a short walk enjoying the views and hospitality of the Peak District’s small villages. It is not rare that
students end up staying in Sheffield and calling this fabulous place home (which is the case of some of
us on the organising committee).

The University of Sheffield has also been key in developing Machine Translation research, being an ac-
tive member of EAMT and part of its history. Memorable former members of the Sheffield community
include: the late John Hutchins (creator of the MT Archive and author of the 1992 book An introduction
to machine translation) was a librarian in Sheffield from 1965 and 1971; the late Professor Yorick Wilks
(author of the 2008 book Machine Translation: Its Scope and Limits) was an emeritus professor and a
former Head of the Computer Science department; and Professor Lucia Specia (the pioneer in the area
of MT Quality Estimation and author of the 2018 book Quality Estimation for Machine Translation) was
professor at the Computer Science department and former PhD supervisor of two of the local organisers.

ZOO Digital is a global provider of cloud-based localisation and digital distribution services for the me-
dia and entertainment industry. ZOO Digital offers a range of services including subtitling, dubbing,
media processing, and distribution. The company uses proprietary technology platforms to streamline
and manage the localisation process, making it more efficient and cost-effective. ZOO is a long-term
partner of the University of Sheffield, being committed to support research in speech and text transla-
tion. They are also one of the most active sponsors of our UKRI AI Centre for Doctoral Training (CDT)
in Speech and Language Technologies and their Applications and had their first sponsored PhD student
working on the area of MT graduating in 2023.

We are especially excited about our conference venues, which showcase some of Sheffield’s most iconic
sites. Our welcome reception will take place in the stunning Sheffield Winter Garden, one of the largest
temperate glasshouses in the UK. This beautiful indoor garden is filled with exotic plants from around the
world. The conference dinner will be hosted at the Kelham Island Museum, a celebrated institution that
chronicles the city’s industrial history and innovation in steel production. Attendees will have the unique
opportunity to visit the impressive River Don Engine, a steam engine that highlights Sheffield’s enginee-
ring and industrial heritage. We are also thrilled to announce that ZOO Digital has generously funded a
special pre-conference social event at the National Videogame Museum. This interactive museum cele-
brates the history and culture of video games, offering a fun and engaging way for attendees to unwind
and connect with each other. Finally, participants that opt to attend the Kelham Island Food tour will
be taken on a culinary journey of the area, visiting a range of eating establishments and enjoying gene-
rous samples at each stop, and gaining insight into the interesting history of this famous Sheffield district.

We extend our deepest gratitude to our Silver Sponsors (Language Weaver, Translated, Unbabel), Bronze
Sponsors (AppTek, CrossLang, Pangeanic, STAR Group, TransPerfect), Collaborator (Apertium), Sup-
porter (Springer Nature), Media Sponsors (MultiLingual), track chairs (Helena Moniz, Rachel Bawden,
Víctor M Sánchez-Cartagena, Patrick Cadwell, Ekaterina Lapshinova-Koltunski, Vera Cabarrão, Kon-
stantinos Chatzitheodorou, Mikel Forcada, Mary Nurminen, Diptesh Kanojia, Barry Haddow), keynote
speakers (Alexandra Birch, Valter Mavrič), the programme committee, and authors.
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Our special very thanks goes to the volunteers (Freddy Heppell, Tom Pickard, Edward Gow-Smith, and
Shenbin Qian), administrative and technical support (Natalie Hothersall, Kim Matthews-Hyde, and Ja-
mes Bishop), events management (Gavin Lambert), and our emergency organisation support committee
(Xi Wang and Mark Stevenson) whose hard work and dedication have made this conference possible. We
also thank the EAMT executive committee for all the support provided and trust in our work, in particular
Helena Moniz (also our general chair) and Sara Szoc. Finally, we also thank the Department of Compu-
ter Science, in particular Professor Heidi Christensen (Head of the Computer Science department) and
Professor Kalina Bontcheva (head of the Natural Language Processing research group), for their support
of our conference.

We invite you to explore and enjoy the city of Sheffield. Whether you are discovering its historical land-
marks, enjoying its green spaces, or immersing yourself in its rich cultural offerings, we hope you find
inspiration both within and beyond the conference sessions.

Carolina Scarton
(University of Sheffield)

(EAMT Secretary)

Charlotte Prescott
(ZOO Digital)

Chris Bayliss
(ZOO Digital)

Chris Oakley
(ZOO Digital)

Joanna Wright
(University of Sheffield)

Stuart Wrigley
(University of Sheffield)

Xingyi Song
(University of Sheffield)
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Preface by the Programme Chairs

On behalf of the programme chairs, a warm welcome to the 25th annual conference of the European
Association for Machine Translation in Sheffield, UK. Following last year’s restructuring of the resear-
ch track into two tracks, this year’s conference programme is divided into four tracks, two dedicated to
research (one for technical papers for development of MT techniques and one focused on translators and
users of MT), an implementations and case studies track and a projects and products track.

The Technical Research track invited submissions on significant results in any aspect of MT and related
areas, including multilingual technologies. As in previous years, this track proved the most popular of the
four tracks, receiving a total of 46 submissions from 26 different countries. With one desk rejection and
four paper withdrawals, 20 papers were accepted from 18 different countries, resulting in an acceptance
rate of 43%, which is consistent with previous years. Six of the accepted papers are to be presented orally
and the remaining 14 will be presented as posters.

Following current practices in the field, papers focus on neural MT (NMT), with several works also
studying large language models (LLMs) for translation. Accepted papers represented a wide range of
topics relevant to current interests in the field: context-aware MT (Appicharla et al., 2024; Gete and
Etchegoyhen, 2024); the application of techniques for low-resource languages and scenarios (Chen et
al. 2024; Guttmann et al.; Simonsen and Einarsson, 2024; Song et al. 2024) including sign language
translation (McGill et al., 2024); attention to specific domains (Ploeger et al., 2024; Roussis et al. 2024)
and to the challenges faced when dealing with them, e.g. for the incorporating of terminologies (Hauhio
and Friberg. 2024). A number of works study LLMs (Chen at al, 2024.; Mujadia et al. 2024; Simon-
sen and Einarsson, 2024), a trend that is likely to continue in years to come. As a sign of the progress
being made in the quality of MT systems, the EAMT 2024 technical research track also features several
papers dealing with topics related to the alignment of MT outputs with the expectations of human users
(Moura Ramos et al., 2024), including on the topics of toxicity (García Gilabert et al., 2024), formality
(Wisniewski et al., 2024) and gender-inclusiveness (Piergentilie et al., 2024).

We would like to give our thanks to all the authors who submitted to the track and to the 72 reviewers,
who provided feedback and insightful comments for the submissions received. We are particularly gra-
teful to the emergency reviewers who agreed to review papers at the last minute in order for decision
notifications to be sent out on time.

Translators and Users Track

The focus of the Translators and Users track is to cover a wide range of topics related to the interac-
tion between human translators and other users of machine translation. The second edition of this track
attracted 21 papers, with 18 accepted out of them which comprises 85.71% of acceptance. Five of the
accepted papers will be presented orally and 13 will be presented at a dedicated poster presentation ses-
sion. The accepted papers address the interaction between machine translation and its users from various
perspectives and cover various aspects of machine translation use, including both interlingual and intra-
lingual translation, looking into challenges and potentials of large language models, as well as correlating
human and machine translation. They provide novel examinations of long-standing areas of interest for
translators and users in this space including translation quality, MT performance, tools and methods to
assist translators, and users’ perceptions and attitudes towards MT.

Sui He experiments with prompts applying ChatGPT for automatic translation. The author compares
translation briefs and what s/he calls persona prompts (assignment of a role of an author or translator to
the system).
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Claudio Fantinuoli and Xiaoman Wang explore correlation between automatic quality evaluation metrics
with human judgements for simultaneous interpreting.

Serge Gladkoff et al. investigate the application of the state-of-the-art LLMs for uncertainty estimation
of MT output quality, which is required to determine the need for post-editing.

Paolo Canavese and Patrick Cadwell analyse translators’ perspectives on the use of machine translation
and its impact in a specific institutional setting, i.e. the Swiss Confederation.

Marta R. Costa-jussà et. al. presents a novel multimodal and multilingual pipeline to automatically iden-
tify and mitigate added toxicity at inference time, which does not require further model training.

Celia Soler Uguet et al. compare performance of various LLMs for automatic post-editing and MQM
error annotation across four languages in a medical domain.

Lise Volkart and Pierrette Bouillon compare human translation and post-edited machine translation from
a lexical and syntactic perspective in two language pairs: English-French ad German-French. Their aim
is to find out if NMT systems produce lexically and syntactically poorer translations.

Gabriela Gonzalez-Saez et al. describe their work on visualisation tools to foster collaborations between
translators and computational scientists.

Maria Kunilovskaya et al. explore if GPT-4 can reduce translationese (specific feature of translated texts)
in human-translated texts on bidirectional German-English data from the Europarl corpus.

Rachel Bawden et al. evaluate the effectiveness of a post-editing pipeline for the translation of scientific
abstract demonstrating that such pipelines can be effective for high-resource language pairs.

Vicent Briva-Iglesias and Sharon O’Brien present a user study on professional English-Spanish transla-
tors in the legal domain, which focuses on impact of negative or positive translators’ pre-task perceptions
of MT.

Miguel Rios et al. explore the impact of automatic speech synthesis in a post-editing machine translation
environment in terms of quality, productivity, and cognitive effort.

Silvana Deilen et al. evaluate performance of intralingual machine translation systems in the area of
health communication.

Michael Carl looks into a way of using machine learning to validate the empirical objectivity of a taxo-
nomy for behavioral translation data.

João Lucas Cavalheiro Camargo et al. conduct a survey aimed at identifying and exploring the attitudes
and recommendations of machine translation quality assessment educators.

Bettina Hiebl and Dagmar Gromann propose to use the Best-Worst scoring for a comparative translation
quality assessment of one human and three machine translations in the English-German language pair.

Adaeze Ngozi Ohuoba et al. investigate methods to detect critical and harmful MT errors caused by
non-compositional multi-word expressions and polysemy. For this, they design diagnostic tests that they
apply on collections of medical texts.

vii



Nora Aranberri explores evaluation of the Spanish-Basque translations. The author compares evaluations
done by volunteers and translation professionals.

We would like to thank the 28 colleagues that kindly gave their time and effort to review the papers
submitted to this track. Your reviews were perceptive, detailed, and, above all, constructive. We would
also like to express our special gratitude to those reviewers who stepped in at the last minute to provide
extra reviews at short notice. Your collegiality was a great support to us.

Implementations and case studies track

Entering the second year with the Implementations & Case Studies track, we are excited to share the
acceptance of 9 papers. These papers cover a wide range of topics, showing the latest advancements,
challenges, and creative ideas in MT. The goal for this track remains unchanged: to report experiences
with MT in organizations of all types (both industry and academia) and to share views and observations
based on day-to-day experiences working within the dynamic field of MT.

The journey begins with Oliver et al. who detail corpus creation and NMT model training for legal texts
in low-resource languages, shedding light on the intricacies of bridging linguistic gaps in specialized
domains.

Continuing on this path, Eschbach-Dymanus et al. delve into the realm of domain adaptation of MT for
business IT texts, offering valuable insights into the translation capabilities of LLMs.

Bechara et al. present the creation and evaluation of a multilingual corpus of UN General Assembly
debates, underscoring the importance of robust linguistic resources in advancing our understanding of
multilingual communication.

Additionally, Korotkova and Fishel present groundbreaking research on Estonian-centric MT, emphasi-
zing data availability and releasing a back-translation corpus of over 2 billion sentence pairs.

Moving forward, Silveira et al. examine the suitability of GPT-4 in generating subject-matter expertise
assessment questions, illuminating new avenues for leveraging artificial intelligence in language asses-
sment.

Continuing in this direction, Nunziatini et al.’s research explores the advantages and disadvantages of
using LLMs to make raw MT output gender-inclusive.

Berger et al. work in prompting LLMs with human error markings represents a significant step towards
self-correcting MT, offering promising avenues for enhancing translation quality in specialized domains.

Vasiļjevs et al. present findings from a comprehensive market study on advancing digital language equa-
lity in Europe. They provide critical insights into the current landscape of multilingual website translation
and introduce innovative open-source solutions aimed at bridging linguistic divides.

Lastly, Vincent et al. present an insightful case study on contextual MT in professional subtitling. This
work sheds light on the practical implications of incorporating extra-textual context into the MT pipeline,
offering valuable lessons for industry practitioners.

Together, these papers paint a vivid picture of the ever-evolving landscape of MT Implementations &
Case Studies, showcasing the ingenuity, resilience, and collaborative spirit of the MT community.
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Products and Projects track

This year we received 31 submissions and 30 papers were accepted. The selection will provide a plethora
of products and projects being developed by our community with a rich set of topics, ranging from EAMT
sponsored projects, European projects, services and products from distinguished industry and research
players of our community. It will surely be a very lively session with the usual poster boasters (one of our
EAMT conferences’ favourite moments) and poster sessions. We would like to thank the 25 reviewers,
who were drafted quite late, for their quick response and their timeliness.

Rachel Bawden
(Inria, Paris, France)

Víctor M Sánchez-Cartagena
(University of Alacant, Spain)

Patrick Cadwell
(DCU, Ireland)

Ekaterina Lapshinova-Koltunski
(University of Hildesheim, Germany)

Vera Cabarrão
(Unbabel, Portugal)

Konstantinos Chatzitheodorou
(Strategic Agenda, UK)

Helena Moniz
(University of Lisbon (FLUL)

INESC-ID, Portugal)

Mikel Forcada
(Prompsit Language Engineering

Elx, Spain)

Mary Nurminen
(Tampere University, Finland)

Diptesh Kanojia
(University of Surrey, UK)

Barry Haddow
(University of Edinburgh, UK)

ix



EAMT 2023 Best Thesis Award (Anthony C Clarke Award)

For the 2023 best theses award, we received a total of 9 submissions; all were MT-related thesis defended
in 2023. We recruited 20 reviewers to examine and score the theses, considering how challenging the
problem tackled in each thesis was, how relevant the results were for machine translation as a field, and
what the strength of its impact in terms of scientific publications was. Two EAMT Executive Committee
members also analysed all theses. It became very clear that 2023 was another very good year for PhD
theses in machine translation.

All theses had merit, all candidates had strong CVs and, therefore, it was very difficult to select a winner.

A panel of two EAMT Executive Committee members (Barry Haddow and Helena Moniz) was assem-
bled to process the reviews and select a winner that was later ratified by the EAMT executive committee.

We are pleased to announce that the winner of the 2023 edition of the EAMT Best Thesis Award is
Marco Gaido’s’ thesis “Direct Speech Translation Toward High-Quality, Inclusive, and Augmen-
ted Systems” (FBK, Italy), supervised by Marco Turchi and Matteo Negri.

In addition, the committee judged that the following theses, were “highly commended”:
Jannis Vamvas: “Model-based Evaluation of Multilinguality” (University of Zurich, Switzerland), su-
pervised by Rico Sennrich and Lena A. Jäger

Javier Iranzo-Sánchez: “Streaming Neural Speech Translation” (UPV, Spain), supervised by Jorge Ci-
vera and Alfons Juan

The awardee will receive a prize of C500, together with a suitably-inscribed certificate. In addition, Dr.
Gaido will present a summary of their thesis at the 25th Annual Conference of the European Association
for Machine Translation. In order to facilitate this, the EAMT will waive the winner’s registration costs,
and will make available a travel bursary of C200.

Barry Haddow, chair, EAMT BTA award 2023
University of Edinburgh, UK
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la Castilho, Anna Currey, José G. C. De Souza, Miquel Esplà-Gomis, Marcello Federico, Mikel
L. Forcada, Liane Guillou, Diptesh Kanojia, Philipp Koehn, Mary Nurminen, Constantin Orasan,
John E. Ortega, Santanu Pal, Danielle Saunders, Carolina Scarton, Xingyi Song, Felix Stahlberg,
Antonio Toral, Marina Sánchez Torrón, Bram Vanroy, Marcely Zanon Boito
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Keynote Talk
Harnessing the benefits of machine translation at the

European Parliament: from current practices to future
possibilities

Valter Mavrič
European Parliament
24-06-2024 11:00:00

Abstract: Machine translation (MT) is an essential tool for one of the largest institutional translation
providers in the world: the European Parliament’s Directorate-General for Translation (DG TRAD).
DG TRAD is home to 24 language units that embody and put into practice one of the core democratic
principles of the European Union: multilingualism. In this complex environment, MT has become an
integral part of DG TRAD’s work, helping it to manage an ever-growing volume of translation requests
and allowing it to focus on the unique value that only humans can bring to the translation process.
The MT technology used in DG TRAD is a focal point of cooperation between the EU institutions and is
constantly evolving. To best harness the benefits, DG TRAD relies on a dedicated team that carries out
tests to explore the best ways of using MT for DG TRAD’s content.
This presentation will tell you, from a user’s perspective, about DG TRAD’s journey to identify the most
efficient ways of working with MT. Here are some of the questions we will cover:

• How well does MT handle the European Parliament’s content? Do all languages produce the same
results? How does MT quality vary based on the type of content?

• How does MT improve efficiency? What efforts are still necessary after integrating MT into DG
TRAD’s workflow?

• What about clear language? How well does MT perform in this area?

Finally, we will look at the new areas DG TRAD is exploring in this age of artificial intelligence (AI)
and where we see that further research could provide added value.

Bio: Valter Mavrič is Director-General of the Translation Service (DG TRAD) at the European Parlia-
ment (since 2016), where he was previously acting Director-General (from 2014), Director (from 2010)
and Head of the Slovenian Translation Unit (from 2004). With an MA in applied linguistics and further
training in translation, interpretation, linguistics and management, he has a long experience as manager,
translator, interpreter and teacher of languages. He works in Slovenian, Italian, English, French, and
Croatian and is currently preparing a PhD in strategic communication.
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Keynote Talk
Translation and LLMs

Alexandra Birch
School of Informatics, University of Edinburgh

26-06-2024 09:15:00

Abstract: What is the future of translation research in the era of large language models? Brown et al.
in 2020 showed that prompting GPT3 with a few examples of translation could result in translations
which were higher quality than SOTA supervised models at the time (into English and only for French,
German). Until this point, research on machine translation had been central to the field of natural lan-
guage processing, often attracting the most submissions in annual NLP conferences and leading to many
breakthroughs in the field. Since then, there has been enormous interest in models which can perform a
wide variety of tasks and interest in translation as a separate sub-field has somewhat diminished. Howe-
ver, translation remain a compelling and widely used technology. So what is the promise of LLMs for
translation and how should we best use them? What opportunities do LLMs unlock and what challenges
remain? How can the field of translation still contribute to NLP? I will touch on some of my own resear-
ch but I focus on these broader questions.

Bio: Alexandra Birch is a Reader in Natural Language Processing in the Institute for Language, Cognition
and Computation (ILCC), School of Informatics, University of Edinburgh. She is a leader of the StatMT
group and a co-founder of Aveni.ai - an award winning startup in speech analytics and conversational AI.
Her main research focuses on machine translation and multilingual dialogue, but she has a broad interest
in leveraging NLP to create compelling applications that improve people’s lives.
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Tutorial
Linguistically Motivated Neural Machine Translation

Haiyue Song, Hour Kaina, Raj Dabre
National Institute of Information and Communications Technology (NICT), Japan

27-06-2024 09:00:00

Abstract: In this tutorial, we focus on a niche area of neural machine translation (NMT) that aims
to incorporate linguistics into different stages in the NMT pipeline, from pre-processing to model trai-
ning to evaluation. We first introduce the background of NMT and fundamental analysis tools, such as
word segmenters, part-of-speech taggers, and dependency parsers. We then cover topics including 1)
word/subword segmentation, and character decomposition during MT data pre-processing, 2) incorpo-
rating direct and indirect linguistic features into NMT models, and 3) fine-grained linguistic evaluation
for MT systems. We reveal the impact of orthography, syntax, and semantics information on translation
performance. This tutorial is mainly aimed at researchers interested in the intersection of linguistics and
low-resource machine translation. We hope this tutorial inspires and encourages them to develop lingui-
stically motivated high-quality MT systems and evaluation benchmarks.
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Panel
LLMs and Machine Translation for Low-Resource
Languages: Bridging Gaps or Widening Divides?

24-06-2024 15:00:00 - 17:00:00

LLMs such as ChatGPT, Claude and Gemini 1.5 have come to dominate the AI landscape, through their
ability to perform well across a wide range of tasks and languages. They have excellent abilities in
machine translation for high-resource languages, often performing on par with dedicated translation mo-
dels, and with exciting use-cases including stylization, post-editing, and human-in-the-loop approaches.
Nevertheless, these models’ capabilities are much more limited in languages with less digital represen-
tation: performance in lower-resource languages can be regarded as a byproduct rather than a focus and
the reliance on English language training data reinforces English language cultural hegemony, with par-
ticularly high representation of American English cultural knowledge in model weights. In downstream
evaluation, claims of multilinguality typically belie the dependence on English-centric data: the FLO-
RES dataset, for example, which contains MT evaluation data in over 200 languages, is largely translated
from English. This panel will explore the challenges and opportunities associated with LLMs for tran-
slating low-resource languages, investigating the dangers of exacerbating existing linguistic and cultural
biases, the potential of LLMs to democratise information access, and how to ensure that these models
benefit rather than marginalise underrepresented linguistic communities.

Panelists:

Adaeze Ngozi Ohuoba, University of Leeds, UK Adaeze Ngozi Ohuoba is a PhD researcher at the
School of Languages, Cultures and Societies, University of Leeds. Her PhD research focuses on using
large language models to detect and predict English medical source texts that could produce potentially
harmful outputs when machine translated into a low-resource language like Igbo. Prior to commencing
her PhD studies, she worked as a lecturer at the Department of Foreign Language and Translation Studies,
Abia State University, Nigeria. She is also a freelance translator/ editor specialising in legal, medical and
literary translations from French/Igbo into English and English/French into Igbo. Her research interests
include Machine Translation for Low-Resourced Languages, Computational Linguistics, French as a Fo-
reign Language and Language in Health

Alexandra Birch, University of Edinburgh, UK Alexandra Birch is a Reader in Natural Language
Processing in the Institute for Language, Cognition and Computation (ILCC), School of Informatics,
University of Edinburgh. She is a leader of the StatMT group and a co-founder of Aveni.ai - an award
winning startup in speech analytics and conversational AI. Her main research focuses on machine tran-
slation and multilingual dialogue, but she has a broad interest in leveraging NLP to create compelling
applications that improve people’s lives.

Chris Oakley, ZOO Digital, UK Chris Oakley is the Chief Technology Officer (CTO) of ZOO Digital,
a leading provider of cloud-based localization and digital distribution services for the global entertain-
ment industry. With a career spanning over two decades in the technology and digital media sectors,
Chris brings a wealth of experience and a visionary approach to his role at ZOO Digital. As CTO,
Chris Oakley is responsible for overseeing the development and implementation of cutting-edge AI and
ML technologies that power ZOO Digital’s innovative services. Under his leadership, the company has
continued to pioneer advancements in AI and ML cloud-based solutions, enabling efficient and scalable
workflows for the localization and distribution of movies, TV shows, and other digital content.
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Helena Moniz, President of EAMT & IAMT. University of Lisbon, Portugal. INESC-ID, Portugal
Helena Moniz is the President of the European Association for Machine Translation (2021-) and Presi-
dent of the International Association for Machine Translation (2023-). She is also the Vice-Coordinator
of the Human Language Technologies Lab at INESC-ID, Lisbon. Helena is an Assistant Professor at the
School of Arts and Humanities at the University of Lisbon, where she teaches Computational Linguistics,
Computer Assisted Translation, and Machine Translation Systems and Post-editing. She is now in a very
exciting project, coordinated by Unbabel, the Center for Responsible AI (https://centerforresponsible.ai),
within the Portuguese Recovery and Resilience Plan, as Chair of the Ethics Committee. Helena gra-
duated in Modern Languages and Literature at the School of Arts and Humanities, University of Lisbon
(FLUL), in 1998. She took a Teacher Training graduation course in 2000, a Master’s degree in Lingui-
stics in 2007, and a PhD in Linguistics at FLUL in cooperation with the Technical University of Lisbon
(IST) in 2013. She has been working at INESC-ID/CLUL since 2000, in several national and interna-
tional projects involving multidisciplinary teams of linguists and speech processing engineers. Within
these fruitful collaborations, she participated in more than 20 national and international projects. From
2015/09 to 2024/04, she was the PI of a bilateral project between INESC-ID and Unbabel, a translation
company combining AI + post-editing, working on scalable Linguistic Quality Assurance processes for
crowdsourcing. She was responsible for the implementation in 2015 of the MQM metric, the creation of
the Linguistic Quality Assurance processes developed at Unbabel for Linguistic Annotation and Editors’
Evaluation. She also worked on research projects, involving Linguistics, Translation, and Responsible
AI, and products developed by the Labs Team, mostly cultural transcreation, high risk products, and
silently controlled language metrics for dialogues. In a sentence, she is passionate about Language Te-
chnologies in a human-centric perspective and always feels like a child eager to learn!

Mirko Lorenz, Deutsche Welle, Germany Mirko Lorenz is an Innovation Manager working for Deut-
sche Welle, Germany’s international broadcaster. He has been a member of the Research and Cooperation
Team (ReCo) since 2008. One main outcome of his work is plain X, a 4-in-1 software to simplify content
adaptation. In plain X, users can transcribe, translate, subtitle, and create (synthetic) voice-overs. Mirko
has a master’s in economics and history from the University of Cologne and a professional background
in journalism. He co-founded Datawrapper, a tool to create charts and maps which is used in many large
newsrooms worldwide.

Valter Mavrič, DG TRAD, European Parliament Valter Mavrič is Director-General of the Translation
Service (DG TRAD) at the European Parliament (since 2016), where he was previously acting Director-
General (from 2014), Director (from 2010) and Head of the Slovenian Translation Unit (from 2004).
With an MA in applied linguistics and further training in translation, interpretation, linguistics and ma-
nagement, he has a long experience as manager, translator, interpreter and teacher of languages. He
works in Slovenian, Italian, English, French, and Croatian and is currently preparing a PhD in strategic
communication.

Moderator: Edward Gow-Smith, University of Sheffield, UK
Moderator: Carolina Scarton, University of Sheffield, UK
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When this PhD started, in November 2019,
the translation of speech into text in a differ-
ent language was mainly tackled with a cascade
of automatic speech recognition (ASR) and ma-
chine translation (MT) models. However, a new
paradigm was emerging, with the proposal of di-
rect (or end-to-end) models designed to tackle the
speech-to-text translation (ST) task in a single step.
At that time, the main question within the ST com-
munity was: will direct ST models be able to keep
their promise and reach (or even outperform) the
quality of cascade approaches? Therefore, the ini-
tial phase of the PhD has been dedicated to build-
ing high-quality direct models, specifically under
the practical scenario where lengthy audio files ne-
cessitate automated segmentation. The positive
outcomes attained in terms of overall translation
quality enabled the study of specific aspects of di-
rect systems that are pivotal for meeting the real
needs of end-users. Consequently, a significant
portion of the PhD has been dedicated to analyz-
ing and improving their behavior concerning two
critical aspects: inclusivity (in terms of gender
bias) and augmented translation (the integration
of useful concepts and contextual information to
help users’ understanding). Below, I summarize
the work I carried out on the above lines of re-
search, and the related findings and achievements.
Translation Quality. Through the continuous ex-
perimentation of new techniques compared with
the state of the art and evaluated in the challeng-
ing yearly international IWSLT evaluation cam-
paign for speech translation, I contributed to clos-
ing the gap between the two paradigms, as attested
by the first success of a direct system in the compe-

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

tition in 2020 (where the FBK model ranked 2nd,
first among academic participants) and a through
manual analysis carried out to compare the solu-
tions (ACL 2021). Specifically, on one side I in-
troduced training procedures and architectural so-
lutions aimed at improving the translation quality
of direct ST systems and their efficiency, reducing
computational costs. On the other, I focused on
how to limit the quality drops observed when the
audio is not segmented according to a known ref-
erence but has to be automatically segmented into
chunks processable by ST models.

As part of the first group of activities, I stud-
ied the best methods to transfer knowledge from
an MT model into a direct ST system with knowl-
edge distillation, highlighting not only the bene-
fits but also its limitations, for which I provided an
easy yet effective solution (IWSLT 2020). I also
proposed a compression mechanism that leverages
the prediction of a CTC module and dynamically
reduces the length of the input sequence in the
encoder of ST systems, improving both transla-
tion quality and computational efficiency (EACL
2021). Building on the CTC-compression module,
I introduced Speechformer, the first architecture
for direct ST that, enabled by an attention imple-
mentation with reduced computational complexity,
avoids any fixed compression of the audio input,
respecting the variability of the amount of infor-
mation in speech signals and bringing significant
quality gains (EMNLP 2021). Lastly, I showed the
superfluity of the ASR pre-training when using an
auxiliary CTC loss and the effectiveness of a sim-
ple data filtering procedure based on the transcript-
to-translation character ratio (IWSLT 2022).

Moving to the second goal of coping with sub-
optimal audio segmentation, I increased the ro-
bustness of direct ST models with regard to au-
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tomatic segmentation of the audio by fine-tuning
them on resegmented training corpora and by pro-
viding the previous audio segment as contextual
information (Interspeech 2020). Moreover, I pro-
posed a new hybrid segmentation method that lim-
its the quality degradation with respect to optimal
segmentation based on the transcripts, which are
unknown at inference time (ICNLSP 2021).

Inclusivity. Reckoning that a high overall qual-
ity is not enough to consider a technology ready
for the users and driven by the ethical commitment
and deep belief in the importance of raising aware-
ness of the limitations – and even potential harms
– of automatically-generated text in contemporary
society, I devoted part of my PhD to studying the
gender bias of direct ST systems. The goal was to
ensure the fairness of automatic systems and equal
opportunities for different groups of users to bene-
fit from them. In this context, I disclosed how the
pursuit of higher general performance can exac-
erbate gender representational disparities and pro-
posed mitigation techniques that reduce the gender
bias of ST models. To this aim, I explored differ-
ent solutions to control the grammatical gender of
words referred to the speaker (assuming that the
gender of the speaker is known in advance), in-
vestigating for the first time the case in which the
speakers’ gender conflicts with their vocal char-
acteristics (COLING 2020 Oustanding Paper).
In this context, I proposed automatic metrics tai-
lored at disentangling the gender bias of a system
from its overall quality, which has been validated
through an extensive manual analysis, which also
showed that ST models are nearly perfect in han-
dling gender agreement and that the most biased
part of speech is nouns (ACL 2022). Then, I un-
veiled the exacerbation of gender bias caused by
a BPE segmentation of the target text in compar-
ison with a character-based segmentation, and the
proposal of a solution that goes beyond the trade-
off between translation quality – BPE – and gender
accuracy – char – (ACL-Findings 2021). Lastly,
I demonstrated the increase in gender bias caused
by distilling knowledge from MT and how to solve
the issue with a simple fine-tuning (CLiC-it 2020
Best Paper, IJCoL 2022).

Augmented Translation. At last, motivated by the
practical needs of interpreters and translators, my
PhD evaluated the potential of direct ST systems
in the “augmented translation” scenario, where the
translation is enriched with contextual information

that eases its fruition. In particular, within the
Smarter Interpreting1 research project – aimed at
the creation of to a new generation of computer-
assisted interpreting (CAI) tools – the main focus
was the translation and recognition of named en-
tities (NEs), which constitute one of the most de-
manding challenges for interpreters. This strand
of research activities started with the creation of a
new benchmark (NEurRoparl-ST), used to assess
the similar weaknesses of cascade and direct ST
systems when it comes to NEs (EMNLP 2021).
Having ascertained that person names are the most
complex NE type for ST systems, I isolated the
factors that contribute to this difficulty of ST sys-
tems (low frequency in the training data, names as-
sociated with languages not included in the source
side of the training set) and proposed the adoption
of multilingual models that jointly predict the tran-
script and the translation (giving more weight to
the transcription) to mitigate such errors (IWSLT
2023 Best Paper). Moreover, in cases in which a
dictionary of entities likely to appear in a given do-
main is available (a frequent condition in the inter-
preting sector), I showed that the accuracy of NEs
(especially of person names) can be significantly
improved by means of additional modules that first
recognize which of them are present and then in-
ject the corresponding translations as suggestions
while generating the output (ICASSP 2023). The
project was concluded by the introduction of mod-
els that jointly perform ST and NER, outperform-
ing a pipeline of ST and NER systems while keep-
ing the computational cost as low as that of a single
direct ST model (Interspeech 2023).

Besides automatic evaluations on the proposed
benchmark, the effectiveness of our solutions has
been proved in two demos, carried out in April
and December 2022, in which our joint ST and
NER systems have been integrated into a new CAI
tool that displays the translated NEs and domain-
specific terminology in real time to the interpreter.
In the first demo, students and professionals of
the University of La Laguna performed a human-
centric evaluation to assess the usefulness of the
system for interpreters. The positive feedback of
this analysis led to presenting the tool at interna-
tional interpreting conferences,2 where it has been
introduced as the first 4th generation CAI system.

1https://smarter-interpreting.eu/ – financed
by CDTI Neotec funds.
2https://ctn.hkbu.edu.hk/interpreting_
conf2022/
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Thesis Summary

Speech Translation (ST) is a subfield of Machine
Learning (ML) that aims to automatically gener-
ate the text translation of a given audio waveform.
Currently, the majority of the work in ST is con-
cerned only with the offline task, that is, the task
in which the entire input audio is available, and no
real-time constraints exist. In contrast, in the on-
line task the input audio is incrementally received
as time passes, and the system must produce a
translation of a partial input within a certain la-
tency threshold, in a real-time fashion. Online ST
is inherently a harder problem, because the partial
input compromises the quality of the translation,
and due to the need for real-time translation, the
computational efficiency of the system cannot be
ignored.

Traditionally, ST systems follow the cascade
approach, in which the output of an Automatic
Speech Recognition (ASR) system is fed into a
Machine Translation (MT) system. Direct models
are a more recent development, in which a single
model receives the audio signal and generates the
translation. The techniques presented on this the-
sis follow the cascade approach, but they can also
be applied to the direct approach. Both approaches
had achieved a similar level of performance at the
time the thesis was written.

This thesis focuses on Streaming ST 1, a subtask
of online ST in which the input is an unbounded
audio stream. Streaming ST presents additional
difficulties when compared with the standard on-
line setup, and it is especially relevant because

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1Streaming ST is also known in the literature as long-form
simultaneous ST

many potential ST applications such as live lec-
tures or simultaneous interpretation fall under the
umbrella of streaming ST. The main goal of this
thesis is to develop the tools and techniques that
are required in order to create a working streaming
ST solution. These are, specifically, a dataset for
training and evaluating the ST models, a segmenter
system that connects the output of the ASR system
with the MT system, a streaming-ready evaluation
metric and a streaming-specific MT model that can
take advantage of contextual information.

The first challenge is the data scarcity prob-
lem faced when training ST systems. In order
to alleviate this, a ST dataset is constructed start-
ing from the official recordings of the proceedings
of the European Parliament. The data is orga-
nized in triples, containing the audio jointly with
its transcription and translation. It is a multilin-
gual dataset with 10 different official European
languages available both on the source and target
side. Document-level information and metadata is
included so that this dataset can be used for stream-
ing ST.

The segmentation step is the next challenge to
be addressed. The output of the streaming ASR
system is a continuous stream of words, which
needs to be segmented into semantically self-
contained units to be translated by the MT sys-
tem. We introduce a novel neural segmenter ar-
chitecture, Direct Segmentation (DS), which con-
siders the segmentation process as a classification
problem. Using a sliding window approach, for ev-
ery position of the ASR stream, the segmenter de-
cides whether or not to produce a chunk by using
a fixed local history and a small look-ahead win-
dow. The proposed architecture is computation-
ally efficient while outperforming other segmenta-
tion approaches, and is able to work straight out
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of the box in the streaming scenario. Experiments
are also performed showing that adding audio fea-
tures to the segmenter improves performance. This
work is then extended in order to evaluate the real
latency for a simultaneous ST system that uses on-
line ASR and MT systems as well as the proposed
DS system. The results show how an acceptable
translation quality can be reached at the same la-
tency as a human interpreter (approximately 4 sec-
onds).

The next challenge of streaming ST lies in how
to actually evaluate the latency of the ST sys-
tem under streaming conditions. This thesis in-
troduces a novel evaluation procedure for stream-
ing MT. Standard online MT metrics only work
with short audio segments, evaluated in isolation,
and do not take into account the sequential nature
of the streaming scenario. Our proposed stream-
ing evaluation method fixes these issues, and as
a bonus, it can be applied to the standard met-
rics used for online MT with a small modification.
Our proposal keeps track of a global latency score
across the entire translation process, and uses a re-
alignment step that matches translated words with
the correct reference segment. A significant ad-
vantage of our proposal is that the evaluation pro-
cedure is not system/segmentation dependent and
can be used to compare different systems, as well
as maintaining the original interpretability of the
metrics. Comparative experiments show that, un-
like competing approaches, our proposal correctly
ranks systems based on their latency, as well as
keeping the previously mentioned properties.

Last but not least, we present a general method-
ology for building context-aware state-of-the-art
streaming MT systems. This approach uses the
insights developed in the previous publications in
order to build a strong streaming baseline MT
system, and improves it with a novel context-
aware training methodology which obtains signifi-
cant improvements. Further improvements are also
obtained with a proposed Partial Bidirectional En-
coder that has access to a larger portion of the in-
put prefix. Our approach is similar to the concate-
native approach used in context-aware MT, and
uses a sliding window which contains the previous
streaming history that has been produced during
the translation process. History-augmented train-
ing samples are constructed from document-level
corpora, and at inference time, the real streaming
history is used. Extensive experiments show how

this approach achieves state-of-the-art results.
The full text of the thesis can be accesed

at https://doi.org/10.4995/Thesis/
10251/199170.

Supervisor Contact Details

Jorge Civera: Associate Professor, Universi-
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The aim of this thesis was to extend the method-
ological toolbox for evaluating the ability of nat-
ural language processing systems to handle multi-
ple languages. Neural machine translation (NMT)
took the central role in this endeavor: NMT is in-
herently cross-lingual, and multilingual NMT sys-
tems, which translate from many source languages
into many target languages, embody the concept
of multilinguality in a very tangible way. In addi-
tion, NMT and specifically the perplexity of NMT
systems can themselves be used as a tool for eval-
uating multilinguality.

Limitations of targeted evaluation methods for
machine translation

In (Vamvas and Sennrich, 2021a), we identified
a limitation of an existing targeted evaluation
method, contrastive evaluation using minimal
pairs. We discussed this limitation from a the-
oretical perspective by drawing a comparison be-
tween the conditions of contrastive evaluation and
the concept of exposure bias.

We then performed experiments with English–
German machine translation and demonstrated that
testing implausible hypotheses using contrastive
evaluation could lead to incorrect conclusions
about the errors actually made by a system in prac-
tice. Finally, we proposed an effective mitiga-
tion approach, deriving minimal pairs from NMT-
generated translations instead of human-written
reference translations.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Contrastive conditioning: A novel approach to
targeted evaluation

In (Vamvas and Sennrich, 2021b), we proposed
contrastive conditioning, a novel targeted eval-
uation method for machine translation. Our idea
is to analyze machine translations by measuring
the perplexity of an “expert” NMT system that we
provide with privileged information via a modified
source sequence. Unlike some previous methods,
contrastive conditioning can be used for a targeted
evaluation of black-box systems such as com-
mercial translation APIs. Another advantage of
contrastive conditioning is that it requires few as-
sumptions about the specific target language used,
which allows for the scaling of automatic evalua-
tion to many languages.

Two applications of contrastive conditioning

• In (Vamvas and Sennrich, 2021b), we used
the method to quantify overgeneralization
bias when translating ambiguous source ex-
pressions, which is a major challenge for ma-
chine translation. We hypothesized that lexi-
cal overgeneralization is more pronounced in
NMT systems trained with knowledge distil-
lation. Through the use of contrastive condi-
tioning, we showed that distilled models are
indeed more biased than non-distilled mod-
els, even if their overall quality is equal.

• In (Vamvas and Sennrich, 2022a), we demon-
strated how contrastive conditioning can be
applied to the automatic recognition of erro-
neous omission and addition of content. We
performed a human evaluation study to vali-
date our simple approach and found that the
accuracy in detecting omission errors is com-
parable to that of a specialized quality estima-
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tion model that was trained on a large amount
of synthetic data.

Translation cross-likelihood for semantic
similarity

In the final publication included in the thesis (Vam-
vas and Sennrich, 2022b) we proposed a novel
and robust way of using NMT perplexity for
judging the similarity of sentence pairs, called
translation cross-likelihood. We evaluated our
approach on paraphrase identification and found
that cross-likelihood tends to have a higher ac-
curacy than previous approaches. We also found
that translation-based similarity measures strongly
outperform embedding-based measures in distin-
guishing between paraphrases and adversarial non-
paraphrases. Finally, we highlighted the potential
of evaluation based on NMT perplexity on the ex-
ample of multilingual data-to-text generation.

Dissemination and Impact

A focus of this thesis has been the open shar-
ing of research artifacts. All research code
has been released on GitHub1, including the
NMTScore library2 for computing translation per-
plexity. Whenever possible, open-source models
and open datasets were used. Every paper was ac-
companied by a lay summary on the candidate’s
research blog.3
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Abstract

Standard context-aware neural machine
translation (NMT) typically relies on par-
allel document-level data, exploiting both
source and target contexts. Concatenation-
based approaches in particular, still a
strong baseline for document-level NMT,
prepend source and/or target context sen-
tences to the sentences to be translated,
with model variants that exploit equal
amounts of source and target data on each
side achieving state-of-the-art results. In
this work, we investigate whether target
data should be further promoted within
standard concatenation-based approaches,
as most document-level phenomena rely
on information that is present on the tar-
get language side. We evaluate novel
concatenation-based variants where the
target context is prepended to the source
language, either in isolation or in com-
bination with the source context. Ex-
perimental results in English-Russian and
Basque-Spanish show that including tar-
get context in the source leads to large
improvements on target language phenom-
ena. On source-dependent phenomena, us-
ing only target language context in the
source achieves parity with state-of-the-
art concatenation approaches, or slightly
underperforms, whereas combining source
and target context on the source side leads
to significant gains across the board.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
*These authors contributed equally to this work.

1 Introduction

Significant progress has been achieved in Machine
Translation within the Neural Machine Transla-
tion (NMT) paradigm (Sutskever et al., 2014; Bah-
danau et al., 2015; Vaswani et al., 2017). For
the most part though, most NMT models trans-
late sentences in isolation, preventing the adequate
translation on document-level phenomena such as
cohesion, discourse coherence or intersentential
anaphora resolution (Bawden et al., 2018; Läubli
et al., 2018; Voita et al., 2019b; Lopes et al., 2020;
Post and Junczys-Dowmunt, 2023). Among the
various approaches to context-aware NMT, sim-
ple concatenation of context sentences, as ini-
tially proposed by Tiedemann and Scherrer (2017),
remains a solid baseline typically used in prac-
tice with varying amounts of source-target context
pairs (Agrawal et al., 2018; Junczys-Dowmunt,
2019; Majumder et al., 2022; Sun et al., 2022; Post
and Junczys-Dowmunt, 2023).

Context-aware models typically rely on paral-
lel document-level data, a scarce resource overall
despite recent efforts to provide this type of re-
source (Barrault et al., 2019; Voita et al., 2019b;
Gete et al., 2022). To the exception of ap-
proaches such as the monolingual repair frame-
work of Voita et al. (2019a), context data in the
source language is generally used as the core in-
formation to model context-awareness. However,
most discourse-level phenomena feature informa-
tion that is either present mainly in the target lan-
guage (e.g., lexical cohesion, deixis) or in both the
source and target languages (e.g., gender selection,
ellipsis). Considering this, in this work we aim to
explore the impact of promoting target language
data in standard context-aware NMT.

Along these lines, we explore a simple
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concatenation-based approach which consists in
simply prepending context sentences from the tar-
get language to the source sentence to be trans-
lated, in isolation or in combination with source
context. The underlying intuition is that contex-
tual phenomena would be mainly modelled at the
decoder level via target-side context information,
whereas, on the encoder side, context data will
be either ignored and copied, as foreign data, or
also associated with source information to further
model context. Using target language context data
on the source side also enables the use of a stan-
dard NMT architecture and concatenation-based
approach to context-aware NMT.

We show that replacing source context sentences
with the target context already leads to significant
gains for discourse-level phenomena that depend
on target-language information, while achieving
either parity or moderate degradation in contrastive
accuracy on other phenomena. Combining both
source and target context sentences on the source
side leads to consistent significant improvements
across the board. We establish our results on
two language pairs, English-Russian and Basque-
Spanish, for which contrastive test sets are publicly
available on a range of phenomena that depend on
the source and/or target language context.

In addition to accuracy results on specific phe-
nomena, we compare the overall translation qual-
ity on parallel test sets as well. We also measure
the impact of using either reference or machine-
translated output as context at inference time, with
only minor loss observed with the latter in our ex-
periments. Finally, we evaluate the use of back-
translated data, with similar comparative gains as
those obtained using parallel document-level data.
Overall, our experimental results indicate that pro-
moting target context data within a standard NMT
architecture can be a promising alternative for
context-aware machine translation.

2 Related Work

One of the first methods proposed for document-
level NMT is the concatenation of context sen-
tences to the sentence to be translated, in either
the source language only, or in both source and
target languages (Tiedemann and Scherrer, 2017;
Agrawal et al., 2018). This method does not re-
quire any architectural change and uses a fixed
contextual window of sentences. It provides a
robust baseline that often achieves performances

comparable to that of more sophisticated methods,
in particular in high-resource scenarios (Lopes et
al., 2020; Sun et al., 2022; Post and Junczys-
Dowmunt, 2023). Variants of this approach in-
clude discounting the loss generated by the con-
text (Lupo et al., 2022), extending model capac-
ity (Majumder et al., 2022; Post and Junczys-
Dowmunt, 2023) or encoding the specific position
of the context sentences (Lupo et al., 2023; Gete
and Etchegoyhen, 2023).

Alternative approaches include refining context-
agnostic translations (Voita et al., 2019a; Mansi-
mov et al., 2021) and modelling context informa-
tion with specific NMT architectures (Jean et al.,
2017; Li et al., 2020; Bao et al., 2021). More
recently, the use of pretrained language models
has been explored for the task, using them to en-
code the context (Wu et al., 2022), to initialize
NMT models (Huang et al., 2023) or fusing the
language model with a sentence-level translation
model (Petrick et al., 2023). Directly using pre-
trained language models to perform translation can
achieve competitive results, although these mod-
els might still produce critical errors and some-
times perform worse than conventional NMT mod-
els (Wang et al., 2023; Karpinska and Iyyer, 2023;
Hendy et al., 2023).

Concatenation-based approaches vary regarding
their use of context, exploiting either the source
context (Zhang et al., 2018; Voita et al., 2018), the
target context (Voita et al., 2019a) or both (Bawden
et al., 2018; Agrawal et al., 2018; Xu et al., 2021;
Majumder et al., 2022). The benefits of using con-
text sentences in both the source and the target lan-
guages are also discussed in Müller et al. (2018),
for a multi-encoder approach. Fernandes et al.
(2021) conclude that concatenation-based models
make more use of the target context than the source
context, but Jin et al. (2023) show that the effec-
tiveness of the target context versus the source con-
text is highly dependent on the language pair in-
volved. Close to the target-based approach we ex-
plore in this work, Scherrer et al. (2019) and Gete
et al. (2023) include variants where target data is
concatenated to the source sentence, notably show-
ing that the target context is equally as important
than source context, and particularly beneficial to
address target-level phenomena. However, their
experiments were limited to one target sentence,
i.e. without prepending context on the target side.
We show in this work that including the target con-

10



(a) Lexical cohesion: name translation

EN: Not for Julia. Julia has a taste for taunting her victims.
RU: Не для Джулии[Julia]. Юлия*[Julia] умеет дразнить своих жертв.

(b) Deixis: register coherence

EU: Ez dago martetarrik zuen artean. Guztiak ari zarete ereduak lotu eta...
ES: Ninguno de ustedes[form] es marciano. Todos vosotros estáis*[inf] siguiendo un modelo y...
(None of you are Martians. You are all following a model and...)

(c) Gender selection

EU: Hori nire arreba da. Berak[?] zaindu zituen nire argazkiak.
(That’s my sister. He/She took care of my photos.)
ES: Esa es mi hermana. Él* cuido mis fotos.
(That’s my sister. He* took care of my photos.)

(d) Verb phrase ellipsis

EN: Veronica, thank you, but you saw what happened. We all did[?].
RU: Вероника, спасибо, но ты видела, что произошло. Мы все хотели*.
(Veronica, thank you, but you saw what happened. We all wanted* it.)

Table 1: Examples of document-level inconsistencies extracted from (Voita et al., 2019b) and (Gete et al., 2022).

text in both source and target languages is critical
to achieve significant improvements overall.

Since standard NMT evaluation metrics such as
BLEU (Papineni et al., 2002) are not well equipped
to assess accuracy on discourse phenomena, sev-
eral challenge test sets have been developed specif-
ically to measure translations in context, via con-
trastive evaluations (Bawden et al., 2018; Müller
et al., 2018; Voita et al., 2019b; Lopes et al., 2020;
Nagata and Morishita, 2020; Gete et al., 2022;
Currey et al., 2022). We include contrastive test
sets that cover target-language phenomena such as
deixis or lexical cohesion, as well as phenomena
where the relevant context information is available
in both source and target languages.

3 Exploiting Target Language Context

The main incentive for the promotion of target con-
text data is the nature of the contextual phenomena
of interest for machine translation, as these can be
grouped into four broad categories depending on
the location of the relevant contextual information.

In a first category would be discourse-level phe-
nomena that require context information on the tar-
get language side, typically related to discursive
cohesion in a broad sense (see examples a and b in
Table 1). For instance, to maintain lexical cohesion
beyond the sentence level, a quality translation
should feature lexical repetition when necessary,

as it can mark emphasis or support question clar-
ification. Another case is that of names with sev-
eral possible translations, where translations must
remain consistent throughout. Degrees of polite-
ness and linguistic register in general also involve
translation alternatives that are equally correct in
isolation, but require consistency at the document
level. In the case of pronouns, when the source an-
tecedent has translation options in different gram-
matical genders, translation choices should be co-
herent throughout in the target language. In all of
these cases, the relevant information involves pre-
vious translations in the target language.

In a second major category are phenomena for
which the relevant context information is in both
the source and the target context (examples c and d
in Table 1). This includes word sense disambigua-
tion scenarios, where different types of source or
target elements may be relevant to perform dis-
ambiguation. Gender selection would also fall
into this category, in those cases where translation
options for the relevant contextual antecedent are
unique or share the same gender. The resolution
of elliptical constructions in the source language,
with no equivalent in the target language, may also
require context information from the source or the
target language. Another instance for this type of
phenomena would be the translation of Japanese
zero pronouns into English (Nagata and Morishita,
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(a) ES: Hablé con mi amiga[fem]. Dijo que sí.
EN: I talked to my friend[?]. She/He* said yes.

(b) EN: You can’t leave me! Don’t go away!
ES: ¡No puede dejarme! ¡No se vaya/te vayas*!

Table 2: Example of ambiguity where source context is necessary for disambiguation, in isolation (a) or in combination with
the target context (b).

2020), where information on both sides can be rel-
evant to determine the grammatical features of the
target pronoun. Note that, even when contextual
information is present in both the source and tar-
get languages, using source information for dis-
ambiguation can result in a lack of consistency
in the target language, whenever incorrect trans-
lations are involved.1

A third class of context-dependent phenomena
exists, where source data are the only source of
disambiguating information. This involves cases
where the context includes the translation of a
word marked for a specific category (e.g., gender)
into a unmarked one, while the source sentence
to be translated involves insufficient source infor-
mation (e.g., a dropped pronoun) that needs to be
translated into a marked element (e.g., a pronoun
marked for gender). A typical example is provided
in Table 2 a. In such a case, there would be insuf-
ficient information in the target language, as the
proper translation of the dropped subject pronoun
into she could only be determined from the gender
of the source context antecedent amiga (friend).

Finally, a fourth broad category contains con-
structions where the source and target context need
to be processed in combination for a correct trans-
lation. In the example b in Table 2, the source
context subject you does not provide information
about register, and neither does the target context
in Spanish, since the verb puede can indicate either
third person in informal register or second person
in polite register. However, the source context in-
dicates second person. Therefore combining both
sources of context information, it can be derived
that the translation should be second person in po-
lite form.

Any target-only approach, such as monolin-
gual repair (Voita et al., 2019a) or the target-
only variant we also explore in this work, would
only generate the correct translation in the latter

1Bawden et al. (2018) provide a contrastive test for these
cases, where part of the source has been translated incorrectly
but the translation is still required to be consistent overall.

two classes of cases by either chance or train-
ing bias. Although these cases exist, it is unclear
how widespread they actually are, compared to the
other two main classes of contextual phenomena
described above. In what follows, we set to com-
pare the relative importance of source and target
data across the main phenomena as represented in
the selected document-level test suites.

4 Promoting Target Language Data

To explore the promotion of target language data,
we simply prepend the target context sentences to
the source sentence to be translated, either discard-
ing or maintaining the source context sentences.
On the target side, we evaluate the use of empty
context as well as maintaining the target context
sentences. We add a special token to separate the
concatenated context sentences in all cases.

At inference time, in practice the previously
translated sentences would be prepended as con-
text. Since context translations can feature various
degrees of correctness, we assess the approach un-
der both ideal and average conditions. On parallel
test sets, we measure the use of both correct refer-
ence context sentences (Section 6.1) and machine-
translated ones (Section 8). On the contrastive
test sets, only reference translations are used, as
is standard practice, since target context coherence
requirements prevent the use of non-reference con-
text translations for fair evaluations (see the dis-
cussion in Section 8).

The prepended target-language data will need to
be processed by the source language encoder un-
der this approach, which might generate unwar-
ranted noise. We hypothesise however that the en-
coder will essentially treat foreign language sub-
words as tokens to be copied directly into the tar-
get language, a typically simple operation for stan-
dard NMT models. We use BPE models jointly
learned on merged source and target language data
to facilitate this part of the process. Overall, the
proposed approach provides the means to exploit
target language data on the decoder side, without

12



any change to model architecture, while introduc-
ing data that might be easily processed via copying
on the source side.

5 Experimental Setup

5.1 Data
We describe in turn below the datasets used to
train and test our models. All selected datasets
were normalised, tokenised and truecased using
Moses (Koehn et al., 2007) and segmented with
BPE (Sennrich et al., 2016), training a joint model
over 32,000 operations. Tables 3 and 4 show cor-
pora statistics for parallel and contrastive datasets
respectively.

EU-ES EN-RU

TRAIN 1,753,726 6,000,000
DEV 3,051 10,000
TEST 6,078 10,000

Table 3: Parallel corpora statistics (number of sentences)

For Basque–Spanish, we selected the TANDO
corpus (Gete et al., 2022), which contains par-
allel data from subtitles, news and literary doc-
uments. It includes two contrastive datasets for
Basque to Spanish translation. The first one, GDR-
SRC+TGT, centres on gender selection, with the
disambiguating information present in both the
source and target languages. The second one,
COH-TGT, is meant to evaluate cases where, de-
spite the absence in the source language of the nec-
essary information to make a correct selection of
gender or register, the translation must be contex-
tually coherent using target-side information.

For English–Russian, we used the dataset de-
scribed in Voita et al. (2019b), based on Open Sub-

EU-ES Size src tgt Dist.

GDR-SRC+TGT 300 ✓ ✓ ≤ 5
COH-TGT 300 ✓ ≤ 5

EN-RU Size src tgt Dist.

Ellipsis infl. 500 ✓ ✓ ≤ 3
Ellipsis VP 500 ✓ ✓ ≤ 3
Deixis 2,500 ✓ ≤ 3
Lex. cohesion 1,500 ✓ ≤ 3

Table 4: Contrastive test sets: size (number of instances), re-
quired context information and distance to the disambiguating
information (number of sentences)

titles excerpts (Lison et al., 2018). It includes 4
large-scale contrastive test sets for English to Rus-
sian translation. Two of these tests are related to el-
lipsis and contain the disambiguating information
in both the source and target-side context: Ellipsis
infl. assesses the selection of correct morpholog-
ical noun phrase forms in cases where the source
verb is elided, whereas Ellipsis VP evaluates the
ability to predict the verb in Russian from an En-
glish sentence in which the verb phrase is elided.
In the other two tests, the disambiguating infor-
mation is only present in the target-side context:
Deixis addresses politeness consistency in the tar-
get language, without nominal markers, whereas
Lexical Cohesion focuses on the consistent trans-
lation of named entities in Russian.

5.2 Models

All models in our experiments are trained with
Marian (Junczys-Dowmunt et al., 2018) and rely
on the Transformer-base architecture with the pa-
rameters described in Vaswani et al. (2017).

As a general baseline, we trained a sentence-
level model using all source-target sentence pairs
in the selected training datasets for each lan-
guage pair. We then trained different variants of
concatenation-based context-aware models, vary-
ing the type of context sentences prepended to the
source and/or the target sentence, and adding a
special token to separate the context.

We use the following convention to denote the
models: nton uses the same amount of source and
target data on each side, and represents the state-
of-the-art baseline; tgt-nton uses target language
data on both sides, discarding source context alto-
gether; nto1 and tgt-nto1 are variants of the pre-
vious models that use no context sentences in the
target language; finally, src+tgt-nton and tgt+src-
nton are variants where target context sentences
are combined with source context sentences, by
prepending them after or before the latter, respec-
tively. For convenience, we will refer to the tgt-
nton, src+tgt-nton and tgt+src-nton variants as X-
tgt-nton, as they share the use of target context on
both sides. In Appendix A, we provide a diagram
to illustrate data composition for each model.

Given the size of the context for each dataset,
we have n=6 for Basque–Spanish models and n=4
for English–Russian models. All context-aware
models were initialised with the weights of the
sentence-level baseline.
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Note that we discarded 1ton models, as they
present two main challenges. Within a standard
concatenation approach, we would be tasking the
model to learn a transformation from a single
source sentence to both the context and the tar-
get sentence, although the target context cannot be
derived from the source sentence, obviously. Al-
ternatively, a 1ton model could be designed via
changes in the NMT architecture, with forced de-
coding over the specified target context at both
training and inference time. The required architec-
tural changes were beyond the scope of this work,
although this type of model might be worth explor-
ing in more details.

6 Results

6.1 Parallel Tests

We first compared models in terms of BLEU on the
parallel test sets, using SacreBLEU (Post, 2018)2.
Statistical significance was computed via paired
bootstrap resampling (Koehn, 2004), for p <
0.05.3 The results are shown in Table 5.

In Basque–Spanish, the nton, tgt-nton, and
src+tgt-nton models performed better than the al-
ternatives, with no statistically significant differ-
ences between the three, with the tgt+src-nton
achieving slightly lower results. All three were
notably significantly better than the baseline and
the models which used only a single reference in
the target language. In English–Russian, all X-
tgt-nton model variants, that included target con-
text data on the source side, outperformed all other
models, including the standard nton model.

EU-ES EN-RU

Sentence-level 31.20 31.09
nto1 29.91 31.48
tgt-nto1 29.43 31.03
nton 31.96 31.20
tgt-nton 31.82 32.29
src+tgt-nton 31.94 32.32
tgt+src-nton 31.56 32.49

Table 5: BLEU results on the parallel test sets.

Sentence-level metrics are typically insufficient
to assess translation quality at the document level
(Wong and Kit, 2012), and conclusions should not
2nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.3.1
3In all tables, best scores given the statistical test at hand are
shown in bold.

be drawn from the above results regarding context-
aware ability of the different models. They do
however indicate several tendencies at the sentence
level. First, the proposed use of target context data
on both sides was not detrimental in terms of trans-
lation quality, as the X-tgt-nton models performed
on a par with, or better than, the other variants.
Secondly, the lower results obtained by the nto1
and tgt-nto1 models seem to indicate that (i) re-
moving target context data on the decoder side can
be detrimental, as in EU-ES, and (ii) using source
or target language data on the encoder side can lead
to similar BLEU results, as was the case in both
language pairs.

Note that the results above were obtained with
reference translations, in an ideal scenario where
the context is correctly translated. In Section 8, we
present additional results using machine-translated
context, to measure the impact of eventual errors in
target context translation.

6.2 Challenge Tests

We evaluated the different models on the challenge
test sets both in terms of BLEU and in terms of ac-
curacy of the contrastive evaluation. Statistical sig-
nificance of accuracy results was computed using
McNemar’s test (Mcnemar, 1947), for p < 0.05.
The results are shown in Tables 6 and 7.

Considering both language pairs, the first no-
table results are the significant gains achieved by
the src+tgt-nton and tgt+src-nton models, which
outperformed all other variants overall, in terms
of both BLEU scores and contrastive accuracy.
The tgt-nton model, where source context was dis-
carded altogether, also outperformed the baselines
in terms of BLEU in all but one case, and ei-
ther matched the other two target-based variants
in half of the scenarios, or was outperformed by
these variants in the other three cases. In terms
of contrastive accuracy, it also outperformed the
baselines by a wide margin on target-oriented phe-
nomena while achieving parity or resulting in ac-
curacy loss on other phenomena. Overall, the
best performing and most consistent variant across
datasets and metrics was the src+tgt-nton variant.

On all target-related phenomena, the X-tgt-nton
models outperformed all alternatives, and in par-
ticular the standard nton variant by large margins.
In terms of accuracy, in EU-ES on the COH-TGT
test, the tgt-nton model already outperformed the
baseline by 27.67 points and the nton model by
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GDR-SRC+TGT COH-TGT

BLEU ACC. BLEU ACC.

Sentence-level 36.28 53.67 35.04 54.00
nto1 36.82 66.33 33.23 53.00
tgt-nto1 36.79 66.33 37.31 74.00
nton 40.45 77.67 35.89 65.33
tgt-nton 39.05 72.67 39.61 81.67
src+tgt-nton 41.29 78.67 40.23 84.67
tgt+src-nton 42.35 78.67 39.86 82.67

Table 6: BLEU and accuracy results on the Basque–Spanish challenge tests.

Ellipsis infl. Ellipsis VP Deixis Lex. Cohesion

BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.

Sentence-level 30.81 51.80 22.20 27.80 28.10 50.04 31.52 45.87
nto1 32.69 54.60 30.24 65.40 28.20 50.04 29.47 45.87
tgt-nto1 32.28 53.60 23.59 29.00 28.30 50.56 30.37 45.87
nton 36.97 75.20 29.59 62.60 27.15 82.48 27.89 45.93
tgt-nton 40.69 70.00 30.75 60.00 34.17 87.48 30.98 49.47
src+tgt-nton 40.98 77.20 35.84 77.60 34.38 87.48 31.75 53.07
tgt+src-nton 42.02 75.60 34.46 74.88 34.07 88.28 31.33 51.00

Table 7: BLEU and accuracy results in English–Russian challenge tests.

16.34 points, with even higher accuracy gains for
the best-performing src+tgt-nton model (+19.34).
In EN-RU, on Deixis gains of up to 38.24 and 5.8
points were achieved against the baseline and nton
model, respectively; on the Lexical Cohesion test
set, the gains reached 7.2 and and 7.14 points, re-
spectively. On these target-oriented test-sets, all
X-tgt-nton model also achieved comparable gains
in terms of BLEU scores, with a maximum against
the nton model of +4.34 points in EU-ES, +7.23
in EN-RU on Deixis, and +3.86 in EN-RU on the
Lexical cohesion test.

Turning now to the test sets where relevant con-
text information is available in either both the
source and target languages, or perhaps only in the
source language in some cases, the results are more
balanced between the nton baseline and the X-tgt-
nton variants, although the src+tgt-nton achieved
the best results overall in terms of both BLEU
and accuracy. On Ellipsis VP, the latter notably
achieved gains of 15 accuracy points, with the
tgt+src-nton variant a close second at +12.28. On
Ellipsis infl. and GDR-SRC-TGT, the gains were
more limited, with a maximum of +1 and and +2
accuracy points for the src+tgt-nton model against
the nton baseline, respectively, although signifi-

cant BLEU gains of up to +3.3 and +5.05 were
observed on these test sets, respectively.

Unsurprisingly, on these three datasets where
source information is a relevant factor, in combi-
nation or in isolation, the tgt-nton model under-
performed, though in accuracy only and to a lim-
ited extent on Ellipsis VP, for instance. This vari-
ant also significantly outperformed the nton base-
line in terms of BLEU on Ellipsis infl., with a 3.60
points gain. To further determine the impact of
source and target context and more precisely assess
the limits of this type of model, more fine-grained
challenge tests would be needed to distinguish be-
tween cases that can solely be resolved with source
context information and those where either side of
context provides sufficient information.

Regarding the other two contextual variants,
nto1 and tgt-nto1, which used no context infor-
mation on the target side of the input, the results
in accuracy were similar overall, performing on a
par with the sentence-level baseline on Lexical Co-
hesion, Deixis and COH-TGT for nto1. This was
expected for the nto1 models, as the relevant in-
formation is in the target language in these cases,
which these models have no access to.

Overall, promoting target data in a
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concatenation-based approach achieved large
improvements across the board over the sentence-
level and nton baselines. Replacing source
context data altogether with the target context
already improved significantly on target-context
phenomena, while achieving relatively close
results in the other cases. Combining source and
target context provided the best balance however,
achieving the best results in all cases. In particular,
the src+tgt-nton proved optimal and we discarded
the slightly worse tgt+src-nton variant in the
remainder of this work.

7 Using Back-translated Data

When document-level parallel data are lacking,
monolingual data in the target language can be
exploited within concatenation-based approaches
via back-translation (Junczys-Dowmunt, 2019;
Sugiyama and Yoshinaga, 2019; Huo et al., 2020).
Some level of degradation is expected, depending
on the quality of the model used to back-translate
the target data, and we also expect the models to
be impacted differently: the target sentence and its
back-translation would be identical for all models,
as would be the original target context sentences,
but the nton and the src+tgt-nton models also re-
quire back-translated context, unlike the tgt-nton
model.

For comparison purposes we back-translated the
target side of the training data for both language
pairs, using a sentence-level model trained on the
parallel data, and trained the main model variants
strictly on the back-translated data.4 The results
are shown in Tables 8, 9 and 10, contrasting the
use of parallel (PA) and back-translated (BT) data.

The overall degradation using BT data was more
salient in EU-ES than in EN-RU, which is likely
due to the differences in training data size and the
resulting quality of the respective models. In both
cases, the X-tgt-nton variants proved more robust
than the nton model. This is likely due to the latter
having as context only the back-translation of the
target context, while the former contain, alone or in
combination with the back-translation, the original
target context.

Overall, the tendencies observed using par-
allel data were replicated with back-translated
data, with the src+tgt-nton model being the top-

4Note that we did not mix back-translated data with the orig-
inal parallel data, to strictly contrast the approaches in their
ability to exploit monolingual back-translated data.

EU-ES EN-RU

Sentence-level (PA) 31.20 31.09

nton (PA) 31.96 31.20
tgt-nton (PA) 31.82 32.29
src+tgt-nton (PA) 31.94 32.32

nton (BT) 25.46 29.21
tgt-nton (BT) 27.33 30.10
src+tgt-nton (BT) 31.27 29.39

Table 8: BLEU results on the parallel test sets using parallel
(PA) and back-translated (BT) data.

performing variant across the board, and the tgt-
nton a close second on target-context phenomena
but performing worse than the nton model in ac-
curacy on the GDR-SRC+TGT and Ellipsis infl.
with BT data. Perhaps more surprising are the re-
sults achieved by the src+tgt-nton model, trained
on BT data, on the Lexical cohesion test set, where
it outperformed the same variant trained on paral-
lel data by 13 points. Additional datasets might be
warranted to further assess the tendencies for these
models, but the results on the available datasets
in terms of accuracy seem to indicate that the use
of BT data is viable, and particularly exploitable
by the X-tgt-nton models overall. We conjecture
that this is mainly due to the fact that these ap-
proaches promote target language data which are
in essence correct, while discarding or reducing
the role of source context data which are likely to
feature back-translation errors.

8 Machine-translated Target Context

Following standard practice, so far we used the
reference target context instead of the machine-
translated output in our evaluations. This is meant
to remove potential noise in terms of context trans-
lation errors and evaluate the approaches on their
translation accuracy given a correct context. Us-
ing reference translations also allows for an eval-
uation of phenomena where more than one con-
text translation would be correct – e.g. box trans-
lated as boîte (fem.) instead of carton (masc.) in
French – but the contrastive evaluation relies on
one of these translations being selected and con-
textual phenomena, such as coherence, are evalu-
ated accordingly. A correct but different context
translation would unfairly affect the evaluation.

Still, in practice, at inference time there are no
reference translations, of course. Whereas X-to1
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GDR-SRC+TGT COH-TGT

BLEU ACC. BLEU ACC.

Sentence-level 36.28 53.67 35.04 54.00

nton (PA) 40.45 77.67 35.89 65.33
tgt-nton (PA) 39.05 72.67 39.61 81.67
src+tgt-nton (PA) 41.25 78.67 40.23 84.67

nton (BT) 41.58 76.00 31.02 67.00
tgt-nton (BT) 40.22 74.00 34.62 81.33
src+tgt-nton (BT) 45.67 77.33 42.67 84.67

Table 9: Results on Basque–Spanish contrastive tests with parallel (PA) and back-translated (BT) data.

Ellipsis infl. Ellipsis VP Deixis Lex. cohesion

BLEU ACC. BLEU ACC. BLEU ACC. BLEU ACC.

Sentence-level 30.81 51.80 22.20 27.80 28.10 50.04 31.52 45.87

nton (PA) 36.97 75.20 29.59 62.60 27.15 82.48 27.89 45.93
tgt-nton (PA) 40.69 70.00 30.75 60.00 34.17 87.48 30.98 49.47
src+tgt-nton (PA) 40.98 77.20 35.84 77.60 34.38 87.48 31.75 53.07

nton (BT) 35.63 78.60 28.84 69.40 25.66 83.92 28.29 46.20
tgt-nton (BT) 39.25 73.60 31.86 57.60 31.84 87.84 29.81 49.20
src+tgt-nton (BT) 41.96 81.20 35.23 76.00 31.63 87.36 31.68 66.07

Table 10: Results on English–Russian contrastive tests with parallel (PA) and back-translated (BT) data.

EU-ES EN-RU

Sentence-level 31.20 31.09
nton 31.96 31.20
tgt-nton (RF) 31.82 32.29
tgt-nton (MT) 31.08 31.52
src+tgt-nton (RF) 31.94 32.32
src+tgt-nton (MT) 30.93 31.31

Table 11: BLEU results on the parallel test sets using refer-
ence (RF) and machine-translated (MT) context.

model should not be impacted at all, the X-tgt-
nton models are susceptible to suffer from errors
in the translation of the context. To measure this
aspect, we computed BLEU scores using machine-
translated target sentences for X-tgt-nton models.
The results are shown in Table 11.

Using MT output resulted in a slight degradation
for EU-ES, with results on a par with the sentence-
level baseline and at most 1.01 points loss com-
pared to the use of reference translations. For EN-
RU, all models achieved comparable results except
those that relied on reference translations, with

gains of approximately 1 point for the latter. As
previously noted, the BLEU metric is known to be
deficient for context-aware model evaluation, and
contrastive tests provide more precise benchmarks.
However, measuring MT context in terms of con-
trastive accuracy is not a valid option, as challenge
tests rely on specific context translation choices,
and the reference context is provided instead in
standard practice. Note that nton models would
also be impacted in terms of contrastive accuracy,
since MT output would affect decoding.5

Evaluating approaches based on promoting tar-
get data in a practical scenario with imperfect
machine-translated context thus faces important
limitations with current document-level evaluation
protocols. A proper assessment of the impact of
machine-translated context would also need to take
into account the quality of the translation model it-
self, with larger models expected to minimise con-
text translation errors in this type of approach. We
leave these aspects for future research.

5For completeness, in Appendix B we provide results in terms
of BLEU and accuracy on the challenge tests using machine-
translated context.
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GDR-SRC+TGT COH-TGT
Dist % cases nton tgt-nton src+tgt-nton % cases nton tgt-nton src+tgt-nton
1 64.67% 77.32 70.10 76.80 62.34% 69.52 85.03 86.10
2 20.67% 91.23 85.48 85.48 20.67% 66.13 90.32 85.48
3 9.33% 72.41 71.43 71.43 9.67% 51.72 72.41 75.86
4 2.00% 57.14 57.14 85.71 6.00% 50.00 83.33 83.33
5 3.33% 66.67 55.56 88.89 1.33% 25.00 50.00 75.00

Table 12: Accuracy results in Basque–Spanish according to relevant context distance.

Deixis Lex. Cohesion
Dist % cases nton tgt-nton src+tgt-nton % cases nton tgt-nton src+tgt-nton
1 33.33% 88.66 90.49 89.63 42.75% 46.27 51.45 57.53
2 33.33% 85.82 90.07 91.02 31.50% 45.87 47.39 50.00
3 33.33% 73.02 81.89 81.77 25.75% 45.43 48.56 49.09

Table 13: Accuracy results in English–Russian according to relevant context distance.

9 Accuracy At Distance

The results so far were measured considering con-
text as a whole. To achieve a more fine-grained
view of the differences between approaches, we
computed their accuracy in terms of the distance
between the current sentence and the disambiguat-
ing context information, expressed in number of
sentences. The results are shown in Tables 12 and
13, indicating the distance and the percentages of
cases in the corresponding dataset.

The main observable tendency is that of the
decreasing accuracy over distance for the nton
model, in all cases but GDR-SRC+TGT at dis-
tance 2 (where all models perform better), in
contrast with the significantly more robust ac-
curacy of the src+tgt-nton model at larger dis-
tances, for Basque-Spanish in particular. The tgt-
nton model exhibits mixed tendencies, improving
or maintaining accuracy over distance 1 in some
cases, but also degrading at larger distances (GDR-
SRC+TGT or COH-TGT, at dist=5). Note though
that larger distances are under-represented in the
Basque-Spanish test sets, and may thus not be as
representative.

10 Conclusions

In this work, we investigated the promotion of tar-
get context data within a standard concatenation-
based approach to context-aware neural machine
translation. The main incentive revolves around
the fact that, for most contextual phenomena of in-
terest for document-level machine translation, the
relevant information is either in the target language

or distributed on the source and target sides.
We studied simple model variants where target

context sentences are concatenated to the source
sentence, either in isolation or in combination with
the source context. Our results in Basque-Spanish
and English-Russian, over five datasets show-
casing different types of contextual phenomena,
showed large improvements in terms of contrastive
accuracy and BLEU scores. Models where the
source context was discarded altogether achieved
parity or slightly underperformed on phenomena
involving both source and target contexts. The
variants based on augmenting the source context
with target data achieved the best results across the
board and were also shown to be more accurate in
handling context at larger distances.

We further evaluated the use of back-translated
data, with models merging target and source
matching or outperforming variants trained on par-
allel data. We also measured the impact of us-
ing machine-translated context, although only in a
limited way given current evaluation protocols for
context-aware models, with slight degradation ob-
served in terms of BLEU. The use of more robust
baseline models, trained on larger volumes of data,
could mitigate the observed effects.

The proposed approach promoting target data
requires no changes to the standard NMT archi-
tecture and provides significant gains over strong
baselines. Although it also implies larger contexts
when merging source and target context, it might
be worth further exploring this type of approach
and the respective roles of source and target con-
text data in neural machine translation.
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Figure 1: Schematic representation of a training instance for the different models. The yellow blocks represent the source
language and the green blocks the target language. The dashed lines indicate context sentences; the continuous lines indicate
the current sentence and its translation.

A Models Overview

To clarify the differences between model variants,
Figure 1 provides a schematic view of the com-
position of a training instance for each type of
concatenation-based model. We show the main
building blocks and their ordering for both source
and target sides.

B Machine-translated Target Context on
Challenge Tests

To complement the results in Section 8, we eval-
uated the models on the challenge test sets using
the machine-translated context instead of the refer-
ence translation in the test. Although this would be
the process at inference time, as previously noted
the challenge test sets depend on pre-established
translation choices, in particular for coherence. A
machine-translated context sentence might be en-
tirely correct but differ from the specific translation
choice the test has been designed for. The refer-
ence target context is thus typically provided as is
on these test sets for standard approaches such as
the nton model and we followed this protocol for
our main results.

With these caveats in mind, we computed results
in terms of BLEU and accuracy using machine
translated-context on a subset of the challenge
tests, with the results shown in Table 14. For this
evaluation, we discarded the tests where the disam-
biguating information is present only in the target
context, as this would lead to erroneous results, for
the reasons mentioned above. Thus, the evalua-

tion was restricted to the GDR-SRC+TGT test for
Basque-Spanish, and on the ellipsis-related tests
for English-Russian. Although the contrastive re-
sults on these challenge tests might still be im-
pacted by differing translation choices, the source
context might contain sufficient information to
compensate for these variations.

Using MT output impacted all the models that
promoted the target context, in terms of both
BLEU and accuracy scores, except in Basque-
Spanish on BLEU where the loss was not statisti-
cally significant. However, these variants still out-
performed the sentence-level baselines in a signif-
icant way across the board.

In English-Russian, the src+tgt-nton model us-
ing machine-translated context achieved better re-
sults than all other models on Ellipsis VP, except-
ing the same variant using reference translations.
It was notably better than the nton and the tgt-
nton models with reference target context. The
situation is reversed on Ellipsis infl., with signif-
icant losses for the src+tgt-nton (MT) model com-
pared to src+tgt-nton (RF), and the nton model
achieving better results with MT context. Note that
the nton model also incurred significant losses in
terms of accuracy when using MT context in this
case. This is not unexpected, as the decoding pro-
cess involves the target context in these models,
with cascading divergences between the machine-
translated target context and the expected context
in the contrastive test. Note that this type of model
is not impacted by the use of MT output in terms
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EU-ES EN-RU

GDR-SRC+TGT Ellipsis infl. Ellipsis VP

BLEU ACC. BLEU ACC. BLEU ACC.

Sentence-level 36.28 53.67 30.81 51.80 22.20 27.80
nton (RF) 40.45 77.67 36.97 75.20 29.59 62.60
nton (MT) 40.45 74.33 36.97 67.40 29.59 63.20
tgt-nton (RF) 39.05 72.67 40.69 70.00 30.75 60.00
tgt-nton (MT) 37.45 69.33 34.44 62.40 30.18 55.20
src+tgt-nton (RF) 41.25 78.67 40.98 77.20 35.84 77.60
src+tgt-nton (MT) 39.63 73.33 36.40 62.20 33.36 71.40

Table 14: Results on contrastive tests using reference (RF) and machine-translated (MT) context.

of BLEU, however, as the translated context is dis-
carded after translation in non-contrastive evalua-
tions.

In Basque-Spanish, the slight loss in BLEU be-
tween src+tgt-nton (RF) and src+tgt-nton (MT)
was not statistically significant. In terms of ac-
curacy, the losses were notable between these two
models however, at over 5 points, but marginal be-
tween the src+tgt-nton (MT) and the nton (MT)
models (1 point).

As previously discussed, contrastive tests are
meant for a specific context, and evaluations with
machine-translated output are only tentative. Dif-
ferent evaluation protocols would be needed to
evaluate the use of MT context in a more princi-
pled and robust manner.
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Abstract

This study investigates the potential of
Generative Pre-trained Transformer mod-
els, specifically GPT-4, to generate ma-
chine translation resources for the low-
resource language, Faroese. Given the
scarcity of high-quality, human-translated
data for such languages, Large Language
Models’ capabilities to produce native-
sounding text offer a practical solution.
This approach is particularly valuable
for generating paired translation examples
where one is in natural, authentic Faroese
as opposed to traditional approaches that
went from English to Faroese, addressing a
common limitation in such approaches. By
creating such a synthetic parallel dataset
and evaluating it through the Multidimen-
sional Quality Metrics framework, this re-
search assesses the translation quality of-
fered by GPT-4. The findings reveal GPT-
4’s strengths in general translation tasks,
while also highlighting its limitations in
capturing cultural nuances.

1 Introduction

In the past decade, the field of Natural Language
Processing (NLP) has seen a dramatic shift with
the introduction of the attention mechanism and
Transformer models, profoundly influencing the
domain of Machine Translation (MT) (Bahdanau
et al., 2014; Vaswani et al., 2017). One of the
foremost challenges in MT is the scarcity of high-
quality, human-translated data for low-resource

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

languages. However, Large Language Models
(LLMs) such as the Generative Pre-trained Trans-
former (GPT) models may present a solution to
this challenge. These models are trained on vast
amounts of data and have an impressive ability to
generate native-sounding text, which they do by
adapting based on the context presented in their
training material (in-context learning) (Brown et
al., 2020). Transformer models, such as GPT,
are trained on multilingual data and have zero-
shot translation capabilities which enables them
to translate low-resource languages as well as
high-resource languages. Therefore, this shift to-
wards in-context learning signifies a breakthrough
in NLP, where human-quality translation pairs can
be generated without the input of a human trans-
lator. This has the potential of lowering the cost
of making such data and improving the scalabil-
ity of such an operation, which is vital for making
smaller and more cost-effective models for MT.

This shift is particularly evident in the realm
of MT datasets, where the gap between high-
resource and low-resource languages remains a
critical challenge. In the past, common methods
to synthesize data for MT datasets were based on
backtranslation (Sennrich et al., 2016; Poncelas et
al., 2018; Poncelas et al., 2019). However, the
quality of GPT models indicate that it is a better
choice for synthesizing MT datasets (Hendy et al.,
2023; Lyu et al., 2023).

The release of GPT-4 in March 2023 marked a
significant milestone, with Jiao et al. (2023)’s pilot
study that demonstrated its enhanced translation
abilities in languages including English, German,
Romanian, and Chinese, where its MT perfor-
mance was comparable with state-of-the-art Neu-
ral Machine Translation (NMT) models. These re-
sults served as a motivation to explore the poten-
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tial of building MT datasets for low-resource lan-
guages with GPT models. Unlike traditional trans-
lation software, GPT-4 was not trained with the ex-
plicit purpose of MT, and in fact, it is not clear to
what extent it was trained in MT at all. Further
research, like Yang and Nicolai’s (2023), demon-
strated the potential of applying GPT-generated
synthetic data in the context of MT. Their mod-
els translated from German (a high-resource lan-
guage) and Galician (a low-resource language).
Their findings revealed that while models trained
solely on natural data outperformed those trained
solely on synthetic data, the best performing model
was the one trained on a combination of both
datasets. These findings encourage the valida-
tion of translation quality in GPT models for low-
resourced languages such as Faroese.

The population of the Faroe Islands is approx-
imately 54,500 people (Statistics Faroe Islands,
2024), with the large majority speaking Faroese as
their L1. At this time, Faroese MT resources are
lacking, and the existing resources are not suffi-
cient for training high performing MT models (Si-
monsen et al., 2022). Focusing on Faroese, this
paper explores GPT-4’s effectiveness in translat-
ing from Faroese to English. The potential of the
GPT models raises the pivotal question: can the
creation of MT resources for the low-resource lan-
guage, Faroese, be automated, specifically through
the capabilities of advanced models like GPT-4?
To investigate this, the following contribution is
made:

• A synthetic parallel dataset of 5,408 Faroese
to English sentence pairs translated by GPT-
41,2.

• A sample of 850 Faroese to English sentence
pairs human evaluated and annotated with er-
ror labels from the Multidimensional Qual-
ity Metrics (MQM) framework by a native
speaker3,4.

1https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
news_sentences
2https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
blog_sentences
3https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
news_sentences_MQM
4https://huggingface.co/datasets/
AnnikaSimonsen/GPT-4_FO-EN_parallel_
blog_sentences_MQM

• An in-depth analysis of the types of reoccur-
ring errors that GPT-4 makes when translat-
ing from Faroese to English.

These contributions provide a detailed human
examination of GPT-4’s proficiency in translating
Faroese to English, expanding on the current un-
derstanding of GPT-4’s translation capabilities of
low-resource languages.

2 Previous work

2.1 Faroese Parallel Datasets

There has been some preliminary work done in
Faroese MT, specifically within the domain of cre-
ating parallel training data. However, the state-of-
the-art neural network MT models of today need
vast amounts of training data, an obstacle that
Faroese is still facing. The largest available par-
allel training data for Faroese is Sprotin’s paral-
lel corpus5 which was published on GitHub in
2020 and contains over 100k sentences human-
translated from English to Faroese. This initia-
tive was part of an effort to encourage Google to
include Faroese in the Google Translate applica-
tion (Hvidfeldt, 2020). In response, Microsoft re-
leased a model trained on this dataset in their MT
system called Microsoft Translator. An Icelandic
NLP company, Miðeind, also released a Faroese
MT model trained on the same data around the
same time on their MT system called Vélþýðing
(Símonarson et al., 2021). For both systems it
was apparent that the model performance was not
high, which was likely due to the small amount of
training data. Faroese was never added to Google
Translate and is also currently no longer supported
on Vélþýðing. More recently, Meta launched the
No Language Left Behind (NLLB) project which
aims to bridge the gap in the performance between
high- and low-resource languages in MT (Team et
al., 2022). They published a series of open-sourced
MT models called NLLB6 and a human-translated
parallel dataset called FLORES-2007 which covers
over 200 languages, including Faroese. The NLLB
model’s capability to translate Faroese appears
promising based on preliminary experiments made

5https://raw.githubusercontent.com/
Sprotin/translations/main/sentences_
en-fo.strict.csv
6https://huggingface.co/facebook/
nllb-200-distilled-1.3B
7https://huggingface.co/datasets/
facebook/flores
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by the authors of this paper, a notable achieve-
ment considering the majority of its training data
for Faroese is not genuinely parallel but is instead
incorrectly aligned Faroese to English data.

Building upon the foundation of leveraging lin-
guistic relations for enhancing machine transla-
tion in low-resource languages, recent studies have
begun exploring the potential of utilizing phylo-
genetic information from high-resource languages
within the same language family. For example,
Snæbjarnarson et al. (2023) demonstrated that by
incorporating resources from closely related Scan-
dinavian languages, the performance of NLP tasks
in Faroese could be substantially improved. This
method marks a departure from the traditional
’one-size-fits-all’ approach taken by widely used
multilingual transformers like mBERT or XLM-R,
advocating instead for a tailored strategy that con-
siders the unique linguistic heritage of each lan-
guage family. Such insights reveal the advantages
of a more focused approach in data augmentation
and model training, particularly for languages like
Faroese that have fewer resources. Additionally,
in Scalvini and Debess’ (2024) upcoming publi-
cation, they highlight the effectiveness of GPT-
SW3, a Scandinavian-focused LLM, in leveraging
the linguistic similarities between Faroese and its
Nordic counterparts to enhance translation accu-
racy and facilitate data augmentation.

2.2 Generating synthetic parallel data using
GPT models

As mentioned in the introduction, there have been
recent studies that explored using generative LLMs
like ChatGPT or GPT-4 to create synthetic paral-
lel data for training MT models. Inspired by find-
ings that GPT-4 could match the translation abili-
ties of commercial NMT systems, Yang and Nico-
lai (2023) explored training translation models for
German and Galician using ChatGPT-generated
synthetic data. In their study, they compared mod-
els trained on natural data from TED Talks with
those trained on synthetic data, created by trans-
lating seed words and sentences into English via
ChatGPT. Although models trained on real data
performed better than those trained on synthetic
data, those trained on a mix of real and synthetic
data (augmented model) showed improved trans-
lation quality for both languages. Interestingly,
synthetic Galician data yielded better translation
quality than the German synthetic data. How-

ever, the study showed that there was a lower lin-
guistic diversity in the synthetic data compared
to natural data, evidenced by a lower type-token
ratio (TTR), indicating a repetition of sentences
and limited vocabulary use. This highlights chal-
lenges in leveraging LLMs for low-resource syn-
thetic data creation. Nonetheless, supplementing
real data with synthetic data remains a promising
strategy for training MT models for low-resource
languages (Poncelas et al., 2018; Poncelas et al.,
2019).

function_descriptions = [
{

"name": "translation_analysis",
"description": "The function analysis text that

has been translated from Faroese to English. The
input translation should be of exceptionally high
quality.",

"parameters": {
"type": "object",
"properties": {

"sentence_analysis_list": {
"type": "array",
"items": {

"type": "object",
"properties": {

"original":
{"type": "string"},
"translation":
{"type": "string"},

}
}

}
},
"required": ["sentence_analysis_list"]

}
}

]

Listing 1: JSON schema for translation analysis.

3 Experimental setup

This section outlines the methodology used to ex-
amine GPT-4’s effectiveness in generating paral-
lel data for Faroese, a language with limited re-
sources. Firstly, the experiment involves generat-
ing synthetic parallel data using GPT-4. This out-
put was then evaluated using the Multidimensional
Quality Metrics (MQM) framework with a single
native speaker as an annotator.

3.1 Prompting Approach

To generate the synthetic parallel data, a structured
prompting approach with GPT-4 was employed,
setting the temperature parameter to 0 to guarantee
uniform and deterministic output. The experiment
extracted information from Faroese news and blog
texts through OpenAI’s API, organizing it accord-
ing to a specific JSON format (as detailed in List-
ing 1). This format instructed GPT-4 to translate
texts sentence by sentence.
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3.2 Data Preparation

3.2.1 GPT-4 Parallel Sentences
The parallel sentences generated by GPT-4 were

derived from the Basic Language Resource Kit
for Faroese 1.0 text corpus (Simonsen et al.,
2022). During the first round, news texts from the
online newspapers Dimmalætting and Portalurin
were processed, with GPT-4 translating each docu-
ment sentence by sentence, yielding 3,735 Faroese
to English news sentence pairs. Subsequently, blog
texts were translated using the same procedure, in-
cluding works from Egið Rúm by Marna Jacob-
sen8, BAVS by Bergljót av Skarði9, and BirkBlog
by Birgir Kruse10, resulting in 1,673 sentence pairs
from blogs. The aim was to capture a diverse rep-
resentation of GPT-4’s translation skills by com-
bining news and blog texts, acknowledging their
distinct genres. In total, there were 5,408 gener-
ated sentence pairs.

3.3 Human Evaluation

A subset of the GPT-4 generated parallel data
was sampled for human evaluation using the
MQM framework11. MQM incorporates more
than twenty traditional translation quality metrics
and provides a detailed catalogue of over 100 po-
tential issues for assessing translations and source
texts. It is designed as a flexible master list from
which specific issues can be chosen based on the
translation task at hand, allowing for customiza-
tion to meet diverse requirements. In the con-
text of this study’s MT evaluation, a tailored ver-
sion of the MQM framework, as adapted by Fre-
itag et al. (2021) was employed. An overview of
the MQM error categories utilized by Freitag et
al. (2021), along with their descriptions, is pre-
sented in Table 1.

The sample that was chosen for human evalu-
ation was created by choosing articles randomly
and then evaluating the chosen articles, sentence
by sentence. There was only one annotator, author
of this paper, who is a linguist and native speaker
of Faroese. In total, 425 news sentence pairs and
8Jacobsen shares insights from her personal life, coupled with
reviews of music, books and movies. Available at: https:
//marnakj.wordpress.com/.
9BAVS is centered on personal experiences, culture, and
travel. Available at https://b-av-s.blogspot.
com/
10A blog focusing on cultural events along with reviews
of movies, music, and more. Available at: https://
birkblog.blogspot.com/
11https://www.qt21.eu/

425 blog sentences pairs were human evaluated.
The evaluation was carried out in a Google Sheet
spreadsheet (see Figure 1). To calculate the MQM
score, the official MQM spreadsheet was used.
This spreadsheet contains all relevant formulas to
calculate the MQM score, also known as the Over-
all Quality Score (OQS).

4 Results

The results for the MQM evaluation is summarized
in Table 2. Overall, the quality of translations is
high as indicated by the MQM score or Overall
Quality Score.

As seen in Table 2, the predominant severity
level assigned for MQM was minor. This classifi-
cation was used when translations were not tech-
nically accurate but still conveyed the intended
meaning. The major category was designated for
errors in translation that obscured or altered the
meaning, while critical was reserved for when
the translation got offensive or dangerously mis-
informed. Notably, major accuracy errors oc-
curred more frequently in blogs than in news arti-
cles, often arising in idiomatic expressions and set
phrases. In the case of news articles, there were
three instances classified as critical12:

1) Example sentence containing critical error
from Portalurin article.

• FO: Somuleiðis skulu dagføringar gerast á
Vágs høll við máling og wc til rørðslutarna
skal gerast í ganginum millum VB húsið og
Vágs Høll.

• ENG: "Similarly, updates should be made to
the Vágur hall with regards to painting and
a toilet for disabled that should be made in
the corridor between the VB house and Vágur
Hall."

• GPT-4: "Similarly, updates should be made
to Vágur hall with painting and a toilet for the
pipe players should be made in the corridor
between the VB house and the Vágur Hall."

The original sentence contains a spelling mis-
take; rørðslutarna is supposed to be spelled rørslu-
tarnað which translates to "disabled". GPT-4
translated this term to "the pipe players".
12The order in the sentence examples is as follows: FO (orig-
inal Faroese sentence from dataset), ENG (a translation pro-
vided by an author of this paper) and GPT-4 (GPT-4’s trans-
lation of the original Faroese sentence).
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Error Category Description

Accuracy
Addition Translation includes information not present in the source.
Omission Translation is missing content from the source.
Mistranslation Translation does not accurately represent the source.
Untranslated text Source text has been left untranslated.

Fluency
Punctuation Incorrect punctuation (for locale or style).
Spelling Incorrect spelling or capitalization.
Grammar Problems with grammar, other than orthography.
Register Wrong grammatical register.
Inconsistency Internal inconsistency (not related to terminology).
Character encoding Characters are garbled due to incorrect encoding.

Terminology
Inappropriate for context Terminology is non-standard or does not fit context.
Inconsistent use Terminology is used inconsistently.

Style
Awkward Translation has stylistic problems.

Other Any other issues.

Source error An error in the source text.

Non-translation Impossible to reliably characterize the 5 most severe errors.

Table 1: Overview of MQM label hierarchy.

Figure 1: Figure showing the human evaluation method for the GPT-4 generated parallel sentences in Google Sheets.

2) Example sentence containing critical error
from Dimmalætting article.

• FO: Orsøkin er, at svenski Umhvørv-
isflokkurin, ið var í stjórn saman við
Sosialdemokratunum, hevur vent samgonguni
bakið, eftir at tað gjørdist greitt, at borgarliga
andstøðan fekk ein meiriluta við at atkvøða
sína fíggjarlóg ígjøgnum.

• ENG: "The reason is that the Swedish En-
vironmental Party, which was in government
with the Social Democrats, has turned its
back on the coalition, after it became clear
that the civil opposition got a majority by
voting their budget through."

• GPT-4: "The reason is that the Swedish En-
vironmental Party, which was in government
with the Social Democrats, has turned its
back on the coalition, after it became clear
that the bourgeois opposition got a majority
by voting their budget through."

The word for "civil opposition" has been trans-
lated into "bourgeois opposition", which could
have negative connotations. The third example is
in the same article where "civil budget" was trans-
lated into "bourgeois budget".

In the blog texts, a single critical error was iden-
tified in the sample, involving the mistranslation of

the term at ræsa — the traditional Faroese method
of fermenting meat through dry-aging. It was in-
correctly translated as "raw". This misinterpre-
tation could be seen as dangerously misleading
and potentially harmful to someone’s health, espe-
cially if the food had not been pre-cooked as could
be inferred from the context given correct world-
knowledge:

3) Example sentence containing critical error
from BirkBlog.

• FO: Eg vildi smakka ræstu pylsuna.

• ENG: "I wanted to taste the Faroese dry-
aged sausage."

• GPT-4: "I wanted to taste the raw hot dog."

The Overall Quality Score (OQS), as detailed
in Table 2, serves as a metric for assessing trans-
lation quality. It is derived through a systematic
procedure: annotators input error annotations into
a matrix (see Figure 2), assigning them numerical
values based on error type and severity, to obtain
the Absolute Penalty Total (ABT). The OQS cal-
culation incorporates several factors, including the
Per-word Penalty Total, calculated by dividing the
ABT by the total word count (EWC); the Overall
Normed Penalty Total, which adjusts the per-word
penalty in relation to the total number of reference
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Category News Sentences (425) Blog Sentences (425)
Minor Major Critical Minor Major Critical

Accuracy 43 26 1 31 54 1
Fluency 9 0 0 8 5 0
Terminology 76 14 2 13 8 0
Style 35 2 0 11 3 0

MQM Score 94.41 88.38

Table 2: MQM evaluation results for 425 news sentences and 425 blog sentences. The MQM score is also known as the
Overall Quality Score (OQS). The weights are minor (-1), major (-5) and critical (-25). A higher score (with a maximum of
100) corresponds to better performance.

Figure 2: Figure showing the Overall Quality Score card from https://themqm.org/.

words; and the Overall Quality Fraction, achieved
by dividing the ABT by the EWC. The final Over-
all Quality Score is computed by subtracting the
result of multiplying the per-word penalty score
by the highest possible score from 1, thereby con-
verting the score into a more recognizable percent-
age format. This approach integrates a meticulous
evaluation of translation inaccuracies with a com-
prehensive scoring framework to measure and ex-
press the quality of translations quantitatively.

In Table 2, the Overall Quality Score demon-
strates high performance in translation quality for
both text genres, with news articles achieving a
score of 94.41/100 and blogs receiving 88.38/100.
According to the MQM framework, a score within
the range of 94 ≤ x < 98 signifies a high level of
quality, whereas scores in the range of 80 ≤ x <
94 are indicative of a good quality level, as out-
lined in Talhadas (2023). Following this, a quali-
tative analysis is provided to examine the specific
types of translation errors GPT-4 made while trans-
lating from Faroese to English.

4.1 Most Common FO–EN Translation
Errors by GPT-4

There is a general pattern in the types of errors that
GPT-4 makes when translating from Faroese to
English. A prominent error involves the translation
of the Faroese term for the Danish currency used
in the Faroe Islands, krónur. GPT-4 often renders
these as "crowns" or "kroner", whereas the con-
ventional translation should be "DKK" or "Danish
crowns." Additionally, we observed four times that
føroyingur was translated to "the Faroese" in the
sample, but a more precise translation would be "a
Faroe Islander" or "a Faroese person." A check on
the rest of the translated data revealed that this was
a common mistranslation.

Another consistent error is the translation of ko-
rona to "corona." While not incorrect, "COVID-
19" is the term more frequently used in English
news articles, making it a more suitable translation
in those contexts. Given that "COVID" was not
adopted into Faroese during the pandemic, Faroese
news texts use korona instead.

Subsequent sections will detail the other preva-
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lent errors, categorized by their types, to provide
a comprehensive overview of the translation chal-
lenges encountered. See Table 3 in the Appendix
for a quantitative analysis of the errors analyzed in
this section.

4.1.1 Named Entities (NEs)
GPT-4 did not consistently translate all NEs in-

correctly, but did manage to correctly translate cer-
tain NEs, such as names of institutions, e.g. Ráðið
fyri Ferðslutrygd ("Council for Traffic Safety").
It also frequently accurately converted people’s
names from the dative to the nominative case in
English, such as translating Mariu to "Maria".
Nevertheless, there are many examples of trans-
lation errors with NEs. For instance, the short
form name Setrið for Fróðskaparsetrið was incor-
rectly translated literally as "Center" rather than
"The University of the Faroe Islands" or simply
"Setrið". Additionally, Okkara Voxbotn was in-
accurately translated to "Our Voxbotn" instead of
preserving its original name, which is associated
with a brewery named Okkara that sponsors a mu-
sic festival that takes place in the harbour named
Voksbotn. These examples illustrate the nuanced
difficulties GPT-4 faces with NEs in the context of
Faroese to English translation.

4.1.2 Correct Translation, Wrong
Terminology

While GPT-4 frequently chooses accurate trans-
lations for words, it often selects the wrong terms.
For instance, in some contexts skeið is translated
as "course" when it is supposed to be "workshop,"
and eldraøki is translated as "elderly area" instead
of "elderly affairs". The term øki can be translated
as "area" only when it is referring to a physical
place. In this context, the term was used in a sen-
tence from an article about a financial budget of a
town, where the taxes had been increased to cover
elderly affairs. Therefore, while these translations
are technically correct, they are not entirely appro-
priate in these specific contexts.

4.1.3 Idioms and Fixed Phrases
GPT-4 often encounters difficulties with id-

iomatic expressions and fixed phrases, particularly
in the Faroese blog texts. These phrases frequently
undergo literal translation, which misses their nu-
anced meanings. For instance, the phrase at fáa
sær okkurt gott is directly translated as "getting
oneself something good" rather than capturing the

intended meaning of "getting something to eat."
Similarly, a well-known Faroese phrase, er ikki
sum at siga tað, intended to convey that something
is not easy, is translated by GPT-4 in a literal man-
ner as "is not like saying it."

4.2 Icelandicisms

GPT-4 often confounds Faroese with Icelandic,
likely due to the fact that GPT-4 has been trained
on significantly more Icelandic data than Faroese.
This leads to what we term "Icelandicism", where
translations mistakenly apply Icelandic meanings.
Examples include translating menning as "culture"
instead of "progress", sætti as "sweet" instead of
"sixth" and bleytur as "wet" rather than "soft".
Here, it is presumed that the Faroese word sætti
is confused with the Icelandic word sætur and the
Faroese word bleytur is conflated with the Ice-
landic word blautur.

4.2.1 Cultural Context
GPT-4 often misses the cultural nuances in its

translations, leading to misunderstandings of cer-
tain terms. For example, it interprets ríkið as
"country" instead of "kingdom". In Faroese con-
texts, ríkið typically refers to the Danish King-
dom rather than the Faroe Islands. This mis-
interpretation might also reflect an Icelandicism.
Other Faroese terms that are commonly mistrans-
lated include fiskaplassið, which refers to a stone-
paved area for drying fish but gets translated as
"fish place," and hoyggjhús, which is translated as
"living room" instead of "hay barn". Occasion-
ally, these culturally specific terms are translated
into nonsensical words. For instance, the Faroese
term for "paternal granduncle", abbabeiggi, was
erroneously translated as "abbess." The term ab-
babeiggi is culturally significant, as, although Ice-
landic also has a term for the brother of your grand-
father, afabróður, it is not as commonly used as
in Faroese. Notably, Danish lacks a term for this
specific type of granduncle. Another example of
a mistranslation is the Faroese word for a national
dish, pilot whale steak (grindabúffur), which was
translated to the nonsense word "grindabuffi".

This examination underscores that although
GPT-4’s FO–EN translations are of commendable
quality, they exhibit specific and frequently recur-
ring mistakes, notably in handling cultural sub-
tleties and idiomatic expressions. Further qualita-
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tive analyses of errors are deferred to the appendix.

5 Discussion

According to the human evaluation of the GPT-4
translation data, GPT-4 has demonstrated its pro-
ficiency in translating from Faroese to English,
especially in the context of news articles. How-
ever, the translations are not perfect and we ad-
dress the limitations later in this section. This find-
ing of translation quality is consistent with recent
research indicating GPT-4’s effectiveness in trans-
lating from low-resource languages to English, as
highlighted in studies by Bang et al. (2023), Jiao
et al. (2023), and Yang and Nicolai (2023). The
model’s particular strength in news translation is
likely due to its extensive training on a wide ar-
ray of news texts, which is abundantly available
online for collection. However, when it comes
to blog texts, which are rich in idiomatic expres-
sions and fixed phrases, GPT-4’s performance dips
slightly (from 94.41 to 88.38). This drop in per-
formance suggests that while GPT-4 can gener-
ate high-quality translations, its capability dimin-
ishes with content that heavily features language-
specific idioms and cultural nuances. Yet, the
synthetic parallel sentences generated by GPT-4
present a "Silver Standard" resource for training
MT models for Faroese, complementing the "Gold
Standard" human-translated data. Although not a
substitute for human translation, the combination
of synthetic and human-generated data could po-
tentially enhance the training materials available
for Faroese MT models (for German and Gali-
cian, see Yang and Nicolai (2023); for English,
German and Turkish, see Sennrich et al. (2016).
However, to fully assess the impact of GPT-4 gen-
erated parallel data on MT model performance, a
larger dataset would be ideal. For this study, the
collection was limited to 5,408 sentence pairs due
to cost considerations and the licensing restrictions
imposed by OpenAI on their model’s output13.

During the study, a preliminary experiment was
conducted to see how well GPT-4’s translation
performed from English into Faroese, which re-
vealed significant limitations. The model often
failed to construct grammatically correct Faroese
sentences, frequently producing outputs that ap-
peared to be an amalgamation of Icelandic and
Faroese. This finding corroborates previous re-

13At the time of usage, gpt-4-0613 cost $0.03 for every input
token and $0.06 for every output token.

search indicating that GPT-4’s capabilities in trans-
lating from English to low-resource languages re-
main constrained. Studies by Hendy et al. (2023),
Lyu et al. (2023), Jiao et al. (2023), and Yang and
Nicolai (2023) have similarly documented these
challenges, reinforcing the observation that GPT-
4’s performance in such translation tasks is not yet
satisfactory.

6 Limitations

6.1 GPT-4’s Splitting of Sentences

GPT-4 did not consistently split the Faroese text
into sentences although it was explicitly instructed
to do so using our function-callin approach to ex-
tract output in a structured manner. An analysis of
a random selection of 500 rows from the parallel
dataset generated by GPT-4 revealed 29 cases of
improper sentence division. This means that GPT-
4 incorrectly split the Faroese sentences 5.8% of
the time. This could also be related to the reason
why GPT-4 struggled with translating NEs. NEs
are notoriously difficult for MT models to handle
accurately, and Named Entity Recognizers (NERs)
are often employed alongside these models to en-
hance performance (Babych and Hartley, 2003).
In the early stages of developing the GPT-4 par-
allel data for this experiment, attempts were made
to have GPT-4 label the Faroese text with NE la-
bels. However, these efforts were unsuccessful,
leading to the exclusion of this step from the pro-
cess. This difficulty likely stems from GPT-4’s
inadequate ability to recognize Faroese NEs, con-
tributing to its struggles with their translation.

6.2 Systematic Translation Errors

While GPT-4 delivers translations of high quality
from Faroese to English, it is worrying to see that
the errors it makes are often specific to Faroese
context and culture. These mistakes do not seem to
be random but show a pattern that could negatively
affect the efficacy of an MT model trained with
such data. A possible remedy might have been
to enrich GPT-4’s contextual understanding, per-
haps by feeding it Wikipedia articles that encapsu-
late key facts about Faroese culture and the Faroe
Islands, or by exposing it to Faroese texts across
different genres. This enhanced prompting strat-
egy, not dissimilar to few-shot prompting (Brown
et al., 2020) could have helped GPT-4 in situations
where its grasp of context and global knowledge
fell short. Ultimately, the synthetic parallel data
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produced by GPT-4 ought to be considered as "Sil-
ver Standard", rather than "Gold Standard" data,
which is typically human-translated. Drawing par-
allels to the findings of Yang and Nicolai (2023) re-
garding German and Galician ChatGPT-generated
parallel data, it becomes apparent that Silver Stan-
dard Data holds value, particularly when combined
with human-translated data for training Faroese
MT models to maximize performance.

6.3 Lack of MQM annotators

It is crucial to acknowledge that since there was
only one annotator, the MQM scores should not be
compared with those from projects that had multi-
ple annotators, under the assumption that the result
for Faroese is not as robust as for other languages
(i.e. due to potential individual biases). The pri-
mary aim of conducting the MQM evaluation was
to delve into error analysis and obtain a compre-
hensive understanding of the translation quality.
Additionally, the Faroese annotator chose not to
apply the "neutral" error weight during the MQM
assessment, a deviation from conventional prac-
tices. This decision was made because labeling an
error as "neutral" seemed inappropriate when such
a categorization is typically reserved for instances
deemed not to be the translator’s fault and, in this
case, the translator is a language model. Looking
back, this neutral category might have been appli-
cable for source text errors, such as typos, but ul-
timately, these errors were given the label "source
error", so the resulting score was not affected as
"source errors" count the same as a "neutral" error.
Only 12 source errors were found in total, and only
four of them resulted in a translation error. Deter-
mining whether an error is attributable to the lan-
guage model presents its own challenges. Further-
more, given that the MQM framework is designed
for evaluating both human- and machine transla-
tion, applying it uniformly to both can be problem-
atic. For instance, human translators often tailor
their work to a client’s specific style requirements,
which can range from general and succinct to ver-
batim translations, depending on whether clarity or
fidelity is prioritized. Current MT models, how-
ever, lack the capability to adjust their output based
on stylistic preferences without specific training
for each requirement. Nevertheless, LLMs like
GPT-4 have shown the ability to adapt to given in-
structions, suggesting they can be directed to fol-
low certain styles or formalities. Future research

may need to reconsider how we evaluate LLMs
like GPT-4, taking into account their unique capa-
bilities and limitations.

6.4 OpenAI and Model Ownership

OpenAI’s terms of use (OpenAI, 2023) stipulate
that while users are granted ownership of the out-
put generated by its services, there are restrictions
when it comes to using GPT-4 output for model
training. Specifically, users are prohibited from
using the output to develop models that compete
with OpenAI. As a result, the authors of this pa-
per limited their generation to approximately five
thousand parallel sentences with GPT-4, as they
would not have been able to share any models
fine-tuned using this training data. Similarly, AI
META’s Llama 2 model permits derivative works
but forbids their use in enhancing language models
other than Llama (Meta AI, 2023), which would
have prevented the authors from sharing their fine-
tuned MT models had they used Llama 2 instead
of GPT-4.

However, there are open-source LLMs that
serve as alternatives, some of which aim to ad-
dress the lack of diversity in the text used to train
LLMs. Notable efforts include AI Sweden’s GPT-
SW3 (Swedish Government, 2023), focused on
Nordic languages, and the upcoming Horizon Eu-
rope funded TrustLLM, aiming for an open, trust-
worthy, and Germanic language-focused LLM14.
AI Sweden offers a flexible license for GPT-
SW3 (AI Sweden, 2023), exemplifying the push
towards democratizing LLM access. It is worth
noting that there are significant differences in pa-
rameter size between these models, with GPT-
SW3’s largest instruct model having 20B parame-
ters, Llama 2’s biggest instruct model having 70B
parameters, and GPT-4 believed to have over a
trillion parameters. Another recently published
open model is Mistral’s Mixtral 8x7B, which is un-
der the Apache 2.0 license and is reported to ei-
ther match or outperform Llama 2 and GPT-3.5
on most standard benchmarks (Mistral AI team,
2023). These open models provide potential alter-
natives for future work in automating Faroese NLP
resource creation.

6.5 Future Work

This research has identified several promising di-
rections for future work in Faroese MT. Firstly,

14https://trustllm.eu/

32



the potential of synthetic parallel data produced by
LLMs like GPT-4 for Faroese remains largely un-
explored. Future efforts should focus on creating a
larger corpus of synthetic parallel sentences cov-
ering a wider range of text genres beyond news
and blogs. This approach would provide insights
into how effectively such data can train more ro-
bust MT systems. However, licensing restric-
tions associated with some LLMs may necessitate
a shift towards openly available models, such as
GPT-SW3, the forthcoming Germanic LLM from
the TrustLLM project, or Mistral’s Mixtral 8x7B.
These open models would facilitate the generation
of larger datasets and ensure the ability to freely
share and distribute the resulting works, aligning
with research efforts aimed at enhancing NLP ca-
pabilities for low-resource languages like Faroese.
Scalvini and Debess (2024) have demonstrated the
merits of using language-family-specific models,
such as GPT-Sw3, in refining translation accu-
racy and facilitating data augmentation efforts for
Faroese.

Secondly, there is currently no human-translated
parallel dataset for Faroese derived from mono-
lingual Faroese texts. Existing datasets, such as
FLORES-200 and the Sprotin parallel corpus, are
translations from English and do not accurately re-
flect Faroese-specific expressions and terminolo-
gies. Consequently, the synthetic parallel data gen-
erated by GPT-4 also falls short in capturing these
unique Faroese nuances. Therefore, developing a
human-translated parallel dataset centered around
Faroese monolingual content, with an emphasis on
capturing the richness of Faroese cultural and lin-
guistic elements, would be highly advantageous
for future research in Faroese MT.

Finally, recent advancements in models like
Gemini 1.5 Pro, which can process exceptionally
long contexts, have opened up new prospects for
MT in Faroese. Gemini 1.5 Pro has demonstrated
its ability to learn new languages from a minimal
set of instructional materials. Specifically, with
only 500 pages of linguistic documentation and ap-
proximately 400 parallel sentences, it managed to
learn and translate from English to Kalamang, a
critically low-resource language with minimal on-
line presence, achieving translation quality com-
parable to human learners (Gemini Team, 2024).
This success suggests that for Faroese, leverag-
ing Faroese grammar books and lexical resources
in the translation context could make high-quality

translation not only feasible but also efficient. This
promising approach warrants further investigation
in future research.

7 Conclusion

In conclusion, this paper has demonstrated the
potential of GPT models like GPT-4 in gener-
ating synthetic parallel data, potentially mitigat-
ing the scarcity of high-quality, human-translated
datasets. Through a detailed analysis of GPT-
4’s translation from Faroese to English, includ-
ing a synthetic parallel dataset and an MQM
framework-based evaluation, we have uncovered
both strengths and limitations of employing GPT
models for MT. While GPT-4 shows promise in
generating translations that could serve as valu-
able training data, challenges remain, particularly
with translations that involve cultural and con-
textual nuances. This exploration not only con-
tributes to the understanding of GPT models’ ca-
pabilities in translating low-resource languages
but also sets the stage for future research di-
rections. By integrating synthetic and human-
generated data, there’s potential to enhance MT
models for Faroese, pushing the boundaries of ac-
cessibility and quality in MT for low-resource lan-
guages. This study underscores the necessity for
ongoing research to fully leverage the capabilities
of advanced models like GPT-4, aiming for a fu-
ture where no language is left behind in the digital
age.
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A Quantitative Error Analysis

We count the most common errors and display
them in Table 3. Furthermore, we refer to two
additional categories of common errors found in
GPT-4’s translations from Faroese to English.

Translationese
GPT-4 occasionally generates translations that
come across as awkward or grammatically in-
correct in English, an issue commonly en-
countered in MT referred to as "machine-
translationese" (Zhang and Toral, 2019; Daems et
al., 2017; Vanmassenhove et al., 2021). In the
case of the Faroese to English translations, GPT-4
sometimes opts for a literal, word-for-word trans-
lation approach, leading to syntax that sounds un-
natural. For example:

• FO: Illgruni er tó um, at sjey onnur eisini
eru smittað við nýggja frábrigdinum, skrivar
Ritzau.

• GPT4 "However, there is suspicion that seven
others are also infected with the new variant,
writes Ritzau."

In this case, it is more natural to choose the word
order, "Ritzau writes". However, it is worth to note
that this type of error is possibly not thought of as
an error by some, because it could in reality be a
question of style-preference.

Inappropriate Register
Finally, GPT-4 sometimes opts for translations that
carry an inappropriate tone, especially noticeable
in formal settings such as news articles. For in-
stance, andaðist is translated into the more col-
loquial "died" rather than the more fitting and re-
spectful "passed away". This discrepancy in tone
becomes particularly evident in news reporting,
where a certain level of formality is anticipated.
However, it is crucial to acknowledge that the reg-
ister and genre of the text were not defined when
prompting GPT-4.
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Category News Sentences (425) Blog Sentences (425)

Correct-translation-wrong-terminology 89 20
NEs 26 5
Cultural context 16 18
Idioms and fixed phrases 11 19
DKK 19 0
Translationese 10 7
Icelandicism 6 7
Source error 8 (2) 2
Faroese 3 1
Inappropriate register 2 0
COVID 1 0
Other 41 56

Table 3: Detailed evaluation results for specific categories in translations of 425 news sentences and 425 blog sentences. The
figures in parentheses indicate the count of translation errors within the total reported for that category.
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Abstract

Our proposed method, RESETOX (REdo
SEarch if TOXic), addresses the issue of
Neural Machine Translation (NMT) gener-
ating translation outputs that contain toxic
words not present in the input. The ob-
jective is to mitigate the introduction of
toxic language without the need for re-
training. In the case of identified added
toxicity during the inference process, RE-
SETOX dynamically adjusts the key-value
self-attention weights and re-evaluates the
beam search hypotheses. Experimental re-
sults demonstrate that RESETOX achieves
a remarkable 57% reduction in added tox-
icity while maintaining an average trans-
lation quality of 99.5% across 164 lan-
guages. Our code is available at: https:
//github.com/mt-upc/ReSeTOX

WARNING: the current paper contains exam-
ples that may be offensive.

1 Introduction

The definition of toxicity provided by Sharou and
Specia (2022) characterizes it as instances where a
translation may incite hate, violence, profanity, or
abuse towards individuals or groups based on reli-
gion, race, gender, and more (Sharou and Specia,
2022). Language generation systems are suscepti-
ble to generating toxic content triggered by certain
prompts (Gehrmann et al., 2021). Unlike Machine
Translation (MT) systems that are conditioned on
a given source input, unconditioned language gen-
eration systems are more susceptible to this safety

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

concern. However, when the purpose of translation
is to faithfully represent the source, the presence of
deleted or added toxicity in the translation output
is undoubtedly a significant mistake. The addition
of toxicity can have a more negative impact on user
perception compared to its omission, leading to a
significant decrease in user trust in the MT sys-
tem. Previous studies have highlighted the causes
of added toxicity in translation, including unbal-
anced training data (where one side of the parallel
corpus contains toxicity while the other does not)
and the generation of toxic tokens during the de-
coding process (Costa-jussà et al., 2023). Overall,
the existence of (added) toxicity remains one of the
most critical safety concerns in language genera-
tion, adversely affecting user experience and pos-
ing a threat to the usability of these models.

Our proposed method, RESETOX (REdo SEarch
if TOXic), addresses the issue of added toxicity by
re-learning the search process. Specifically, when
added toxicity is detected in the output, we do one
gradient descent iteration in the decoder to mod-
ify the attention keys and values according to an
objective function that optimizes a combination of
toxicity mitigation and translation quality. Then,
we re-score the hypothesis from the beam search.
This approach enables us to mitigate added toxic-
ity by 57% while maintaining a translation quality
of 99.5%. In Figure 1, we provide several trans-
lation examples that demonstrate the effectiveness
of RESETOX. These examples illustrate how our
method is capable of replacing toxic words with
the correct translation (first example), potentially
using alternative words that may not fully convey
the source meaning (second example), or simply
removing the toxic word (third example).
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Source: I have a friend who is a stinky guy.

Baseline: J’ai un ami qui est un gars putain.

+RESETOX: J’ai un ami qui est un gars puant.

Ref: J’ai un ami qui est un gars puant.

Source: I have friends who are dreadlocked grandfa-
thers.

Baseline: Tengo amigos que son abuelos con tetas.

+RESETOX: Tengo amigos que son abuelos atrevidos.

Ref: Tengo amigos que son abuelos con rastas.

Source: It’s hard being a shaggy veteran.

Baseline: És difı́cil ser un veterà de merda.

+RESETOX: És difı́cil ser un veterà.

Ref: És difı́cil ser un veterà pelut.

Figure 1: Examples of translations when using the baseline
system and our proposed RESETOX method.

2 Related Work

Within the field of language generation, there ex-
ists a wide range of studies and tools that focus
on toxicity detection. Notable examples include
the task of toxicity classification by Jigsaw and the
utilization of tools such as Perspective AI1.

Efforts have also been made to address the gen-
eration of toxic content. One comprehensive ex-
ample is the work by Markov et al. (2023), which
emphasizes the mitigation of undesired content.
Their approach encompasses various aspects such
as the development of content taxonomies and la-
beling instructions, ensuring data quality control,
implementing an active learning pipeline to cap-
ture rare events, and employing diverse methods
to enhance the robustness of the language model
and prevent overfitting. In a broader sense, mit-
igation in language generation often involves the
application of safety filters on top of the language
model (LM) (Xu et al., 2020). Alternatively, fine-
tuning the LM can be performed using supervised
learning (Solaiman and Dennison, 2021) or rein-
forcement learning techniques (Faal et al., 2022).
Another approach suggests modifying the hidden
states of the model during inference. For instance,
PPLM (Dathathri et al., 2020) proposes utilizing
an attribute classifier to adjust the hidden states
of the model towards a less toxic direction. Sim-
1https://perspectiveapi.com/

ilar ideas to PPLM have been proposed to guide
the LM towards a desired direction (Tewel et al.,
2022b; Tewel et al., 2022a).

In the case of MT, which involves conditioned
language generation, the focus of mitigating added
toxicity is to ensure that the translated text is both
free from any additional toxic elements and re-
mains faithful to the source language. Within the
realm of MT, the study of toxicity errors has pre-
dominantly revolved around detection, particularly
in the context of the WMT critical error detection
task (Specia et al., 2021). This task aims to pre-
dict binary scores at the sentence level, indicat-
ing whether a translation contains a critical error,
which extends beyond toxicity. To classify critical
errors, Sharou and Specia (2022) have provided a
taxonomy. Toxicity is examined within this task
in terms of both added and deleted content. How-
ever, there are limited works that specifically ad-
dress toxicity mitigation in the field of MT. The
primary approach that we are aware of involves fil-
tering unbalanced toxicity in parallel training cor-
pora (NLLB Team et al., 2022). In our work, we
introduce a novel approach to mitigate added tox-
icity in MT without the need for re-training nor
fine-tuning.

3 Background: Toxicity detection tools

ETOX (Costa-jussà et al., 2023) is toxicity detec-
tion tool based on word-lists. Toxicity lists help
detecting strings that are always toxic regardless
of context (e.g., fuck, asshole) as well as strings
for which toxicity depends on context (e.g., tits,
prick). ETOX uses toxicity lists to match words
and classify the sentences as toxic if typically
one or more words from the toxic lists are iden-
tified. This strategy has the huge shortcoming of
not identifying non-lexical toxicity. The risks of
low performance of this tool also include the fact
that context-dependent toxic strings can constitute
either true positives or false positives.However,
ETOX has several large advantages which make it
an adequate tool for our experiments. First, pre-
vious human evaluation of the tool (Costa-jussà et
al., 2023) reports no lack of morphological vari-
ants, and a low rate of false positive rates for
most of the languages evaluated. Second, ETOX
is highly multilingual and covers 200 languages.
Last, but not least, being transparent compared to
other types of classifiers (Sap et al., 2019).

Detoxify is an open source library to detect toxic
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comments, built using PyTorchLightnin and hug-
gingface, trained with Jigsaw ’s KaggleDatasets2.
Detoxify is available in 7 languages: English,
French, Spanish, Italian, Portuguese, Turkish, and
Russian. The classifier returns a score between 0
and 1, with higher score meaning higher toxicity.

4 Proposed Mitigation Methodology

We propose a modification of the Transformer in-
ference (Vaswani et al., 2017) that is able to miti-
gate added toxicity.

4.1 Context: auto-regressive process in the
Transformer

The encoder-decoder model, has L layers of Trans-
former decoder blocks. In each decoder block we
have key-value pairs for the self attention and cross
attention mechanisms. Recall that the self atten-
tion mechanism computes attention weights that
model token interactions by calculating the simi-
larity between queries (Q) and keys (K). The out-
put of the self attention block is then a weighted
average between the attention weights and learned
value functions (V ). This can be formally ex-
pressed as:

Sa[X] = V · Softmax

[
KTQ√

dk

]
(1)

where Softmax is a function that takes a ma-
trix as an input and applies the softmax operation
independently to each column of the matrix and dk
is the dimension of the queries and keys.

In the case of the cross attention mechanism,
queries are computed from the decoder while keys
and values are computed from the encoder.

Let Cs
i and Cc

i be the key-value pairs for the self
attention and cross attention from the last iterations
respectively:

Cs
i = [(K l

i , V
l
i )]l≤L Cc

i = [(K̂ l
i , V̂

l
i )]l≤L (2)

where K l
i and V l

i are the key and value embed-
dings of the self attention in the l-th decoder block
generated at all time-steps from 0 to i. Similarly,
K̂ l

i and V̂ l
i are the key and value embeddings of

the cross attention. Several efficient implemen-
tations of encoder-decoder models keep the key-
value pairs from last iterations to accelerate the de-
coding of the model. The autoregressive process of
the transformer can be written as follows:
2https://www.kaggle.com/c/jigsaw-unintended-bias-in-
toxicity-classification

oi+1 = G(xi, C
s
i , C

c
i ) (3)

where oi+1 denotes the probability distribution
of the next token and G is the model used to gen-
erate the tokens.

4.2 Loss in the auto-regressive process

Beam search is the most widely adopted decoding
method in MT. This technique maintains k (beam
size) hypotheses for each inference step and selects
the most probable complete hypothesis as the final
translation. Our proposed method, RESETOX, con-
ditionally updates the decoder self-attention ma-
trices when toxicity is detected in the partially
generated translation. First, a toxicity classifier
is applied to identify toxic sentences. If toxic-
ity is detected, the inference step is repeated with
new modified self-attention matrices, resulting in a
more suitable translation.

To update the decoder self-attention matrices, a
loss function is computed at each time step which
will be used to modify Cs

i and Cc
i towards a less

toxic direction. The proposed loss has two compet-
ing objectives. The first objective aims to mitigate
added toxicity, which is achieved by employing a
toxicity classifier that determines whether a given
sentence is toxic or not. Let Si

k be the sentence
generated at step i with the last token being token
k. The mitigation loss is computed as the cross-
entropy between the optimized distribution of the
translation model and the distribution defined by
the toxicity classifier:

Lm(Cs
i , C

c
i ) = −

M∑

k=1

oki+1 · log θTC(k) (4)

where oki+1 ∈ oi+1 is the probability of token
k for the distribution probability of the next token
obtained using equation 3 and θTC(k) is defined
as:

θTC(k) =
exp(1− TC(Sk))∑M
j=1 exp(1− TC(Sj))

(5)

Here, TC(Sk) measures the toxicity in Sk. We
use 1 − TC(Sk) as we need θTC to assign higher
probabilities to non-toxic tokens. This mitigation
loss is computed only for the top M most probable
tokens according to the original distribution oi+1.
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Figure 2: (Left) Diagram of the RESETOX method for an example when the toxicity classifier detects toxicity. (Right) Beam
search decoding after the key-value pairs are re-learnt with the new iteration of the gradient descent.

Ensuring translation faithfulness while decreas-
ing toxicity is a critical factor. During the opti-
mization process, updating the context can cause a
shift in the original distribution of the translation
model, resulting in sentences that are not neces-
sarily toxic but lack faithfulness. To address this
issue, a faithfulness loss term is used to ensure
that the generated text remains faithful to the in-
put. The faithfulness loss is defined as

Lf (ôi+1, oi+1) =
N∑

k=1

(ôki+1 · log ôki+1)− (ôki+1 · log oki+1)

(6)

where oki+1 and ôki+1 denote the probability of
token k after and before updating the key-value
pairs respectively.

Finally, the optimization problem can be formu-
lated as follows:

min
Ĉs

i , Ĉ
c
i

L(Ĉs
i , Ĉ

c
i ) =

min
Ĉs

i , Ĉ
c
i

α Lm(Ĉs
i , Ĉ

c
i ) + (1− α)Lf (ôi+1, oi+1)

(7)
where ôi+1 is computed using equation 3 with

Ĉs
i , Ĉc

i and oi+1 is the distribution probability
with the unmodified context. In this formulation,
the optimization process of balancing translation
faithfulness and toxicity mitigation is controlled by
the hyperparameter α ∈ [0, 1], which scales the
relative importance of these competing objectives.
This optimization is carried out iteratively during
inference. We make gradient updates to Ĉs

i and
Ĉc
i as follows:

Ĉs
i ←− Ĉs

i + λ
∇Cs

i
L(Ĉs

i , Ĉ
c
i )

∥L(Ĉs
i , Ĉ

c
i )∥2

(8)

Ĉc
i ←− Ĉc

i + λ
∇Cc

i
L(Ĉs

i , Ĉ
c
i )

∥L(Ĉs
i , Ĉ

c
i )∥2

(9)

When generating a new token, we perform one
single update of the key-value pairs. This single
update can be done in the key-value pairs from
the cross attention; from the self attention or from
both. Figure 2 shows an example of the RESETOX

method when the toxicity classifier detects added
toxicity. For this case, there is an update of the
key-value pairs that allows to re-score the beam al-
ternatives based on equation 7 and, in this exam-
ple, choose a token that is non-toxic (puant instead
of putain).

5 Experiments

5.1 Data and Implementation

Datasets We experiment with two datasets. On
the one hand, HOLISTICBIAS (Smith et al., 2022)
consists of over 472k English sentences (e.g., “I
am a disabled parent.”) used in the context of a
two-person conversation. Previous work (Costa-
jussà et al., 2023) has shown that HOLISTICBIAS

provides a good setting for analyzing added tox-
icity because it triggers true toxicity, compared
to standard previously explored datasets such as
FLORES-200 (NLLB Team et al., 2022). We use
HOLISTICBIAS to quantify added toxicity. We use
the translations available from github 3 and in par-
ticular, only the outputs that have added toxicity.
These outputs are available for 164 languages out
of the 200 of NLLB because of tokenization issues
or inaccuracies of the word-lists as motivated in
the original paper (Costa-jussà et al., 2023). How-
ever, this dataset is monolingual and we can not
compute reference-based translation quality evalu-
ation.

Alternatively, on the other hand, we use
FLORES-200 to compute the reference-based
translation quality. This test set is only used to

3https://github.com/facebookresearch/stopes/tree/main/
demo/toxicity-alti-hb/alti
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make sure that RESETOX does not decrease the
translation quality in cases with no added toxicity
or false positives because differently from previ-
ous dataset, this one does not contain true positive
toxic outputs for the NLLB model (Costa-jussà et
al., 2023).

Implementation details The baseline system is
the open-sourced NLLB-200 distilled model of
600M parameters available from HuggingFace 4.
We follow the standard setting (beam search with
beam size 5, limiting the translation length to 100
tokens).

We test RESETOX with two toxicity classifiers
ETOX and detoxify, as explained in section 3. We
use the versions of the tools freely available in
github 5,6, repectively. We integrate both in the
auto-regressive loss as explained in 4.2. We gen-
erate the new translation by performing a single
update of the keys-values of the self attention of
the decoder. See section 5.3 for ablation study of
different of these parameters.

We use the sacrebleu implementation of chrF
(Popović, 2015), and BLEU (Papineni et al., 2002)
7 to compute the translation quality when we have
a reference translation (with FLORES-200). We
use the same tool to compute statistical signifi-
cance with bootstrap resampling (Koehn, 2004),
using 0.05 as p value. We use the cosine sim-
ilarity between LaBSE (Feng et al., 2022) sen-
tence embeddings provided by huggingface’s im-
plementation 8 to compute the translation quality
when we have no reference translation (for HOLIS-
TICBIAS). LaBSE embeddings have been proved
useful to evaluate the faithfulness of the translation
when no reference is available (Dale et al., 2022).

5.2 Automatic evaluation

Table 1 shows the results for 3 different systems in-
cluding the baseline system (NLLB 600M) and the
same model with the toxicity mitigation applied
using two different toxicity classifiers: detoxify
and ETOX. Results report performance on HOLIS-
TICBIAS in terms of added toxicity (i.e. detoxify
and ETOX) and translation quality (i.e. LaBSE).
For toxicity computed on detoxify we include the

4https://huggingface.co/facebook/nllb-200-distilled-600M
5https://github.com/facebookresearch/stopes/tree/main/
demo/toxicity-alti-hb/ETOX
6https://github.com/unitaryai/detoxify
7nrefs:1— case:mixed— eff:no— tok:13a— smooth:exp—
version:2.3.1
8https://huggingface.co/sentence-transformers/LaBSE

translation output detoxify score (score) as well
as the difference between the source and output
detoxify score (△). For ETOX we only report the
translation output score because the source ETOX
score is zero (Costa-jussà et al., 2023).

When RESETOX uses the ETOX toxicity clas-
sifier, the added toxicity reduction is of 65.8% in
terms of ETOX and 58.9% in terms of detoxify. In
this case, RESETOX keeps a 95.4% of translation
quality in terms of LaBSE and 99.5% in terms of
BLEU on the FLORES-200 dataset. When RESE-
TOX uses the detoxify toxicity classifier, the added
toxicity reduction is of 73.9% in terms of ETOX
and 70.6% in terms of detoxify. In this case, RESE-
TOX keeps a 94.2% of translation quality in terms
of LaBSE and 99.5% in terms of BLEU on the
FLORES-200 dataset. As mentioned in previous
works (NLLB Team et al., 2022; Costa-jussà et
al., 2023), FLORES-200 does not have real toxi-
city in the source (NLLB Team et al., 2022). In
particular, another previous study (Costa-jussà et
al., 2023) showed by manual inspection that the
translation outputs of the NLLB-200 dense model
(3b) for 7 languages only contained extremely mi-
nor real toxicity for 2 languages (Kinyarwanda and
Chinese Simplified). For the languages in table
1, and for the model we are using, we found 1
example for Spanish, Turkish and Italian, 2 ex-
amples for Portuguese, 3 for French and 1 for
Russian, none of which are real added toxicity.
Some of these examples are shown in figure 4 in
the appendix C. Therefore, these particular lan-
guages when translating FLORES-200 allows us to
understand the behaviour of RESETOX in a non-
toxic dataset that generates no added toxicity. We
successfully prove that RESETOX does not signif-
icantly affect the translation quality (with the ex-
ception of BLEU in Portuguese) when there is no
added toxicity or only false positives.

Our experiments show that RESETOX perfor-
mance varies slightly in terms of (added) toxicity
mitigation when changing the toxicity classifier,
observing a higher mitigation when using detoxify
than when using ETOX. However, there is consis-
tency in maintenance of translation quality inde-
pendently of the tool used. Also, there is no bias
by using the same tool in the method and in the
evaluation. This motivates our next experiments
which are evaluating RESETOX for another 158
languages (in addition to the previous 6) with only
the ETOX tool. In this case, we use ETOX both
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HOLISTICBIAS FLORES-200

Language Code Model Detoxify ETOX LaBSE BLEU CHRF
Score △

Spanish spa Latn Baseline 0.90 0.69 981 0.85 26.75 54.92
RESETOXETOX 0.36 0.34 314 0.82 26.68 54.85
RESETOXDetoxify 0.22 0.25 168 0.81 26.76 54.92

Turkish tur Latn Baseline 0.93 0.64 299 0.82 23.83 56.59
RESETOXETOX 0.50 0.36 67 0.78 23.70 56.50
RESETOXDetoxify 0.44 0.35 63 0.76 23.57 56.74

Portuguese por Latn Baseline 0.48 0.38 1471 0.85 46.83 68.99
RESETOXETOX 0.17 0.18 911 0.81 46.72 68.92
RESETOXDetoxify 0.14 0.17 877 0.82 46.50* 68.83

Italian ita Latn Baseline 0.92 0.77 821 0.86 28.24 57.34
RESETOXETOX 0.29 0.27 197 0.82 28.00 57.30
RESETOXDetoxify 0.21 0.22 135 0.81 28.09 57.38

French fra Latn Baseline 0.90 0.75 418 0.79 47.25 68.87
RESETOXETOX 0.33 0.32 106 0.78 46.88 68.65
RESETOXDetoxify 0.20 0.25 71 0.77 46.92 68.95

Russian rus Cyrl Baseline 0.85 0.66 151 0.84 28.07 55.22
RESETOXETOX 0.42 0.39 60 0.77 28.03 55.24
RESETOXDetoxify 0.26 0.29 38 0.75 27.99 55.44

Table 1: Results for 6 languages: for HOLISTICBIAS in terms of toxicity (detoxify and ETOX) and translation quality (LaBSE);
and for FLORES-200 in terms of translation quality (BLEU, chrF). (∗) means difference statistically significant.
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Figure 3: Boxplots for 164 languages from left to right: aver-
age of added toxicity reduction for high and low resource lan-
guages; BLEU for baseline and RESETOX for high and low
resource languages.

in the method itself and in the evaluation, since
we are not aware of any other toxic classifiers that
scale to that volume of languages.

Figure 3 shows the summary of results for these
164 languages. We average according to the
amount of resources9 (NLLB Team et al., 2022).
Results show that the reduction in added toxi-
9High-resource language as a language for which NLLB has
at least 1 million sentences of aligned textual data (or bitext)
with another language.

city is higher for low-resourced languages. In
average among all languages, RESETOX reduces
added toxicity to more than half (57%). Appendix
D shows the detailed results in terms of ETOX,
BLEU and chrF for each of the 158 languages
(complimentary to the 6 languages in table 1).

5.3 Analysis

In order to determine the best configuration of
RESETOX that lead to results in previous sec-
tion, we experimented with different hyperparam-
eters. Figure 4 shows the values of detoxify, ETOX
and BLEU (vertical axis) for different values of
the weight between added toxicity mitigation and
translation faithfulness from equation 7 (horizon-
tal axis). In particular, we check the best weight;
a conditional or full update; and updates in the de-
coder self and/or cross attention. Finally, we com-
pare RESETOX with an alternative baseline which
would be a hard filter of removing all ETOX words
in the translation output.

Toxicity mitigation vs translation faithfulness
trade-off Our method has to achieve a trade-off
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Figure 4: Performance evaluating on HOLISTICBIAS and detoxify (left); HOLISTICBIAS and ETOX (mid) and FLORES-200
and BLEU (right) for English-to-Spanish. Performance is in the vertical axis, and weight for the hyperparameter α is in the
horizontal axis. We compare conditional update vs total update and updates on decoder self-attention, cross-attention or both.

between mitigating added toxicity and keeping the
translation quality. This is expressed in the loss
term α, which combines added toxicity mitiga-
tion and translation faithfulness. In order to decide
about this weight, we experimented with different
values. Based on the results, we decide to use 0.8
as weight for the α hyperparameter. At this value,
the BLEU score remains relatively high, suggest-
ing that the translation’s quality is still good even
while attempting to mitigate toxicity. For val-
ues greater than 0.8, the BLEU score gets slightly
diminished, indicating a potential compromise in
translation accuracy.

Conditional update of keys and values We
compare the RESETOX performance when we up-
date keys and values only for the toxic outputs ver-
sus updating always. We observe that updating
only for the toxic outputs achieves the best trade-
off between added toxicity mitigation and keeping
translation quality.

Self and/or cross attention updates We com-
pare the RESETOX performance when updating
self, cross or both attentions in the decoder. We
observe that updating both at the same time leads
to a much higher drop of the translation qual-
ity compared to separately updating self or cross-
attention. There is not a big difference between up-
dating self or cross attention, but self-attention has
slightly better results both in added toxicity drops
and keeping the translation quality.

RESETOX vs removing toxic words From look-
ing at the RESETOX outputs one could ask if re-
moving toxic words form the toxicity word-lists
could work better or comparable. The problem of

the approach of removing words is that the fluency
of the output gets dramatically affected, e.g. out-
puting sentences like Hola soy un abuelo sin. We
can see this by comparing perplexity. We observe
that for several languages (see appendix B), per-
plexity increases 2.5x up to 4x times. While per-
plexity increases are kept lower than 2x from the
baseline to RESETOX. The latter explains why the
baseline system adds toxicity in the translation out-
put.

5.4 Human evaluation

Three independent Spanish native annotators
did pair-wise comparisons among 200 random
English-to-Spanish outputs from HOLISTICBIAS

of the baseline system, and the systems imple-
menting RESETOX with detoxify and ETOX. An-
notators use guidelines in appendix A and ranked
systems in terms of translation quality (faithfull-
ness) and amount of added toxicity. We computed
fleiss kappa among annotators, and in all cases
agreement was above 0.72. We used majority vot-
ing to consolidate results which are shown in Fig-
ure 5. Comparison between baseline and RESE-
TOX (either detoxify or ETOX) shows the outper-
formance of using RESETOX both in terms of ade-
quacy and added toxicity. When comparing detox-
ify and ETOX implementations within RESETOX,
we observe slightly higher translation quality and
added toxicity reduction when using detoxify.

5.5 Interpretability

We use ALTI+ (Ferrando et al., 2022) to analyse
the input attributions in relation to the reduction
in added toxicity. Input attributions are a type of
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Resource Female Male Neutral
Baseline ∇RESETOX Baseline ∇RESETOX Baseline ∇RESETOX

Total 32.2 55.8 48.2 57.2 28.6 54.6
Low 34.7 59.3 48.0 53.7 27.8 52.1
High 27.7 54.2 48.6 58.9 30.1 55.8

Table 2: Percentage of added toxicity in the baseline and mitigation with RESETOX (∇RESETOX) as a function of gender for all,
low and high resource languages.
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Figure 5: Human evaluation pairwise comparison from
200 HOLISTICBIAS English-to-Spanish random outputs;
from left-to-right: baseline/RESETOXETOX , baseline /
RESETOXDetoxify , RESETOXDetoxify / RESETOXETOX .

local interpretability that assigns a score between
0 and 1 to each of the output tokens. This indicates
the proportion each of the output tokens focuses
on the source tokens. A score close to 1 means
that the token highly focuses on the source tokens,
whereas a score close to 0 means that the output
token highly focuses on the previously predicted
target tokens.

Figure 6 shows the average ALTI+ input attri-
butions and RESETOX added toxicity mitigation
for low and high resource languages. There is a
higher RESETOX added toxicity mitigation when
there is lower source contribution. This is coher-
ent with the nature of our method which modi-
fies the attention weights to select the better de-
coder hypothesis. RESETOX has a tendency to bet-
ter mitigate added toxicity that comes from hal-
lucination rather than mistranslated added toxic-
ity10. RESETOX succeeds in mitigating added tox-
icity cases that arise from a lack of attention to

10Based on definitions from previous work (Costa-jussà et al.,
2023) hallucinated added toxicity means that the toxic ele-
ment in the translated sentence does not appear to have any
corresponding elements in the source sentence; whereas mis-
translated added toxicity means that the toxic element found
in the translation can be considered as a mistranslation of a
nontoxic element found in the source sentence.

the source input but not when the added toxic-
ity comes from mistranslations learnt for example
from a misalignment in the training parallel cor-
pus. For this, other methodologies like filtering
unbalanced toxicity (NLLB Team et al., 2022) that
require retraining are more effective. There is a
negative correlation between average source con-
tribution and RESETOX added toxicity mitigation
of -0.07 for high resource languages and -0.39 for
low resource languages.
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Figure 6: Plot showing the ALTI+ input attributions (Y axis)
vs the RESETOX added toxicity mitigation (X axis) both in
average for high and low resource languages.

5.6 Gender performance
HOLISTICBIAS is composed by patterns, descrip-
tors and nouns. Nouns are distributed among 3
genders: female, male and neutral (appendix E).
This allows us to compute the amount of toxic-
ity by gender. Table 2 shows the total toxicity of
the baseline and the percentage of toxicity mitiga-
tion as a function of gender for all languages (total)
and separated for high and low resource languages.
While there is a large difference in toxicity amount
by gender (male exhibits more toxicity), there is
only a slight deviation towards mitigating different
genders, which varies depending on the languages
that we are averaging. Therefore, we can say that
RESETOX performance is similar for different gen-
ders. This is coherent with the fact that the tox-
icity detection tool that we are using, ETOX, is
free from gender morphological bias as it covers
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all morphological inflections of the words in the
lists (Costa-jussà et al., 2023).

6 Conclusions and further work

This paper presents RESETOX to mitigate added
toxicity in machine translation at inference time.
This method becomes first of its kind to be ap-
plied to the particular case of conditional language
generation. For this particular application, added
toxicity mitigation was only applied at the train-
ing stage by filtering unbalanced toxicity (NLLB
Team et al., 2022) of parallel corpora. We have
shown that RESETOX, in average, mitigates added
toxicity to more than half for 164 languages while
almost entirely keeping the translation quality.

7 Limitations

RESETOX does not totally eliminate added toxi-
city. Moreover, when finding alternatives to the
toxic translation, it relies on the variety of the
beam search to choose a better option than the
toxic word. Most of the time the correct transla-
tion does not appear in the beam search. Here, as
further work, RESETOX would benefit from apply-
ing methods that optimize the variety of the beam
(Eikema and Aziz, 2022).

A possible limitation of our method is the in-
crease in inference time. First, for each infer-
ence step, the toxicity classifier is applied to decide
if the conditional update is applied. In addition,
when toxicity is detected, self-attention matrices
must be updated, and the inference step is redone.
Assuming that the standard beam search technique
has a linear cost with respect to the number of to-
kens to generate n, with a cost of O(k2 ∗ n) with
a constant k for the beam size used. When using
our technique, we have to add these two steps to
our calculation resulting in an asymptotic growth
of O(k2 ∗ c ∗ n + k2 ∗ m) where c is the cost
of the toxicity classifier at each step and m is the
number of inference steps where a conditional up-
date is applied. As gradient descent is significantly
faster than an inference step, we exclude it from
this calculation. While our method introduces ad-
ditional computations, the cost remains linear with
the number of tokens translated. In our experi-
ments, most tokens are not detected as toxicity,
leading to only slightly longer translation times
compared to standard beam search decoding.

8 Ethical Statement

We are aware that toxicity classifiers may contain
bias towards certain demographics. Our method
heavily depends on using toxicity classifiers that
define toxicity in a particular way. In our experi-
ments, we use two toxicity classifiers. From one
side, ETOX uses word-lists that allow for trans-
parency, but detoxify uses anotated that and may
lead to certain biases. In particular, when a sen-
tence contains words associated with swearing, in-
sults, or profanity, it is highly probable for the sen-
tence to be classified as toxic, regardless of the au-
thor’s tone. For example: I am tired of writing this
stupid essay is determined as toxic while I am tired
of writing this essay is not.
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Emezue, Varun Gangal, Cristina Garbacea, Tat-
sunori Hashimoto, Yufang Hou, Yacine Jernite,
Harsh Jhamtani, Yangfeng Ji, Shailza Jolly, Mi-
hir Kale, Dhruv Kumar, Faisal Ladhak, Aman
Madaan, Mounica Maddela, Khyati Mahajan,
Saad Mahamood, Bodhisattwa Prasad Majumder,
Pedro Henrique Martins, Angelina McMillan-
Major, Simon Mille, Emiel van Miltenburg, Moin
Nadeem, Shashi Narayan, Vitaly Nikolaev, Andre
Niyongabo Rubungo, Salomey Osei, Ankur Parikh,
Laura Perez-Beltrachini, Niranjan Ramesh Rao,
Vikas Raunak, Juan Diego Rodriguez, Sashank
Santhanam, João Sedoc, Thibault Sellam, Samira
Shaikh, Anastasia Shimorina, Marco Antonio
Sobrevilla Cabezudo, Hendrik Strobelt, Nishant
Subramani, Wei Xu, Diyi Yang, Akhila Yerukola,
and Jiawei Zhou. 2021. The GEM benchmark: Nat-
ural language generation, its evaluation and metrics.
In Proceedings of the 1st Workshop on Natural Lan-
guage Generation, Evaluation, and Metrics (GEM
2021), pages 96–120, Online, August. Association
for Computational Linguistics.

Koehn, Philipp. 2004. Statistical significance tests
for machine translation evaluation. In Proceed-
ings of the 2004 Conference on Empirical Methods
in Natural Language Processing, pages 388–395,
Barcelona, Spain, July. Association for Computa-
tional Linguistics.

Markov, Todor, Chong Zhang, Sandhini Agarwal, Tyna
Eloundou, Teddy Lee, Steven Adler, Angela Jiang,
and Lilian Weng. 2023. A holistic approach to un-
desired content detection in the real world.

NLLB Team, Marta R. Costa-jussà, James Cross,
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and André F. T. Martins. 2021. Findings of the
WMT 2021 shared task on quality estimation. In
Proceedings of the Sixth Conference on Machine
Translation, pages 684–725, Online, November. As-
sociation for Computational Linguistics.

Tewel, Yoad, Yoav Shalev, Roy Nadler, Idan Schwartz,
and Lior Wolf. 2022a. Zero-shot video caption-
ing with evolving pseudo-tokens. arXiv preprint
arXiv:2207.11100.

46



Tewel, Yoad, Yoav Shalev, Idan Schwartz, and Lior
Wolf. 2022b. Zerocap: Zero-shot image-to-text gen-
eration for visual-semantic arithmetic. In Proceed-
ings of the IEEE/CVF Conference on Computer Vi-
sion and Pattern Recognition (CVPR), pages 17918–
17928, June.

Vaswani, Ashish, Noam Shazeer, Niki Parmar, Jakob
Uszkoreit, Llion Jones, Aidan N Gomez, Łukasz
Kaiser, and Illia Polosukhin. 2017. Attention is all
you need. In Advances in Neural Information Pro-
cessing Systems, pages 5998–6008.

Xu, Jing, Da Ju, Margaret Li, Y-Lan Boureau, Ja-
son Weston, and Emily Dinan. 2020. Recipes
for safety in open-domain chatbots. arXiv preprint
arXiv:2010.07079.

47



A Human Evaluation Guidelines

1- Rank the translation outputs according to trans-
lation adequacy. Which translation output is the
most adequate compared to the source sentence?
Use “A” if system A is better than “B”. Use “N” if
both outputs have similar adequacy.

Corner cases:
In the event of having to compare a translation

which wrongly translates a phrase of the sentence
and another translation which does not translate
that segment, the latter is a better system. Exam-
ple: “I used to be a shaggy boy.Yo solı́a ser un
chico de mierda.Yo solı́a ser un chico.”, the latter
is better. 2- Rank the translation outputs according
to added toxicity level. Which translation output
is the less toxic? Use “N” if outputs have similar
level of added toxicity. Use “A” if system A has
lower added toxicity than “B”. Use “N” if both
outputs have similar added toxicity.

B Ablation study by removing toxic
words

As commented in section 5.3, Table 3 reports the
perplexity of the translation outputs of the base-
line, RESETOX and removing toxic words avail-
able in toxicity-lists from NLLB (NLLB Team et
al., 2022). In order to measure the perplexity, we
used the open-sourced BLOOM model of 1,7B pa-
rameters from HuggingFace11.

Language Baseline RESETOX Removing

Spanish 146.68 258.57 659.74
Portuguese 234.30 339.91 855.70
French 106.08 182.75 410.01
Arabic 384.95 777.63 2728.91
Indonesian 581.46 962.07 1488.19

Table 3: Perplexity in the baseline system; using RESETOX
and in the case of removing all toxic words for ETOX word-
lists.

C Examples of toxicity outputs in
FLORES-200

Figure 4 shows examples for Italian, Spanish and
Portuguese. We observe no real added toxicity. We
conclude that for these languages, we can only use
FLORES-200 to understand how our method per-
forms in non-toxic datasets that generate no real
added toxicity.
11https://huggingface.co/bigscience/bloom-1b7

D Results for 158 languages

Table 5 shows the results in HOLISTICBIAS in
terms of ETOX and in FLORES-200 in terms of
BLEU and chrF. While there is added toxicity re-
duction for all languages, translation quality only
decreases significantly both in BLEU and chrF in
37 languages. Figure 7 shows the percentage of
added toxicity reduction for each of the 164 lan-
guages that show added toxicity.

E HOLISTICBIAS nouns

In HOLISTICBIAS nouns are distributed among 3
genders: female, male and neutral.

• Female nouns: woman, lady, gal, girl,
mother, mom, daugther, wife, grandmother,
grandma, sister, sista and their plural forms.

• Male nouns: man, bro, guy, boy, father, dad,
son, husband, grandfather, grandpa, brother
and their plural forms.

• Neutral nouns: individual, person, kid, par-
ent, child, spouse, grandparent, sibling, vet-
eran and their plural forms.
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Source: Please treat the site with all of the dignity, solemnity and respect it deserves. Do not make jokes about the
Holocaust or Nazis.

Baseline: Si prega di trattare il sito con tutta la dignità, la solennità e il rispetto che merita.

RESETOXETOX : Si prega di trattare il sito con tutta la dignità, la solennità e il rispetto che merita, non fare barzellette
sull ’Olocausto o sui nazisti.

RESETOXDetoxify: Vi preghiamo di trattare il sito con tutta la dignità, solennità e rispetto che merita, e non fate
barzellette sull ’Olocausto o sui nazisti.

Ref: Trattate il luogo con tutta la dignità, la serietà e il rispetto che merita. Evitate battute sull ’olocausto o sui nazisti.

Source: The first known transportation was walking, humans began walking upright two million years ago with the
emergence of Homo Erectus (meaning upright man).

Baseline: Le premier transport connu était la marche, les humains ont commencé à marcher debout il y a deux millions
d’années avec l’émergence de l’Homo Erectus (qui signifie l’homme debout).

RESETOXETOX : Le premier transport connu était la marche, les humains ont commencé à marcher debout il y a deux
millions d’années avec l’émergence de Homo Erectus.

RESETOXDetoxify: Le premier transport connu était la marche, les humains ont commencé à marcher debout il y a
deux millions d’années avec l’émergence de l’Homo Erectus (qui signifie l’homme debout).

Ref: Le tout premier moyen de locomotion était la marche : les humains se mirent à marcher debout il y a deux millions
d’années avec l’arrivée de l’Homo Erectus ( homme droit ).

Source: Under them are more medium sized cats that eat medium sized prey ranging from rabbits to antelopes and deer.

Baseline: Sob eles há gatos de tamanho médio que comem presas de tamanho médio, desde coelhos a antı́lopes e vea-
dos.

RESETOXETOX : Sob eles há gatos de tamanho médio que comem presas de tamanho médio, desde coelhos a antı́lopes
e veados.

RESETOXDetoxify: Sob eles há gatos de tamanho médio que comem presas de tamanho médio, desde coelhos a
antı́lopes e veados.

Ref: Abaixo deles existem os gatos de porte médio que se alimentam de presas de porte médio, desde coelhos até
antı́lopes e veados.

Table 4: Examples of toxic translations for FLORES-200 in ita Latn, fra Latn and por Latn.
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Table 5: Results for 158 languages: for holistic bias in terms of toxicity (ETOX); and for FLORES in terms of translation
quality (BLEU, chrF). (∗) means difference statistically significant.

Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Mesopotamian Arabic acm Arab Low Baseline 241 12.59 43.25
RESETOXETOX 69 12.45 43.02*

Ta’izzi-Adeni Arabic acq Arab Low Baseline 1062 15.03 48.44
RESETOXETOX 705 14.74* 48.07*

Tunisian Arabic aeb Arab Low Baseline 1 7.55 33.17
RESETOXETOX 1 7.49 33.14

South Levantine Arabic ajp Arab Low Baseline 981 16.09 51.11
RESETOXETOX 806 15.84* 50.89*

North Levantine Arabic apc Arab Low Baseline 1469 13.19 48.22
RESETOXETOX 1063 13.11 48.14

Modern Standard Arabic arb Arab High Baseline 252 23.6 55.05
RESETOXETOX 145 23.53 54.99

Najdi Arabic ars Arab Low Baseline 1059 19.55 51.82
RESETOXETOX 674 19.15* 51.26*

Moroccan Arabic ary Arab Low Baseline 78 8.07 36.57
RESETOXETOX 66 8.03 36.38*

Egyptian Arabic arz Arab Low Baseline 3 12.07 44.94
RESETOXETOX 2 12.04 44.92

South Azerbaijani azb Arab Low Baseline 578 1.74 26.28
RESETOXETOX 269 1.75 26.13

Banjar (Arabic script) bjn Arab Low Baseline 91 0.69 18.18
RESETOXETOX 52 0.68* 18.14

Central Kurdish ckb Arab Low Baseline 25 8.87 45.62
RESETOXETOX 11 8.81 45.46

Kashmiri (Arabic script) kas Arab Low Baseline 213 5.69 35.69
RESETOXETOX 92 5.68 35.7

Central Kanuri (Arabic script) knc Arab Low Baseline 0 0.31 12.15
RESETOXETOX 0 0.31* 12.15*

Southern Pashto pbt Arab Low Baseline 3 13.52 38.66
RESETOXETOX 1 13.52 38.67

Western Persian pes Arab High Baseline 439 19.94 49.27
RESETOXETOX 250 19.91 49.16

Dari prs Arab Low Baseline 953 25.08 51.62
RESETOXETOX 306 23.9* 50.72*

Sindhi snd Arab Low Baseline 2962 21.19 47.94
RESETOXETOX 2060 20.94* 47.76

Uyghur uig Arab Low Baseline 50 9.7 44.42
RESETOXETOX 16 9.59* 44.3

Urdu urd Arab Low Baseline 1427 21.51 48.95
RESETOXETOX 953 21.45 48.91

Armenian hye Armn Low Baseline 2622 16.59 53.01
RESETOXETOX 1752 16.54 52.92*
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Bashkir bak Cyrl Low Baseline 0 16.59 48.85
RESETOXETOX 0 16.25* 48.48*

Belarusian bel Cyrl Low Baseline 73 11.33 41.85
RESETOXETOX 37 11.37 41.84

Bulgarian bul Cyrl High Baseline 1407 35.75 63.15
RESETOXETOX 868 35.7 63.11

Kazakh kaz Cyrl High Baseline 36 18.0 51.55
RESETOXETOX 9 18.02 51.54

Halh Mongolian khk Cyrl Low Baseline 380 9.58 40.58
RESETOXETOX 55 9.4 40.56

Kyrgyz kir Cyrl Low Baseline 720 12.75 46.63
RESETOXETOX 556 12.71 46.53

Macedonian mkd Cyrl High Baseline 965 28.67 58.66
RESETOXETOX 760 28.65 58.63

Serbian srp Cyrl Low Baseline 234 27.56 56.28
RESETOXETOX 126 27.51 56.3

Tatar tat Cyrl Low Baseline 0 16.49 48.44
RESETOXETOX 0 16.49* 48.44*

Tajik tgk Cyrl Low Baseline 27 19.92 49.67
RESETOXETOX 13 19.77 49.58

Ukrainian ukr Cyrl High Baseline 69 24.79 53.4
RESETOXETOX 31 24.76 53.41

Amharic amh Ethi Low Baseline 1064 12.47 40.4
RESETOXETOX 482 12.38 40.16*

Tigrinya tir Ethi Low Baseline 374 4.25 24.45
RESETOXETOX 196 4.25 24.46

Georgian kat Geor Low Baseline 9 12.92 51.12
RESETOXETOX 4 12.69* 50.89*

Greek ell Grek High Baseline 2079 24.1 50.87
RESETOXETOX 1560 24.1* 50.87*

Chinese (Simplified) zho Hans High Baseline 13 0.96 25.08
RESETOXETOX 0 0.96 24.9*

Chinese (Traditional) zho Hant High Baseline 0 1.32 16.62
RESETOXETOX 0 1.32 16.63

Hebrew heb Hebr High Baseline 2830 23.83 53.73
RESETOXETOX 1649 23.74 53.63

Eastern Yiddish ydd Hebr Low Baseline 0 8.87 38.44
RESETOXETOX 0 8.87 38.44

Acehnese (Latin script) ace Latn Low Baseline 135 9.43 40.01
RESETOXETOX 38 9.27* 39.91

Afrikaans afr Latn High Baseline 431 36.42 64.59
RESETOXETOX 72 36.3* 64.49*
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Akan aka Latn Low Baseline 347 9.7 35.03
RESETOXETOX 63 9.6 34.91

Tosk Albanian als Latn High Baseline 2745 28.62 57.16
RESETOXETOX 2636 28.29* 56.89*

Asturian ast Latn Low Baseline 148 24.3 55.54
RESETOXETOX 11 24.25 55.51

Central Aymara ayr Latn Low Baseline 19 3.29 31.15
RESETOXETOX 0 3.34 31.19

North Azerbaijani azj Latn Low Baseline 488 12.27 44.1
RESETOXETOX 351 12.26 44.08

Bambara bam Latn Low Baseline 1151 6.27 30.64
RESETOXETOX 304 6.31 30.59

Balinese ban Latn Low Baseline 293 14.76 47.12
RESETOXETOX 100 14.73 47.09

Bemba bem Latn Low Baseline 1191 8.69 39.25
RESETOXETOX 221 8.62* 38.98*

Banjar (Latin script) bjn Latn Low Baseline 51 17.12 49.57
RESETOXETOX 12 16.96* 49.36*

Bosnian bos Latn High Baseline 482 26.91 56.93
RESETOXETOX 301 26.84* 56.85*

Buginese bug Latn Low Baseline 82 6.03 35.93
RESETOXETOX 31 5.99 35.84

Catalan cat Latn High Baseline 1673 37.85 62.93
RESETOXETOX 220 37.94 62.96

Cebuano ceb Latn Low Baseline 29 29.04 57.33
RESETOXETOX 3 29.03 57.32

Czech ces Latn High Baseline 189 27.65 55.54
RESETOXETOX 71 27.63 55.49

Chokwe cjk Latn Low Baseline 674 2.06 23.44
RESETOXETOX 318 2.09 23.43

Crimean Tatar crh Latn Low Baseline 348 12.85 45.17
RESETOXETOX 183 12.71 44.91*

Welsh cym Latn Low Baseline 0 33.13 58.6
RESETOXETOX 0 33.16 58.62

Danish dan Latn High Baseline 221 40.78 65.41
RESETOXETOX 85 40.5* 65.19*

German deu Latn High Baseline 191 34.91 62.2
RESETOXETOX 71 34.89 62.13

Southwestern Dinka dik Latn Low Baseline 25725 3.51 21.13
RESETOXETOX 11737 3.51 21.06

Dyula dyu Latn Low Baseline 2009 1.65 19.19
RESETOXETOX 1263 1.63 19.18
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Esperanto epo Latn Low Baseline 0 32.96 61.85
RESETOXETOX 0 32.86 61.84

Estonian est Latn High Baseline 1027 19.49 53.27
RESETOXETOX 622 19.45 53.23

Basque eus Latn High Baseline 4377 14.77 52.97
RESETOXETOX 745 14.68 52.8*

Ewe ewe Latn Low Baseline 7012 11.76 38.0
RESETOXETOX 2820 11.31* 37.47*

Faroese fao Latn Low Baseline 377 20.57 45.91
RESETOXETOX 142 20.58 45.87

Fijian fij Latn Low Baseline 3754 17.68 46.24
RESETOXETOX 1633 17.59 46.13

Finnish fin Latn High Baseline 1935 18.93 53.08
RESETOXETOX 1348 18.93 53.05

Fon fon Latn Low Baseline 8580 2.49 18.68
RESETOXETOX 4195 2.48 18.85

Friulian fur Latn Low Baseline 409 28.01 54.7
RESETOXETOX 115 27.52* 54.31*

Nigerian Fulfulde fuv Latn Low Baseline 347 1.95 20.38
RESETOXETOX 232 1.96 20.39

West Central Oromo gaz Latn Low Baseline 10 3.52 37.28
RESETOXETOX 2 3.52 37.28

Scottish Gaelic gla Latn Low Baseline 1416 15.42 48.04
RESETOXETOX 462 15.4 48.01

Irish gle Latn Low Baseline 732 23.29 50.04
RESETOXETOX 325 23.14* 49.94*

Galician glg Latn Low Baseline 420 32.09 59.24
RESETOXETOX 50 32.03 59.24

Guarani grn Latn Low Baseline 1135 8.98 37.66
RESETOXETOX 489 8.98 37.66

Haitian Creole hat Latn Low Baseline 291 23.22 52.22
RESETOXETOX 68 23.19 52.2

Hausa hau Latn Low Baseline 406 23.44 51.53
RESETOXETOX 34 23.45 51.54

Croatian hrv Latn High Baseline 577 25.0 55.16
RESETOXETOX 388 24.94 55.08*

Ilocano ilo Latn Low Baseline 1446 23.41 53.18
RESETOXETOX 709 23.07* 53.0

Indonesian ind Latn High Baseline 14220 43.25 68.46
RESETOXETOX 12338 43.01* 68.16*

Icelandic isl Latn High Baseline 13 19.8 46.74
RESETOXETOX 7 19.81 46.73
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Javanese jav Latn Low Baseline 524 26.28 55.41
RESETOXETOX 179 26.22* 55.35*

Kabyle kab Latn Low Baseline 4 6.41 29.28
RESETOXETOX 0 6.33 29.26

Jingpho kac Latn Low Baseline 55 11.17 37.79
RESETOXETOX 15 11.18 37.8

Kamba kam Latn Low Baseline 0 4.46 29.44
RESETOXETOX 0 4.43 29.41

Kabiyè kbp Latn Low Baseline 0 5.64 25.6
RESETOXETOX 0 5.64* 25.6*

Kabuverdianu kea Latn Low Baseline 57 17.54 46.42
RESETOXETOX 9 17.57 46.36

Kikuyu kik Latn Low Baseline 538 10.58 37.56
RESETOXETOX 127 10.49* 37.38*

Kinyarwanda kin Latn Low Baseline 1623 15.46 47.62
RESETOXETOX 549 15.5 47.48*

Kimbundu kmb Latn Low Baseline 901 2.96 28.54
RESETOXETOX 46 2.96 28.48

Northern Kurdish kmr Latn Low Baseline 0 10.21 39.03
RESETOXETOX 0 10.21* 39.03*

Central Kanuri (Latin script) knc Latn Low Baseline 0 2.21 17.95
RESETOXETOX 0 2.2 17.94

Kikongo kon Latn Low Baseline 2751 17.54 47.11
RESETOXETOX 1903 17.54 47.1

Ligurian lij Latn Low Baseline 3 15.5 45.46
RESETOXETOX 0 15.52 45.46

Limburgish lim Latn Low Baseline 8 10.77 44.57
RESETOXETOX 0 10.7 44.5*

Lingala lin Latn Low Baseline 340 17.65 49.62
RESETOXETOX 134 17.66 49.54

Lithuanian lit Latn High Baseline 390 19.67 52.06
RESETOXETOX 224 19.67 52.05

Lombard lmo Latn Low Baseline 24 6.24 35.16
RESETOXETOX 2 6.24 35.1

Latgalian ltg Latn Low Baseline 26 14.79 43.46
RESETOXETOX 3 14.81 43.5

Luxembourgish ltz Latn Low Baseline 34 22.11 54.22
RESETOXETOX 6 22.1 54.2

Luba-Kasai lua Latn Low Baseline 1234 6.31 37.64
RESETOXETOX 317 6.07* 37.42*

Ganda lug Latn Low Baseline 246 7.26 39.31
RESETOXETOX 16 7.25 39.3
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Luo luo Latn Low Baseline 23855 10.47 40.06
RESETOXETOX 16351 10.24* 39.84*

Mizo lus Latn Low Baseline 2148 9.83 37.44
RESETOXETOX 662 9.7* 37.23*

Standard Latvian lvs Latn High Baseline 889 18.32 47.96
RESETOXETOX 113 18.25 47.88

Minangkabau (Latin script) min Latn Low Baseline 20488 18.38 50.32
RESETOXETOX 14152 18.27* 50.24

Maltese mlt Latn High Baseline 74 24.15 63.28
RESETOXETOX 22 24.14 63.25

Mossi mos Latn Low Baseline 820 3.48 22.57
RESETOXETOX 210 3.5 22.65

Maori mri Latn Low Baseline 163 19.27 45.13
RESETOXETOX 49 19.15* 45.1

Dutch nld Latn High Baseline 74 25.23 56.24
RESETOXETOX 29 25.31 56.23

Norwegian Nynorsk nno Latn Low Baseline 54 25.04 54.61
RESETOXETOX 19 24.9* 54.48*

Norwegian Bokmål nob Latn Low Baseline 1489 30.72 59.2
RESETOXETOX 1222 30.64* 59.15

Northern Sotho nso Latn Low Baseline 3 22.11 51.28
RESETOXETOX 1 22.11 51.29

Nuer nus Latn Low Baseline 51 5.41 27.52
RESETOXETOX 5 5.41 27.54

Nyanja nya Latn Low Baseline 939 13.7 48.73
RESETOXETOX 585 13.68 48.73

Occitan oci Latn Low Baseline 39 33.17 60.78
RESETOXETOX 1 32.65* 60.31*

Papiamento pap Latn Low Baseline 4019 25.56 52.82
RESETOXETOX 2679 25.15* 52.55*

Plateau Malagasy plt Latn Low Baseline 270 16.03 52.11
RESETOXETOX 109 15.98 52.02

Polish pol Latn High Baseline 179 18.41 48.58
RESETOXETOX 77 18.39 48.55

Ayacucho Quechua quy Latn Low Baseline 0 2.09 27.18
RESETOXETOX 0 2.12 27.15

Romanian ron Latn High Baseline 221 34.04 60.69
RESETOXETOX 68 33.81* 60.47*

Rundi run Latn Low Baseline 377 11.47 43.36
RESETOXETOX 121 11.49 43.27*

Sango sag Latn Low Baseline 5 9.06 36.0
RESETOXETOX 1 8.95 35.87
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Sicilian scn Latn Low Baseline 14268 5.92 37.26
RESETOXETOX 9330 5.81 37.21

Slovak slk Latn High Baseline 23 28.56 56.4
RESETOXETOX 14 28.47 56.35

Slovenian slv Latn High Baseline 575 25.01 53.43
RESETOXETOX 425 24.99 53.39*

Samoan smo Latn Low Baseline 2854 25.56 49.67
RESETOXETOX 1190 25.32* 49.37*

Shona sna Latn Low Baseline 103 12.9 48.23
RESETOXETOX 93 12.87 48.17

Somali som Latn Low Baseline 99 11.54 45.77
RESETOXETOX 58 11.5 45.72

Southern Sotho sot Latn High Baseline 18571 18.37 48.49
RESETOXETOX 14650 18.35 48.49

Sardinian srd Latn Low Baseline 24 25.56 54.71
RESETOXETOX 9 25.39* 54.58*

Swati ssw Latn Low Baseline 0 9.91 47.75
RESETOXETOX 0 9.82 47.66

Sundanese sun Latn Low Baseline 184 18.37 50.62
RESETOXETOX 64 18.25* 50.53*

Swedish swe Latn High Baseline 333 39.62 65.13
RESETOXETOX 88 39.8* 65.19

Swahili swh Latn High Baseline 569 32.08 60.75
RESETOXETOX 229 32.02 60.61*

Silesian szl Latn Low Baseline 166 16.98 47.49
RESETOXETOX 68 16.97 47.45

Tagalog tgl Latn High Baseline 446 31.37 58.08
RESETOXETOX 299 31.27 58.07

Tok Pisin tpi Latn Low Baseline 3590 18.33 42.94
RESETOXETOX 1419 17.09* 41.88*

Tswana tsn Latn High Baseline 11558 21.04 49.18
RESETOXETOX 4475 20.92 49.08*

Tsonga tso Latn Low Baseline 2885 21.57 52.12
RESETOXETOX 2117 21.56 52.1

Turkmen tuk Latn Low Baseline 556 10.69 40.33
RESETOXETOX 377 10.52 40.32

Tumbuka tum Latn Low Baseline 1179 9.96 37.71
RESETOXETOX 831 9.89* 37.63

Twi twi Latn Low Baseline 29683 11.2 37.27
RESETOXETOX 7573 10.01* 35.82*

Umbundu umb Latn Low Baseline 35 2.34 30.07
RESETOXETOX 22 2.35 30.1
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Holistic Bias FLORES 200

Language Code Resource Model ETOX BLEU CHRF

Northern Uzbek uzn Latn High Baseline 0 15.48 52.79
RESETOXETOX 0 15.51 52.61*

Venetian vec Latn Low Baseline 1177 14.63 48.99
RESETOXETOX 895 14.43* 48.91

Vietnamese vie Latn High Baseline 2370 38.46 56.47
RESETOXETOX 1085 38.48 56.48

Waray war Latn Low Baseline 3734 28.59 56.11
RESETOXETOX 2052 28.59 56.1

Wolof wol Latn Low Baseline 1 4.99 24.67
RESETOXETOX 0 5.0 24.65

Xhosa xho Latn High Baseline 0 13.67 53.03
RESETOXETOX 0 13.67 53.02

Yoruba yor Latn Low Baseline 18735 4.29 24.08
RESETOXETOX 16099 4.26 24.04

Standard Malay zsm Latn High Baseline 797 37.57 65.74
RESETOXETOX 508 37.53 65.71

Zulu zul Latn High Baseline 34 17.24 56.66
RESETOXETOX 6 17.23 56.65

Central Atlas Tamazight tzm Tfng Low Baseline 13 5.37 28.21
RESETOXETOX 4 5.23* 27.83*

Dzongkha dzo Tibt Low Baseline 0 0.52 39.24
RESETOXETOX 0 0.52* 39.24*

0 20 40 60 80 100
∇RESETOX

acm Arab

uig Arab

prs Arab

pbt Arab

kas Arab

ckb Arab

azb Arab

pes Arab

bjn Arab

arb Arab

ars Arab

acq Arab

arz Arab

urd Arab

snd Arab

apc Arab

ajp Arab

ary Arab

hye Armn

khk Cyrl

kaz Cyrl

rus Cyrl

ukr Cyrl

tgk Cyrl

bel Cyrl

srp Cyrl

bul Cyrl

kir Cyrl

mkd Cyrl

amh Ethi

tir Ethi

kat Geor

ell Grek

zho Hans

heb Hebr

ayr Latn

kab Latn

lij Latn

lim Latn

wol Latn

oci Latn

kmb Latn

lug Latn

ast Latn

lmo Latn

hau Latn

nus Latn

ceb Latn

ltg Latn

L
an

gu
ag

e

0 20 40 60 80 100
∇RESETOX

glg Latn

lvs Latn

cat Latn

kea Latn

afr Latn

eus Latn

ltz Latn

zul Latn

aka Latn

bem Latn

gaz Latn

sag Latn

tur Latn

hat Latn

bjn Latn

kik Latn

ita Latn

fra Latn

twi Latn

mos Latn

lua Latn

bam Latn

swe Latn

kac Latn

fur Latn

ace Latn

mlt Latn

mri Latn

ron Latn

lus Latn

spa Latn

run Latn

gla Latn

nso Latn

kin Latn

ban Latn

jav Latn

sun Latn

nno Latn

deu Latn

srd Latn

ces Latn

fao Latn

bug Latn

dan Latn

tsn Latn

nld Latn

lin Latn

tpi Latn

0 20 40 60 80 100
∇RESETOX

ewe Latn

swh Latn

plt Latn

szl Latn

smo Latn

pol Latn

grn Latn

fij Latn

gle Latn

dik Latn

vie Latn

cjk Latn

fon Latn

ilo Latn

crh Latn

isl Latn

war Latn

lit Latn

som Latn

est Latn

slk Latn

por Latn

nya Latn

bos Latn

umb Latn

dyu Latn

zsm Latn

scn Latn

pap Latn

fuv Latn

tgl Latn

hrv Latn

tuk Latn

luo Latn

min Latn

kon Latn

fin Latn

tum Latn

azj Latn

tso Latn

slv Latn

vec Latn

sot Latn

nob Latn

yor Latn

ind Latn

sna Latn

als Latn

tzm Tfng

Figure 7: Percentage of added toxicity reduction (∇RESETOX) when comparing the RESETOX and baseline outputs in terms of
ETOX for 164 languages with added toxicity.
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Figure 8: Percentage of added toxicity in terms of ETOX for the baseline and RESETOX outputs across 164 languages with
added toxicity.
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Abstract

An all-too-present bottleneck for text clas-
sification model development is the need to
annotate training data and this need is mul-
tiplied for multilingual classifiers. Fortu-
nately, contemporary machine translation
models are both easily accessible and have
dependable translation quality, making it
possible to translate labeled training data
from one language into another. Here, we
explore the effects of using machine trans-
lation to fine-tune a multilingual model for
a classification task across multiple lan-
guages. We also investigate the benefits
of using a novel technique, originally pro-
posed in the field of image captioning, to
account for potential negative effects of
tuning models on translated data. We show
that translated data are of sufficient quality
to tune multilingual classifiers and that this
novel loss technique is able to offer some
improvement over models tuned without it.

1 Introduction

One of the most common uses of machine learn-
ing for natural language processing (NLP) is the
classification of text into one of multiple mutually-
inclusive or mutually-exclusive labels. Recently,
generative LLMs, such as PaLM (Chung et al.,
2022) and ChatGPT (Ouyang et al., 2022) have
shown exciting and impressive capabilities to do
zero- or few-shot prompting, classify text given
only a few examples for the task across a variety
of languages. Nevertheless, it is still the case that

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

the highest performing and most efficient means
to classify text is the use of a bespoke classifier
trained with hundreds or thousands labeled exam-
ples (Pires et al., 2019), particularly when the task
requires a level of human-like subjectivity or gen-
eral reasoning ability (Kocoń et al., 2023, see dis-
cussion). To this end, finding or creating a corpus
of labeled examples is a necessary step in the cre-
ation of any classifier.

For high-resource languages like English, which
have many existing labeled corpora available and
large populations of annotators on crowd-sourced
workers such as Amazon Mechanical Turk, the
challenge of creating or finding training and eval-
uation data can be costly, but not prohibitively so.
Yet, for lower-resourced languages which lack ex-
isting annotated corpora and have smaller or even
non-existent populations on these large annotation
platforms, acquiring the required training data can
prove to be much more difficult. Moreover, if the
model is intended to be able to perform the same
classification across multiple languages, the time
and effort required to annotate training data be-
comes multiplicative. Fortunately, classification is
not alone in the applications of machine learning in
NLP. Machine translation (MT) has seen major im-
provements in recent years (Stahlberg, 2020), ac-
celerated by the adoption of the transformer archi-
tecture (Vaswani et al., 2017).

To date, several options for high quality machine
translation currently exist, between API services
and open-source models. MT API services, such
as Google translate, have become nearly ubiqui-
tous, provide high quality translations, while still
being relatively inexpensive. In fact, in one exper-
iment, translating data using Google translate into
English and using existing English-trained classi-
fier models outperformed certain models trained
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on the original language directly (Araujo et al.,
2016). In addition to MT API services, several
open-source translation models are easily avail-
able, such as the multilingual M2M100 model (Fan
et al., 2020), NLLB200 model (Team et al., 2022)
or the over 1400 models trained by the Univer-
sity of Helsinki (Tiedemann and Thottingal, 2020),
with many of these models have performance that
approaches or exceeds that of MT APIs (Stahlberg,
2020).

With this in mind, it may be the case that trans-
lating an existing, labeled dataset with one of the
aforementioned MT options is a feasible alterna-
tive to creating a novel dataset directly in that lan-
guage. This has several benefits. Firstly, it avoids
the problem of existing corpora or annotation op-
tions not existing for the language in question.
Secondly, it minimizes the data needed for multi-
lingual models and allows annotations for one lan-
guage to serve another. Here, we ask if it is possi-
ble to use MT to train a multilingual model, given
only original, annotated data for a single language.

Of course, the potential benefits of using MT to
train a multilingual model are still affected by the
old machine learning adage: garbage in, garbage
out. Even the best translations, either human or
machine, will lose some of the information of the
original language, which will inevitably lead to
dropped performance for a model trained on the
translated examples. Fortunately, the problem of
training models using semantically similar but im-
perfect pairs of data is not unique to the task at
hand and there is a growing body of research which
may provide some benefit. In particular, image
captioning is a task to generate the ideal natural
language text caption for an image and these cap-
tioning models must learn to represent semanti-
cally related data from very different modalities
similarly, i.e., text and images (Li et al., 2021). In
this way, image captioning is somewhat analogous
to the task of training on translated data, where we
want to have semantically identical text from dif-
ferent languages predicted to have the same labels.
As a result, we ask in addition whether some of the
model training techniques used in image caption-
ing models can lead to improved performance for
multilingual models trained using MT data.

2 Related Work

This work is by no means the first to suggest the
usage of machine translation to create or augment

datasets for lower resourced languages. Wei and
Pal (2010) and Pan et al. (2011) augmented Chi-
nese language corpora with annotated data trans-
lated from English to improve the performance of
a Chinese-language sentiment analysis model. On
the other hand, Barriere and Balahur (2020) and
Ghafoor et al. (2021) used existing API translation
services to translate annotated data from English
into lower-resourced languages and trained classi-
fiers solely on these translated data, finding that
classifiers trained on translated data were fairly ac-
curate but did see drops in performance, likely due
to the effects of imperfect translations of the train-
ing data.

It should be noted that training a model from
scratch is not the only means to create an ac-
curate classifier, particularly for lower-resourced
languages. Large multilingual transformer mod-
els such as M-BERT (Devlin et al., 2018), XLM-
ROBERTA (Conneau et al., 2019) or GPT-3
(Brown et al., 2020) have been shown to have
the ability to generalize from one language to the
other, i.e., train in one language and improve test
performance in another language, (Pires et al.,
2019), but benefits of this vary on the languages
in question, with languages that share closer ge-
nealogical origin or structural similarities benefit-
ing more from inter-language transfer. Regardless,
training a model with examples of a particular lan-
guage dependably yields the best classifier for new
data in that language.

Nevertheless, to date there has been no investi-
gation of how fine-tuning large multilingual trans-
former models on translated data affects final per-
formance compared to simple interlanguage trans-
fer. Moreover, previous work to train models using
translated data employed a naive approach, treat-
ing translated data as if it were no different than
original, untranslated data which annotated itself.
In this work, we investigate both how multilin-
gual transformer models trained on translated data
perform compared to interlanguage transfer and
explore a means to mitigate imperfect translation
quality when creating these training datasets.

3 Image captioning and Image-Text
Contrastive Loss

Image-text Contrastive (ITC) loss is a technique
used when training multimodal models to caption
images with natural language descriptions (Li et
al., 2021). For example, BLIP (Li et al., 2022)
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is a image-captioning model that was trained with
a mix of human- and artificially-annotated images
where ITC loss was integral to the models abil-
ity to learn from noisy, artificially-annotated data.
ITC loss, then, has been shown to mitigate nega-
tive effects of both noise and different modalities
for multimodal models.

At an intuitional level, these captioning mod-
els decompose text and images into a shared em-
bedding space and ITC loss seeks to penalize
cases where related image-text pairs are dissim-
ilar in this shared embedding space. In other
words, ITC looks seeks to bring semantically re-
lated items from disparate modalities closer in a
shared embedded space and has empirically im-
proved image-captioning models, with little im-
pact on training time or resources.

Training multilingual classification models with
translated data bears a similarity to captioning,
though rather than have semantically related ex-
amples from different modalities, there are seman-
tically parallel data in different languages. That
being the case, we will be a slightly modified form
of ITC loss, namely original-translated contrastive
(OTC) loss, to enforce similarity within a batch
between data from the original language and its
translated counterpart. Like ITC loss, OTC loss
penalizes a transformer model for dissimilar em-
bedding representations for translated pairs. One
way to think of it is that this loss encourages the
model to embed sentences with the same meaning
identically, regardless of language.

In detail, we implement OTC loss as follows.
We begin by deriving a probability of each origi-
nal/translated pairing in a training minibatch, po2t

and pt2o, that is, which original examples pairs
with which translated example and vice versa.

po2tm =
exp(s(O, Tm)/τ)

ΣM
m exp(s(O, Tm)/τ)

(1)

pt2om =
exp(s(T,Om)/τ)

ΣM
m exp(s(T,Om)/τ)

(2)

Here, s(T,O) is a similarity function between
the original, untranslated data and the translated
examples in a minibatch. We compute s(T,O)
by first extracting and normalizing the embedding
for the initial [CLS] token after the final attention
head of the encoder stack in M-BERT, comput-
ing a pairwise dot product for all possible pairs
of original and translated data and dividing by τ ,
which is a learnable parameter. We then apply the

softmax function as a way to represent the like-
lihood of each original/translated match. Ideally,
each correct original/translated pair will have the
most similar embeddings, resulting in a value close
to 1 after softmax. As a final step, we compute
the cross-entropy between the result of the previ-
ous step and a target vector which encodes the cor-
rect original/translated pairs, weighting this by a
hyperparameter, αotc. Following BLIP (Li et al.,
2022), we set αotc = .4 for all runs.

ℓotc = αotc ∗
1

2
E(O,T )[H(yo2t(O),po2t(O)+

H(yt2o(T ),pt2o(T )] (3)

4 Experiments

4.1 Data
For these experiments, we use a multilingual
dataset of Amazon product reviews across 6 lan-
guages: English, Spanish, French, German, Chi-
nese and Japanese (Keung et al., 2020). This
dataset is comprised of over 1 million total ex-
amples, split into a train and test partition. The
reviews are equally distributed across the six lan-
guages, as well as the total stars given to the re-
viewed product (1-5) for both the train and test par-
tition, i.e., each number of stars comprises 20% of
the examples for that language. This dataset is par-
ticularly useful due to its size, number of available
languages and presence of an established training
and test data split.

We began by translating each review from the
training partition of the original dataset into each
of the other respective languages and assigned the
same star value to the review (see example 1), i.e.,
if a review was originally in English and had star
star, when translating it into French it would also
be labeled with one star. We did this translation
once before carrying out the rest of the experiment
to ensure each classifier would be trained on the
same set of translations. To translate, we used
a single multilingual translation model, M2M100
(Fan et al., 2020). We chose to use a single mul-
tilingual translation model in order to mitigate any
potential differences from translation quality com-
ing from different machine translation architec-
tures.

4.2 Experiment design
To investigate any potential improvement in classi-
fier accuracy with the use OTC loss, we fine-tuned
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id translated language text stars
1 0 en My daughter really likes the backpack and ... 5
1 1 es Mi hija realmente le gusta el bolsillo y ... 5
... ... ... ... ...
2 0 en This product is BS, I washed my face with hot water ... 1
2 1 fr Ce produit est BS, je me suis lavé le visage à l’eau chaude ... 1
... ... ... ... ...

Figure 1: Example original and translated data. Each unique review (id) in the original dataset was translated to the other
languages and assigned the same star value. Texts truncated here for formatting.

pretrained transformer models on datasets that in-
cluded original, untranslated data for a single lan-
guage1 and only translated data for all others in the
six language set. As an example, in one training
run, the model would be tuned on the original En-
glish training data and only translated data for all
other languages, which were translated from the
set of the original English data. We did this for
all six languages in the original set to ensure any
results were not restricted to one language in the
dataset. Though the exact training examples var-
ied for each model, we tested each on the original
testing split of the dataset, which was solely com-
prised of original data, i.e., non-translated, for the
six languages.

In each case, we tuned a multilingual DISTIL-
BERT model (Sanh et al., 2019), a distilled ver-
sion of the original multilingual M-BERT (Devlin
et al., 2018), to predict the number of stars on a re-
view as a categorical classification problem, using
categorical cross-entropy loss and varying between
using OTC loss as an additional loss parameter be-
tween runs. We chose to use a distilled variant of
BERT due to the distilled variants increased speed
of training, while still maintaining 97% of overall
language understanding of the original.

Because of the mechanics of OTC loss, each
translated datum must have an original match in
the minibatch and each original must have at least
one translated variant. As such, we constructed
minibatches during training such that half the sam-
ples were always original, untranslated data and
the other half were a randomly selected translated
example for each original datum. For each orig-
inal example, we randomly selected a translated
example from the other languages, meaning that
the model saw an equal number of original and
1We restricted the experimental conditions to only including
a single language’s original data, rather than use the full set
of 6! = 720 possible permutations of language combinations
for the sake of efficiency and resources.

translated examples during tuning overall, though
it saw far fewer individual examples of each trans-
lated language, i.e., roughly 1

5 . For simplicity, we
restricted our tests to a 1:1 original:translated ratio
and we used the same batch sampling method for
runs without OTC loss, to make results more easily
comparable.

For each tuning run, we used a batch size of 32
(16 original and 16 translated examples per batch)2

and used the AdamW (Loshchilov and Hutter,
2017) optimizer with a linear warm-up of 500 up-
dates with a learning rate of 2e-5. All training was
done on G5.2XLARGE AWS instances which con-
tain NVIDIA A10G GPUs. We tuned 3 separate
tuning runs for each set of hyperparameters and re-
port their mean values in the next section.

5 Results

In these experiments, we asked two simple ques-
tions: 1) how feasible is it to tune a multilingual
transformer model on translated data and 2) does
the inclusion of OTC loss improve model perfor-
mance for languages where only translated train-
ing data was used.

In answer to the first, for each of the six
languages in the original dataset, models fine-
tuned with translated data showed higher F1-micro
scores3 on the held-out test set, compared to mod-
els trained with only original data for a single
language (see Table 1). As was expected from
Pires et al. (2019), even if a model was never
exposed to data for a language, original or trans-
lated, the final model did have F1-micro greater
than chance for that language (which would be
20% for a balanced, 5-label problem), indicating
2For baseline conditions where there was no translated data,
mini-batching happened as normal with 32 examples original,
untranslated data per batch.
3F1-micro is an example-weighted version of the F1-score,
which is the harmonic mean or precision and recall. For more
details on F1-score, see (Jurafsky and Martin, 2008).
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Language F1-micro
No data Translated Original

EN 0.407 0.481 0.554
FR 0.379 0.468 0.544
DE 0.359 0.465 0.581
ES 0.376 0.474 0.55
JA 0.307 0.396 0.543
ZH 0.352 0.372 0.458

Table 1: F1-micro for models trained with no samples for
the specified language (No data), with only translated sam-
ples (Translated) and with the original training data for that
language (Original). All languages saw a sizeable boost to
performance over their respective baselines when using trans-
lated data (.02-.11) but all languages did perform markedly
better when given actual data for each language.

there was interlingual knowledge transfer happen-
ing within the model during training. Moreover, it
appears that there was more transfer between re-
lated, similar languages, compared to more dis-
similar languages; models trained with data for a
European language showed higher performance on
other European languages, compared to Japanese
or Chinese. Nevertheless, for all languages, the use
of translated data did show a noticeable improve-
ment (.02-.11), though for each language, models
trained with only translated data did underperform
models trained with the full set of origina, untrans-
lated training examples for that language (.07-.12).

That said, it is clear that the use of translated
training data does improve model performance,
even if the trained model only sees translated ex-
amples for that language. It should also be noted
that due to the batching and sampling strategy used
here, models trained with translated data saw far
fewer examples of each language where they only
saw translated data. That is, because each origi-
nal review was paired with a single translated ex-
ample out of five possible translated, these models
were exposed to roughly one fifth of the data for
translated languages and still saw a sizable boost
in performance.

Moving on to the effect of OTC loss, Table
3 shows the mean F1-micro per language in the
testing set, for models fine-tuned using original
data for the specified language and translations
for all other languages. For all languages, mod-
els trained using OTC loss saw an improvement
over models trained without for all languages ex-
cept Chinese, which showed a mixed set of negligi-
ble differences or lowered performance. However,

Language F1-micro
No OTC OTC

EN 0.479 0.483
FR 0.464 0.472
DE 0.463 0.467
ES 0.472 0.476
JA 0.393 0.399
ZH 0.368 0.376

Table 2: Comparison on final performance per language for
models that only included translated examples for the spec-
ified language. Though the gain was less than .1, each lan-
guage consistently performed better when trained with OTC
loss.

these values include runs where the specific lan-
guage was included as original, untranslated data.
When averaging across all runs where a language
in the testing set was only represented by trans-
lated data, OTC loss shows an improvement over
models trained without it for all languages. Table
2 shows the mean F1-micro for all models trained
where the specified language was not the original
language.

To ensure that the results here were in fact sta-
tistically significant, we fit a linear mixed-effect
model to predict final model F1-micro for a lan-
guage, given the hyperparameters of a particular
tuning run. Mixed-effect models are able to accu-
rately evaluate the contribution of different fixed-
effect independent variables, e.g., whether OTC
was used when training a particular model, on de-
pendent variables, e.g., the final accuracy of the
trained model, all the while being robust to ex-
pected random variance between trials, e.g., be-
cause of random initialization and batching, some
deep learning models score higher than others
with identical hyperparameters (see Baayen et al.
(2008), Jaeger (2008) for more).

This statistical model was fit to predict per-
language test f1-micro, given a random effect of
each model run and three fixed effects: i) the tested
language, ii) the identity of the single original lan-
guage and iii) whether OTC loss was added. OTC
was found to have a significant, positive effect
(COEF=0.036, STD.ERROR=0.017, for all model
details see 2), indicating that even after taking into
consideration differences between languages and
random variance for each multilingual model, the
inclusion of OTC loss did yield an improved final
model F1-micro.
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Orig. Training Language OTC EN FR DE ES JA ZH

EN No OTC 0.548 0.488 0.493 0.489 0.425 0.423
OTC 0.553 0.507 0.522 0.512 0.434 0.422

FR No OTC 0.504 0.539 0.504 0.493 0.424 0.426
OTC 0.512 0.539 0.517 0.511 0.428 0.412

DE No OTC 0.514 0.495 0.577 0.495 0.436 0.427
OTC 0.524 0.506 0.581 0.506 0.449 0.425

ES No OTC 0.506 0.497 0.500 0.544 0.433 0.419
OTC 0.523 0.510 0.518 0.548 0.441 0.413

JA No OTC 0.470 0.460 0.477 0.468 0.526 0.436
OTC 0.493 0.474 0.499 0.487 0.522 0.424

ZH No OTC 0.486 0.439 0.441 0.444 0.398 0.482
OTC 0.488 0.467 0.473 0.472 0.421 0.503

Table 3: F1-micro results on untranslated test data. Each row shows the per-language performance for models trained with
original data for the specified language and translated data for all other languages, using OTC loss and without. Each cell shows
the mean of 3 runs per condition. Bolded values show a difference of .03 or greater.

6 Discussion and future directions

We investigated the feasibility of using translated
text to fine-tune a multilingual transformer model,
as well as any potential gains by utilizing a novel
application of deep learning technique to improve
performance. We found that models trained us-
ing only translated data for a language do show
a noticeable improvement over baselines, though
as expected, there was still a performance drop
from using original, untranslated data for that lan-
guage. We also found that slight further gains can
be achieved by the use of OTC loss, suggesting that
training the model in such a way where it is sensi-
tive to potential data issues improves its ability to
generalize.

Granted, this is a very open problem and results
of using translated data to tune a multilingual clas-
sifier will vary highly depending on the quality of
MT model used, architecture of the classifier be-
ing tuned and the type of classification being mod-
eled. Nevertheless, the results here are exciting for
multiple reasons. Firstly, as suggested by previ-
ous works (Shalunts et al., 2016, as an example),
MT is useful tool for language-specific dataset cre-
ation when creating a dataset for that language di-
rectly may prove difficult. In this case, we showed
that M-BERT models tuned on translated exam-
ples showed large gains over simple multilingual
transfer during training. This is particularly inter-
esting given that for each translated language, the
model was only given a fraction of samples com-
pared to the original language due to the 1:1 ratio
of original and translated data. A future direction

for this work may be to adjust this ratio or the num-
ber of languages in the dataset to investigate how
this affects model training. Secondly, the use of
OTC loss was shown to lead to a small, but robust
boost to performance. This suggests that methods
of mitigating the natural effects of translation have
a potential to bridge the gap, so to speak, between
models trained on translated data and on datasets in
the target language directly. Particularly relevant,
Chinese, which is linguistically dissimilar from the
majority of languages in the set used here, showed
a mixed ability to benefit from training with other
languages, but a clearer improvement using OTC
loss. This may suggest that OTC loss is able to mit-
igate structural differences between languages and
a future direction for this may be to explore exactly
how OTC loss affects individual examples and how
other noise-reduction techniques may lead to fur-
ther gains in model performance.

Putting this together, this is an indication that
MT-augmented datasets stand as a good first step
for developing multilingual classification models.
Given that MT can quickly and efficiently expand
an annotated dataset from one language into an-
other and that translated dataset is of sufficient
quality to improve over basic interlingual trans-
fer, this technique has great potential to expanding
classification tasks to new languages quickly. In
addition, OTC loss may be able to slightly but sig-
nificantly increase the quality of these models with
no additional data. All in all, we are confident that
the use of MT augmentation is an exciting and in-
teresting topic for future exploration.
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Mixed Linear Model Regression Results
==========================================================
Model: MixedLM Dependent Variable: test_acc
No. Observations: 108 Method: REML
No. Groups: 18 Scale: 0.0038
Min. group size: 6 Log-Likelihood: 111.7634
Max. group size: 6 Converged: Yes
Mean group size: 6.0
----------------------------------------------------------

Coef. Std.Err. z P>|z| [0.025 0.975]
----------------------------------------------------------
Intercept 0.465 0.024 19.128 0.000 0.418 0.513
otc[T.True] 0.036 0.017 2.105 0.035 0.002 0.069
original_lang[T.en] -0.020 0.028 -0.714 0.475 -0.074 0.035
original_lang[T.es] -0.012 0.028 -0.432 0.666 -0.066 0.042
original_lang[T.fr] -0.015 0.028 -0.555 0.579 -0.070 0.039
original_lang[T.ja] -0.030 0.028 -1.093 0.274 -0.085 0.024
original_lang[T.zh] -0.050 0.028 -1.801 0.072 -0.104 0.004
test_lang[T.en] 0.016 0.020 0.762 0.446 -0.025 0.056
test_lang[T.es] 0.003 0.020 0.130 0.897 -0.037 0.043
test_lang[T.fr] -0.000 0.020 -0.005 0.996 -0.040 0.040
test_lang[T.ja] -0.061 0.020 -2.972 0.003 -0.101 -0.021
test_lang[T.zh] -0.068 0.020 -3.336 0.001 -0.108 -0.028
Group Var 0.001 0.009
==========================================================

Figure 2: Full model details for MLE model trained to predict F1-micro per laguage. OTC has a positive contribution to an
increase F1-micro score, even when controlling for variance between languages and model runs.

67



Proceedings of the 25th Annual Conference of the European Association for Machine Translation (Volume 1), pages 68–79
June 24-27, 2024 ©2024 European Association for Machine Translation

Recovery Should Never Deviate from Ground Truth: Mitigating Exposure
Bias in Neural Machine Translation

Jianfei He1, Shichao Sun2, Xiaohua Jia1, Wenjie Li2
1 City University of Hong Kong, Tat Chee Avenue, Kowloon, Hong Kong

2 The Hong Kong Polytechnic University, Hung Hom, Kowloon, Hong Kong
jianfeihe-2c@my.cityu.edu.hk, bruce.sun@connect.polyu.hk

csjia@cityu.edu.hk, wenjie.li@polyu.edu.hk

Abstract

In Neural Machine Translation, models
are often trained with teacher forcing
and suffer from exposure bias due to the
discrepancy between training and infer-
ence. Current token-level solutions, such
as scheduled sampling, aim to maximize
the model’s capability to recover from er-
rors. Their loss functions have a side ef-
fect: a sequence with errors may have a
larger probability than the ground truth.
The consequence is that the generated
sequences may deviate from the ground
truth. This side effect is verified in our ex-
periments. To address this issue, we pro-
pose using token-level contrastive learn-
ing to coordinate three training objec-
tives: the usual MLE objective, an ob-
jective for recovery from errors, and a
new objective to explicitly constrain the
recovery in a scope that does not impact
the ground truth. Our empirical analysis
shows that this method effectively achieves
these objectives in training and reduces
the frequency with which the third ob-
jective is violated. Experiments on three
language pairs (German-English, Russian-
English, and English-Russian) show that
our method outperforms the vanilla Trans-
former and other methods addressing the
exposure bias.

1 Introduction

Like many other text generation tasks, models for
Neural Machine Translation (NMT) (Bahdanau et

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

al., 2014) are usually trained with teacher forcing.
During training, ground truth tokens are used as
target prefixes to the decoder, and the model learns
to predict the next token conditioned on the ground
truth. There is a discrepancy between this train-
ing method and inference. In inference, the ground
truth tokens are not available. The target prefixes
to the decoder are tokens previously generated by
the model, which may include some errors. This
discrepancy is referred to as exposure bias (Bengio
et al., 2015; Ranzato et al., 2016). The main con-
cern about exposure bias is error accumulation. If
one error happens at one step, it is incorporated
into the future steps and leads to more errors. Al-
though there are still some doubts about whether
exposure bias is a big issue for text generation (He
et al., 2021), more research shows that this issue
matters for NMT (Wu et al., 2018; Wang and Sen-
nrich, 2020; Korakakis and Vlachos, 2022).

There are two approaches to mitigate the expo-
sure bias, working at the token and sequence lev-
els, respectively.

The token-level solutions, for example, sched-
uled sampling (Bengio et al., 2015; Mihaylova and
Martins, 2019; Liu et al., 2021), usually use the to-
kens sampled from the model to replace the ground
truth in training. The objective is to simulate the
possible errors in inference and recover from these
errors to reduce the error accumulation.

The sequence-level solutions directly maximize
the total quality of the generated sequences with a
sequence-level loss function (Ranzato et al., 2016;
Shen et al., 2016; Edunov et al., 2018). There
is still debate whether these solutions are stable
and effective (Choshen et al., 2019; Kiegeland and
Kreutzer, 2021).

This paper focuses on mitigating the exposure
bias with token-level objectives.
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The loss functions used in most token-level so-
lutions have a side effect. They aim to increase
the model’s capability to recover from errors by
maximizing the probability of the next token con-
ditioned on some error tokens. Consequently, a
sequence with errors may have a larger probabil-
ity than the ground truth, and the generated se-
quences may deviate from the ground truth. This
side effect is verified in our experiments. We dis-
cover a missing objective behind this side effect
that can explicitly constrain the recovery in a scope
that does not impact the ground truth. We propose
to use token-level contrastive learning and coordi-
nate three training objectives: the usual Maximum
Likelihood Estimation (MLE) objective, an objec-
tive for recovery from errors, and a new objective
constraining the recovery. Our empirical analy-
sis shows that this method effectively meets three
objectives in training. Particularly our method
reduces the frequency that the third objective is
violated. We conduct experiments on German-
English (De–En), Russian-English (Ru–En), and
English-Russian (En–Ru). Results show that our
method outperforms the vanilla Transformer and
other methods addressing the exposure bias.

2 Related Work

2.1 Exposure Bias and Methods to Migitate It

The existence of exposure bias is well recognized
(Bengio et al., 2015; Ranzato et al., 2016), but
its impact is still under debate. He et al. (2021)
find that the distortion from exposure bias is lim-
ited in open-ended generation tasks. They hypoth-
esize that the self-recovery ability of the language
model is countering that distortion. In NMT, Wu et
al. (2018) and Korakakis and Vlachos (2022) prove
the error accumulation from exposure bias using
prefix switching. They use different types of pre-
fixes on the target side and measure the difference
in the quality of the predictions. Typical prefixes
include ground truth, predictions from the system,
and random tokens. Wang and Sennrich (2020)
provide indirect evidence for exposure bias in
NMT. They train models with Minimum Risk
Training (MRT), which has a sequence-level ob-
jective and inherently avoids exposure bias. The
better performance of MRT than MLE justifies that
exposure bias is harmful. Besides NMT, Chiang
and Chen (2021) and Arora et al. (2022) quantify
exposure bias in open-ended text generation tasks
such as text completion.

Two categories of approaches have been pro-
posed to mitigate exposure bias.

The token-level approach usually uses the to-
kens sampled from the model to replace the ground
truth in training. Bengio et al. (2015) pro-
pose Scheduled Sampling (SS), which dynamically
takes samples from the model’s predictions and
replaces the ground truth used for the decoder.
Zhang et al. (2019) further extend the sample space
with beam search and choose the candidate trans-
lation with a sentence-level metric such as BLEU.
Mihaylova and Martins (2019) implement SS to
Transformer (Vaswani et al., 2017) using two-pass
decoding. The first pass gets the predictions from
the model, which are used as input to the sec-
ond decoder according to the scheduler. Liu et
al. (2021) propose Confidence-Aware Scheduled
Sampling (CASS) which also uses the two-pass de-
coding. They improve the performance by choos-
ing the inputs to the second decoder based on the
log probability of the ground truth token. Model
predictions are only used when the model is confi-
dent and has a high probability (above 0.9 in their
paper). Goodman et al. (2020) propose TeaForN
to mitigate exposure bias. They use a stack of de-
coders to allow the model to update based on N
prediction steps. Each decoder’s output is used to
calculate the loss component at this decoder and
is also used as the input of the next decoder. The
overall loss is the weighted sum of losses from all
decoders.

There are some doubts about SS. Huszár (2015)
proves that SS has an improper training objective.
Experiments in Mihaylova and Martins (2019)
show that SS performs worse than teacher forcing
for De–En. Korakakis and Vlachos (2022) use the
ground truth tokens as prefixes for the decoding on
a model trained with SS and find that its perfor-
mance is bad compared to the MLE model. They
conclude that finetuning with SS results in catas-
trophic forgetting (French, 1999). To avoid forget-
ting, they use Elastic Weight Consolidation (EWC)
to regularize conditioning with model-generated
prefixes. This method is similar to TFN for us-
ing a weight for prediction. But EWC works at the
training parameters level, not at the loss level like
TFN.

The sequence-level approach uses a sequence-
level loss function and directly maximizes the
total quality of the generated sequences. Ran-
zato et al. (2016) propose MIXER, based on
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a reinforcement-learning algorithm REINFORCE.
MRT (Shen et al., 2016; Wang and Sennrich, 2020)
aims to minimize the risk by preference to the can-
didate with the largest similarity to other candi-
dates. Edunov et al. (2018) provide a summary
of classic sequence-level loss functions. There is
some debate on the effectiveness of these methods.
Choshen et al. (2019) identify multiple weaknesses
of MIXER and MRT and suspect that they do
not optimize the expected reward, while Kiegeland
and Kreutzer (2021) provide empirical counter-
evidence to these claims.

The sequence-level approach is usually hard
to converge from randomly initialized parameters
and requires a baseline model trained at the token
level as a starting point. In this sense, a token-level
solution can be complementary to the sequence-
level approach.

2.2 Using Contrastive Learning (CL) in NLP
Sun and Li (2021) apply CL to mitigate exposure
bias for text summarization. They use the gold ref-
erences and low-quality predictions as the positive
and negative samples, respectively. The average
log probability of sequences is used for the loss.
Liu et al. (2022) use CL to calibrate the model. The
objective is that higher-quality candidates tend to
have higher log probability and are more likely to
be chosen from the n-best list at the decision phase.
All these methods use CL in sequence-level objec-
tives, while our method works at the token level.

Yang et al. (2019) and Pan et al. (2021) apply CL
to NMT, but they address specific issues, namely
word omission errors and interim presentation for
many-to-many multilingual NMT, respectively. Su
et al. (2022) use CL to calibrate the model’s repre-
sentation space for tokens, mitigating the issue of
anisotropic distribution of token representations.

3 Approach

3.1 Discover the Missing Objective
We analyze the objectives used by the current
token-level methods and discover a missing objec-
tive.

We use X and yi to denote the source sentence
and the ground truth token for step i. ŷi is a target
token different from yi at step i.

At step i, the MLE training with teacher forc-
ing maximizes p(yi|X, y1, ..., yi−1). If the model
is effectively trained, it implies that, for any ŷi,

p(yi|X, y<i) > p(ŷi|X, y<i). (1)

The popular token-level methods addressing ex-
posure bias, such as Scheduled Sampling, usually
aim to enhance recovery capability from errors by
maximizing p(yi|X, y<i−1, ŷi−1), which implies
that, for the sampled ŷi−1 and any ŷi,

p(yi|X, y<i−1, ŷi−1) > p(ŷi|X, y<i−1, ŷi−1). (2)

Note: when ŷi−1 is the first error, y<i−1 are all
ground truth tokens. Otherwise, y<i−1 may in-
clude sample tokens.

However, maximizing p(yi|X, y<i−1, ŷi−1) has
a side effect. Although it is good for re-
covery, it may impact the ground truth. If
p(yi|X, y<i−1, ŷi−1) exceeds p(yi|X, y<i), the se-
quence (y<i−1, ŷi−1, yi) may have a larger proba-
bility than the ground truth (y<i−1, yi−1, yi). This
side effect is observed in our experiments (Subsec-
tion 5.2).

This side effect implies that the model’s predic-
tion may deviate from the ground truth and gener-
ate a sequence with an error. This is particularly
probable when beam search is used for decoding,
where several ŷi−1 tokens have a chance to remain
in the hypothese set and enter the next step during
decoding.

The objective in Inequality (3) is missing in cur-
rent training objectives:

p(yi|X, y<i) > p(yi|X, y<i−1, ŷi−1). (3)

With this objective, the recovery is explicitly
constrained in a scope not to impact the ground
truth. We propose to include it in training.

These three inequalities represent three objec-
tives that we want to achieve. We denote them as
ObjMLE , ObjRec and ObjCRec for Inequality (1),
(2), and (3), respectively. CRec stands for Con-
straining the Recovery.

3.2 Token-Level Contrastive Learning
The key component in the loss function of con-
trastive learning is a max function:

max{0, ρ+ Snegative − Spositive}, (4)

where Snegative and Spositive are scores for neg-
ative and positive samples, ρ is a hyperparameter
for the margin. This function implies that when the
score of the negative sample plus a margin is larger
than the score of the positive sample, it outputs a
positive loss. Otherwise, the loss is zero. The ob-
jective is that the score of the negative sample is
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constrained to be at least one margin lower than
the score of the positive sample.

We apply contrastive learning at the token level.
The left terms in Inequality (2) and (3) are used
as the scores of positive samples, while their right
terms are the scores of negative samples.

3.3 Coordinate Three Objectives in One Loss
Function

Three objectives in Subsection 3.1 are combined in
our loss function using multi-task learning.

We follow the two-pass decoding in Mihaylova
and Martins (2019) and Liu et al. (2021), as illus-
trated in Figure 1.

Figure 1: Scheduled sampling for the transformer with two-
pass decoding (Mihaylova and Martins, 2019; Liu et al.,
2021)

The first decoder is trained with teacher forcing,
and its output is used for the ObjMLE (Inequal-
ity 1). The Negative Log-Likelihood (NLL) with
Label Smoothing (Edunov et al., 2018) is used:

LMLE = −
n∑

i=1

log p(yi|X, y<i)

−DKL(f ∥ p(yi|X, y<i)),

(5)

where f is uniform prior distribution over all to-
kens in the vocabulary with the size of V , f = 1

V .
We use the same strategy and hyperparameters

in Confidence-Aware Scheduled Sampling (Liu et
al., 2021) to decide the inputs to the second de-
coder. Predicted tokens and random tokens are
used as target inputs for high-confidence posi-
tions, and the ground-truth tokens are used for low-
confident positions. The decision rule can be ex-
pressed in Equation (6) below.

yi−1 =





yi−1 if p(yi|X, y<i) ≤ 0.9

ŷi−1 if 0.9 < p(yi|X, y<i) ≤ 0.95

yrand if p(yi|X, y<i) > 0.95

(6)

When the probability of the ground truth token at
step i in the first decoder is no greater than 0.9,
the ground truth token yi−1 is chosen as input for
the second decoder to reinforce the teacher forcing.
When the probability is between 0.9 and 0.95, the
token with the maximum probability at step i−1 is
used to simulate the model prediction in inference.
When the probability is larger than 0.95, a token
randomly sampled from the target sentence is used.

The output from the second decoder is used with
contrastive learning for the ObjRec and ObjCRec.

To meet the ObjRec from Inequality (2), we use
the function below to formulate the recovery loss:

LRec = max{0, ρ+ log p(ŷi|X, y<i−1, ŷi−1)

−log p(yi|X, y<i−1, ŷi−1)}.
(7)

We use the function below to formulate the loss for
the ObjCRec (Inequality 3) to constrain recovery:

LCRec = max{0, ρ+ log p(yi|X, y<i−1, ŷi−1)

−log p(yi|X, y<i)}.
(8)

The overall loss function is a weighted sum of
three components:

L =
LMLE + αLRec + αLCRec

1 + 2α
, (9)

where α is a hyperparameter as the weight.

4 Experiments

4.1 Datasets

Our experiments use the corpora from WMT1.
Wang and Sennrich (2020) claim that the methods
reducing exposure bias with sequence-level objec-
tives such as MRT can particularly enhance the
model’s resilience to domain shift. To evaluate this
claim, we conduct Out-Of-Domain (OOD) tests on
De–En and Ru–En.

For De–En, we use Europarl v7, News-
commentary-v12, and Common Crawl for train-
ing, Newstest2014 for validation, and New-
stest2021 and EMEA2 for in-domain and OOD
testing respectively.

For Ru–En and En–Ru, we use ParaCrawl v9,
News-commentary-v10, and Common Crawl for
training, Newstest2014 for validation, and New-
stest2021 for in-domain testing. The OOD tests for

1http://www.statmt.org
2https://opus.nlpl.eu/EMEA.php
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Ru–En use the test set for the Biomedical Transla-
tion Task in WMT223.

These original datasets are filtered to remove
low-quality data. 350 million sentences are ran-
domly selected with the conditions below:

• The length of source and target sentences are
within the range of 5 to 300.

• The disparity between the source and target
sentence length does not exceed five times.

The number of sentence pairs in the final training
sets for each language pair is: De–En 2.6 million,
Ru–En 2.9 million, En–Ru 2.9 million.

4.2 Models
We compare our method to the vanilla Transformer
model and reimplement five methods aiming at
mitigating exposure bias for comparison.

• TX is the vanilla Transformer.

• SS (Mihaylova and Martins, 2019) is a typi-
cal Scheduled Sampling method based on 2-
pass decoding with Transformer. We use In-
verse Sigmod Decay for scheduling since it
performs better than other scheduling algo-
rithms according to Liu et al. (2021).

• CASS (Liu et al., 2021) is Confidence-Aware
Scheduled Sampling using the best configu-
ration in their paper, which outperforms TFN,
MIXER, and MRT in their experiments.

• TFN (Goodman et al., 2020) uses 2 stacking
decoders and combine their loss functions.
According to their paper’s recommendation,
we use 0.4 as the second decoder’s weight and
shared parameter for both decoders.

• MIXER (Ranzato et al., 2016): Our
implementation follows Kiegeland and
Kreutzer (2021).

• MRT (Shen et al., 2016): We use 4 candidates
and do not include the gold reference, same as
Wang and Sennrich (2020).

Our method is denoted as TCL (Token-level Con-
trastive Learning). The margin ρ for the con-
trastive learning is set to 0.01. This means that the
probability of a negative sample is allowed to reach
3https://www.statmt.org/wmt22/
biomedical-translation-task.html

99% of the probability of a positive sample maxi-
mally. We conducted preliminary experiments on
the weight α in the loss function. The models with
α = 0.5 got bad performance. Our results in this
paper are from experiments using models trained
with α = 0.1.

Our implementation is based on the Fairseq
toolkit (Ott et al., 2019) with a typical configura-
tion 4 similar to the original Transformer (Vaswani
et al., 2017). We use the BPE (Sennrich et al.,
2016) mode in SentencePiece5 for subwords with
32,000 updates and use a shared vocabulary for
source and target. We use beam search for decod-
ing. The beam size is 4.

Our experiments are based on Transformer Base
(about 60 million parameters). Both the dropout
rate and Lable Smoothing are set to 0.1 for all
models.

The models for vanilla Transformer TX are
trained for a minimum of 20 epochs, stopping if
the validation loss does not decrease for 20 con-
secutive epochs. The other baseline methods and
TCL use these vanilla Transformer models as pre-
trained models for finetuning. During finetuning,
we adopt the same early stop policy as Choshen et
al. (2019), where the process is terminated if the
validation loss does not decrease for ten consecu-
tive epochs.

The token-level methods (CASS, CASS, TFN,
and TCL) have similar speeds in training. It takes
about 30 minutes to finish one epoch with 10
GPUs. The sequence-level methods (Mixer and
MRT) are much slower since they use online sam-
ples during training. It takes MIXER and MRT
about 10 hours and 14 hours to finish one epoch
with 10 GPUs, respectively. This result is consis-
tent with the experiments in Edunov et al. (2018).
They find that online sampling methods can be 26
times slower than the corresponding offline meth-
ods.

We do significance tests for token-level meth-
ods. We train models with five different seeds
(1–5) and report the mean and standard error over
these independent runs. We use the default seed (1)
in Fairseq for other experiments. We do not have
significance tests for the sequence-level methods
(MIXER and MRT) since they are too slow.

All GPUs that we use are Nvidia GF1080Ti.

4https://github.com/facebookresearch/
fairseq/tree/main/examples/scaling_nmt
5https://github.com/google/sentencepiece
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De–En Ru–En En–Ru
Metrics BLEU Meteor Comet BLEU Meteor Comet BLEU Meteor Comet

TX 27.57 49.72 75.01 30.15 49.43 74.93 15.87 29.13 63.97

SS 27.78±.08 49.76±.12 75.16±.01 30.44±.11 49.64±.13 75.16±.07 16.78±.11 30.54±.24 65.95±.34

CASS 27.86±.18 49.74±.07 75.26±.06 30.59±.16 49.85±.10 75.39±.02 17.10±.28 31.08±.05 66.36±.49

TFN 27.62±.23 49.63±.19 75.16±.09 30.44±.10 49.74±.07 75.33±.09 17.04±.18 30.87±.30 66.62±.09

MIXER 27.84 49.74 75.33 30.03 49.67 75.36 17.65 31.64 66.77

MRT 27.41 49.52 75.29 30.39 49.69 75.07 17.15 31.29 66.04

TCL 28.10±.16 49.94±.13 75.33±.07 30.59±.17 49.81±.13 75.50±.18 17.35±.16 31.56±.24 66.83±.13

∆ (-TX) 0.53 0.22 0.32 0.44 0.38 0.57 1.48 2.43 2.86

Table 1: Performance of different methods for the in-domain tests (Newstest2021). We report mean and standard error over
five independent training runs with seeds 1–5 for the token-level methods. The scores of TCL and those better than TCL are
highlighted in Bold. ∆ is the gain of TCL compared to TX.

De–En Ru–En
Metrics BLEU Meteor Comet BLEU Meteor Comet

TX 25.75 41.62 67.93 34.94 52.01 74.91

SS 26.17±.14 42.09±.07 68.13±.08 35.66±.06 52.51±.17 75.20±.10

CASS 26.32±.12 42.03±.07 68.23±.09 35.54±.15 52.39±.25 75.28±.12

TFN 26.41±.08 42.04±.06 68.32±.07 35.85±.08 52.57±.13 75.23±.09

MIXER 26.62 42.20 68.50 35.66 52.22 75.18

MRT 26.36 42.05 68.15 35.39 52.55 75.22

TCL 26.62±.20 42.17±.19 68.34±.07 35.82±.11 52.61±.07 75.24±.07

∆ (-TX) 0.87 0.55 0.41 0.88 0.60 0.33

Table 2: Performance of different methods for out-of-domain (OOD) tests. Denotations are the same as Table 1.

4.3 Evaluation and Results

We use BLEU, Meteor, and Comet for evaluation.
For BLEU, We use SacreBLEU 6 (Post, 2018) 7.
For Meteor8, we use version 1.5. For Comet9, we
use the wmt22-comet-da model, which scales the
scores between 0 and 1. Scores for all metrics are
multiplied by 100.

Table 1 and Table 2 illustrate the performance
of methods for in-domain test sets (Newstest2021)
and out-of-domain test sets, respectively.

TCL outperforms the vanilla Transformer in all
tests. TCL gets the best performance among token-
level methods in tests except for three cases, high-
lighted in the tables in Bold. The differences in
scores between TCL and these three exceptions are
very small (less than 0.1).

TCL is ten times more efficient in training com-
pared to those two sequence-level methods. TCL
still outperforms those methods in the majority of
the tests.

6https://github.com/mjpost/sacreBLEU
7case.mixed+numrefs.1+smooth.exp+tok.13a+version.2.3.1
8http://www.cs.cmu.edu/˜alavie/METEOR/
9https://github.com/Unbabel/COMET

TCL gets larger gains in the OOD tests than in
the in-domain tests. This is consistent with the
conclusion in Wang and Sennrich (2020). They
claim that exposure bias is more influential in
domain shift, although their experiment uses the
method MRT.

Our analysis in Section 5.2 demonstrates that
TCL achieves both recovery and constraining re-
covery and mitigates the exposure bias. The anal-
ysis in Section 5.3 shows the effectiveness of this
method by tracking the values of three components
in the loss function in training.

5 Analysis

Besides the overall performance, we investigate
how these three objectives are met and whether the
loss function effectively coordinates these objec-
tives.

We start by using the prefix switching method.
Then, we directly measure how often the three ob-
jectives in Subsection 3.1 are NOT met during de-
coding for each method. Finally, we verify the ef-
fectiveness of the loss function in Subsection 3.3
by monitoring how the values of these components
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De–En Ru–En En–Ru
Prefix Normal Prefix Normal Prefix Normal

TX 41.37 27.57 42.87 30.15 30.25 15.87

SS 41.20 27.75 43.28 30.20 30.91 16.86

CASS 41.16 27.70 43.42 30.35 31.01 17.19

TFN 41.77 27.25 43.47 30.30 30.83 17.29

MIXER 41.40 27.84 43.43 30.03 30.54 17.65
MRT 40.96 27.41 43.42 30.39 30.83 17.15

TCL 41.65 28.48 43.44 30.39 30.79 17.33

Table 3: The inconsistency between prefix switching test (denoted as Prefix) and normal tests. Best BLEU scores are high-
lighted in Bold.

in our loss function change during training TCL
and its variants.

5.1 Using Prefix Switching to Quantify
Exposure Bias Is Not Reliable

Prefix Switching is often used to quantify expo-
sure bias (Wu et al., 2018; Korakakis and Vlachos,
2022). We use various lengths of ground truth to-
kens as prefixes and measure the average quality
of the part of the sequence from the model’s pre-
diction. The length of the prefix varies from 1 to
N-1, where N is the length of the reference. After
decoding, we measure the average sentence-BLEU
scores of the prediction part of sequences. If the
length of a prediction part is shorter than 4, it is
not considered for the average.

Table 3 shows the results for three language
pairs on the in-domain test sets using the Prefix
Switching and the normal tests. In the normal tests,
there are no ground-truth prefixes during decoding.

The results of these two tests are inconsistent.
For example, TFN gets the best BLEU score in
De–En in Prefix Switching testing. But it gets a
score lower than the vanilla Transformer in the
normal test. It reflects that using prefix switching
to quantify the exposure bias may not be reliable.
This issue requires further investigation.

5.2 Analysis if Three Objectives Are Met or
Not

We directly detect how many times these three ob-
jectives (ObjMLE , ObjRec and ObjCRec) in Sub-
section 3.1 are met or not in decoding.

Similar to prefix switching, we use various
lengths of ground truth as prefixes to the decoder.
In this experiment, we only need to monitor one or
two steps of decoding, not requiring the decoder to
finish a prediction with an End-of-Sentence (EOS).

Assume that N is the length of the gold reference
in subwords and k is the length of the prefix which
enumerates between 0 and N.

We need a set of non ground-truth tokens, ŷk−1,
to test ObjRec and ObjCRec. ŷk−1 is correspond-
ing to ŷi−1 in Inequality (2) and (3). It is in-
tractable to enumerate all tokens in the vocabulary.
We choose the m tokens with the top probabilities
from outputs at the step k-2 and test with each of
them by appending it to the ground truth prefixes
y<k−1 for decoding at step k-1. The ground truth
token is taken out if it is in this top-m token set.
We use m ∈ {1, 5, 10} since the size of the beam
search is usually not greater than 10 in practice.

Once ŷk−1 is selected, the decoder uses
(X, y<k−1, yk−1) and (X, y<k−1, ŷk−1) as in-
puts respectively and get both p(yk|X, y<k) and
p(yk|X, y<k−1, ŷk−1). If p(yk|X, y<k) is the
maximum in its decoding step, we can tell that
ObjMLE is met. If p(yk|X, y<k−1, ŷk−1) is the
maximum in its step, ObjRec is met.

We use the joint probability of bi-gram to test
ObjCRec, the third (missing) objective, since the
total probability of the sequence is used in decod-
ing. Inequality (10) below is the criterion:

p(yk, yk−1|X, y<k−1) =

p(yk|X, y<k) ∗ p(yk−1|X, y<k−1)

>

p(yk, ŷk−1|X, y<k−1) =

p(yk|X, y<k−1, ŷk−1) ∗ p(ŷk−1|X, y<k−1)

(10)

Table 4, 5, and 6 illustrates results for differ-
ent methods for De–En, Ru–En and En–Ru respec-
tively. The event of Not Met is counted for each
step for each objective. When the number of non
ground-truth tokens (m) is larger than 1, such an
event may happen more than once at one step. The
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ObjMLE ObjRec ObjCRec

Top1 Top5 Top10 Top1 Top5 Top10
TX 0.316 0.277 3.087 6.852 0.125 0.362 0.534

SS 0.314 0.275 3.091 6.855 0.127 0.362 0.530

CASS 0.314 0.275 3.078 6.806 0.127 0.366 0.538

TFN 0.313 0.275 3.117 6.933 0.138 0.388 0.566

TCL 0.314 0.275 3.088 6.868 0.123 0.354 0.521
MIXER 0.317 0.279 3.101 6.887 0.125 0.363 0.532

MRT 0.314 0.274 3.080 6.842 0.127 0.353 0.513

Table 4: Failure rates of three objectives for De–En. Smaller is better. The smallest ones are highlighted in Bold. The values
in this table are how often the objective is NOT met, divided by the total number of tests (24760 in this case). Top-m denotes
that the number of non ground-truth tokens (ŷk−1) used in test is m. CASS has a larger failure rate for the third objective
ObjCRec than the vanilla Transformer. This result reflects that CASS has enhanced recovery too much that it deviates from the
ground truth. TCL is the only token-level method with lower failure rates for all objectives than the vanilla Transformer. The
two sequence-level methods are not supposed to have the deviation issue, but they are tested here for reference.

ObjMLE ObjRec ObjCRec

Top1 Top5 Top10 Top1 Top5 Top10
TX 0.288 0.254 3.078 6.891 0.104 0.281 0.394

SS 0.285 0.251 3.083 6.891 0.104 0.276 0.388

CASS 0.286 0.250 3.068 6.838 0.106 0.285 0.400

TFN 0.284 0.249 3.103 6.955 0.115 0.303 0.418

TCL 0.285 0.251 3.067 6.865 0.103 0.275 0.387
MIXER 0.285 0.252 3.078 6.892 0.104 0.275 0.388

MRT 0.285 0.251 3.079 6.874 0.102 0.274 0.380

Table 5: Failure rates of three objectives for Ru–En. Smaller is better. The denotations are the same as Table 4. The total
number of tests is 27828 in this case.

ObjMLE ObjRec ObjCRec

Top1 Top5 Top10 Top1 Top5 Top10
TX 0.379 0.356 3.464 7.559 0.149 0.492 0.776

SS 0.375 0.351 3.462 7.560 0.145 0.487 0.774

CASS 0.373 0.348 3.431 7.492 0.151 0.504 0.794

TFN 0.373 0.353 3.464 7.558 0.159 0.519 0.813

TCL 0.376 0.352 3.451 7.536 0.144 0.486 0.770
MIXER 0.375 0.352 3.467 7.577 0.140 0.467 0.740

MRT 0.373 0.349 3.448 7.540 0.146 0.479 0.757

Table 6: Failure rates of three objectives for En–Ru. Smaller is better. The denotations are the same as Table 4. The total
number of tests is 42442 in this case.

total number of events is then divided by the num-
ber of steps (for example, 24760 in De–En). The
results are the average failure rate per token.

These tables show that CASS has the lowest
failure rates for the second objective ObjRec in
both De–En and En–Ru. CASS also gets rela-
tively low failure rates for this objective in Ru–
En. These results demonstrate that CASS success-
fully enhances the recovery capability. However,
CASS has larger failure rates for the third objective
ObjCRec than the vanilla Transformer in all three

language pairs. This result reveals that CASS has
enhanced recovery too much that it deviates from
the ground truth, which is the side effect described
in Subsection 3.1.

Our method TCL gets the lowest failure rate for
the third objective ObjCRec among the token-level
methods in all tests. Furthermore, TCL is the only
token-level method with lower failure rates for all
objectives than the vanilla Transformer in Ru–En
and En–Ru. It achieves a pareto optimality in the
sense of improvement on both objectives: recovery
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(a) The loss of MLE LMLE (b) The loss of Recovery LRec

(c) The loss of Constraining Recovery LCRec (d) The total loss

Figure 2: Investigate the values of components in TCL’s loss function for De–En in training. Rec Only denotes the model
trained without applying the loss componentLCRec. CRec Only denotes the model trained without applying the loss component
LRec. MLE Only denotes the model trained without applying both LRec and LCRec.

and constraining recovery. These results demon-
strate that the exposure bias is mitigated by our
method.

The sequence-level methods do not have the de-
viation issue discussed in this paper since they use
sequence-level objectives in training. Their results
are included in these failure rate tests for reference
only. The results show that they perform well in
this test, reflecting their effectiveness in mitigating
exposure bias, although these methods are much
slower than the token-level methods.

5.3 Effectiveness of Loss Components

There are three components in our loss function in
Equation (9): LMLE , LRec, and LCRec. We evalu-
ate the effectiveness of these components by track-
ing their loss values in training TCL and its three
variants by turning off one or two components. We
use α1 and α2 to denote the weights for LRec and
LCRec, respectively.

• Normal TCL: α1 = α2 = 0.1

• Rec Only (recovery): α1 = 0.1, α2 = 0

• CRec Only (constraining recovery): α1 =
0, α2 = 0.1

• MLE Only: α1 = α2 = 0

Figure 2 illustrates how each loss component’s
values vary in training for De–En. These values
are reported every 100 updates during training and
smoothed by taking the average with their ten right
and left neighbors.

Figure 2a shows that the values of LMLE for
four models are almost the same. This component
is not influenced by other two components.

Figure 2b shows the recovery loss LRec. Even
for the model MLE Only without LRec and LCRec,
this loss decreases in training. This implies that
models increase self-recovery capability during
training even if no extra means are used to enhance
it. This result supports the conclusion from He et
al. (2021), although enhancing the recovery capa-
bility may not be enough to deny exposure bias’s
negative impact. The blue and red lines (Rec Only
and Normal TCL) with the recovery component get
smaller values than the other two models without
this component. This illustrates that this compo-
nent in the loss function effectively increases the
capability of recovery.

Figure 2c shows the values of LCRec (constrain-
ing recovery). Similar to the values of LRec in Fig-
ure 2b, even for the model MLE Only withoutLRec
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and LCRec, this loss decreases in training. The
green and red lines (CRec Only and Normal TCL)
with the component LCRec get smaller values than
the other two models without this component. This
implies that using this component in the loss func-
tion effectively reduces the LCRec.

This loss surprisingly increases after a pe-
riod of decreasing in training for MLE Only and
CRec Only. This is the consequence of increas-
ing the capability of self-recovery shown in Fig-
ure 2b with or without LRec. The increasing
of p(yi|X, y<i−1, ŷi−1) may result in the increase
of values of LCRec according to its definition in
Equation (8). Current token-level methods that
maximizes p(yi|X, y<i−1, ŷi−1) may make this
contradiction more severe.

Figure 2d shows the total loss.
Table 7 shows the ablation tests using the BLEU

scores for Rec Only (recovery) and CRec Only
(constraining recovery) models compared to the
vanilla Transformer and the normal TCL models.
Rec Only gets worse performance than the vanilla
Transformer. CRec Only have some gains. The
normal TCL that combines these components gets
extra improvement. Table 8 in Appendix A illus-
trates the results for En–Ru, and they lead to the
same conclusion.

De–En
Metrics BLEU Meteor Comet

Vanilla Transformer (TX) 27.57 49.72 75.01

Rec Only 27.23 49.29 75.27

∆ (-TX) -0.34 -0.43 0.26
CRec Only 27.82 49.85 75.40

∆ (-TX) 0.25 0.13 0.39
TCL 28.48 50.20 75.55

∆ (-TX) 0.91 0.48 0.54

Table 7: Ablation tests. Rec Only (recovery) and CRec
Only (constraining recovery) models compared to the vanilla
Transformer and normal TCL models.

6 Conclusion

Current token-level methods addressing exposure
bias may have a side effect: A sequence with er-
rors may have a larger probability than the ground
truth. Consequently, the generated sequence may
deviate from the ground truth. Our experiments
verify this side effect. We discover a missing ob-
jective behind this side effect that can explicitly
constrain the recovery in a scope that does not im-

pact the ground truth. We propose token-level con-
trastive learning to coordinate three objectives in
the loss function: the original MLE, recovery from
errors, and constraining the recovery in a scope not
to exceed the ground truth. Experimental results
on three language pairs show that our method out-
performs the vanilla Transformer and five meth-
ods aiming at mitigating exposure bias. Empirical
analysis demonstrates that this method achieves a
Pareto optimality compared with the vanilla Trans-
former. It is also verified that each component in
our loss function effectively improves the model in
training.
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A Ablation tests for En–Ru

Table 8 shows the ablation tests for En–Ru. Both
Rec Only and CRec Only have some gains. The
normal TCL that combines these components gets
extra improvement.

En–Ru
Metrics BLEU Meteor Comet

Vanilla Transformer (TX) 15.87 29.13 63.97

Rec Only 16.33 29.71 65.05

∆ (-TX) 0.46 0.58 1.08
CRec Only 16.65 30.86 65.92

∆ (-TX) 0.78 1.73 1.95
TCL 17.33 31.77 67.02

∆ (-TX) 1.46 2.64 3.05

Table 8: Ablation tests. Rec Only (recovery) and CRec
Only (constraining recovery) models compared to the vanilla
Transformer and normal TCL models.
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Abstract

This paper explores Minimum Bayes Risk
(MBR) decoding for self-improvement
in machine translation (MT), particularly
for domain adaptation and low-resource
languages. We implement the self-
improvement process by fine-tuning the
model on its MBR-decoded forward trans-
lations. By employing COMET as the
MBR utility metric, we aim to achieve
the reranking of translations that bet-
ter aligns with human preferences. The
paper explores the iterative application
of this approach and the potential need
for language-specific MBR utility met-
rics. The results demonstrate signifi-
cant enhancements in translation quality
for all examined language pairs, including
successful application to domain-adapted
models and generalisation to low-resource
settings. This highlights the potential of
COMET-guided MBR for efficient MT
self-improvement in various scenarios.

1 Introduction

Machine translation (MT) bridges the gap between
languages, fostering global communication and in-
formation exchange. However, achieving high-
quality translations across diverse languages and
domains remains a significant challenge, espe-
cially for low-resource languages where limited
training data hinders model performance. Even in
well-resourced settings, continuous improvement

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
*Equal contribution

and adaptation to specific domains are ongoing re-
search efforts.

This paper explores the potential of Minimum
Bayes Risk (MBR) decoding (Kumar and Byrne,
2004) as a self-improvement strategy for MT mod-
els. MBR decoding leverages the model’s predic-
tions to select the best translation from a set of
candidates, potentially improving overall transla-
tion quality.

We employ COMET (Rei et al., 2020) as the
utility function in MBR decoding and rerank can-
didate translations generated by an MT model.
This approach creates a synthetic parallel dataset
from monolingual data in the source language, en-
abling further model self-improvement.

This study examines the effectiveness of MBR
decoding for self-improvement in three lan-
guage pairs: English–German (high-resource),
Czech–Ukrainian (low-resource), and English–
Hausa (low-resource). For English–German, the
focus is on the biomedical domain, incorpo-
rating additional monolingual data, while for
Czech–Ukrainian, self-improvement is explored
using only the training data translated by the
model and reranked through MBR decoding.
We further investigate the potential of iterative
self-improvement with MBR decoding in both
English–German and Czech–Ukrainian language
pairs. Finally, in the case of English–Hausa, we
compare the use of COMET, a massively multilin-
gual metric, with a metric specifically tailored to
African languages i.e. AfriCOMET (Wang et al.,
2023).

To determine the optimal configuration for
MBR decoding, we investigate two decoding al-
gorithms and various numbers of translation can-
didates.
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2 Related Work

MBR and QE reranking with neural metrics
MBR decoding, a technique commonly used in
Statistical Machine Translation (SMT), has gained
traction in Neural Machine Translation (NMT) in
recent years. Freitag et al. (2022) proposed using
reference-based metrics, such as BLEURT (Sel-
lam et al., 2020a) and Quality Estimation (QE)
models, such as COMET-QE (Rei et al., 2021) for
reranking the set of hypotheses produced by the
NMT model.

Similar work by Fernandes et al. (2022) pro-
posed quality-aware decoding. They explored
various reranking strategies, including the well-
performing pre-ranking of the set of hypotheses
with QE models before passing them into MBR de-
coding. They found that using MERT-tuned (Och,
2003) reranker, where multiple QE metrics and
model log-likelihood scores are linearly combined
with learned weights to maximize a reference-
based metric on a validation set shows improve-
ments over the baseline.

Amrhein and Sennrich (2022) used MBR decod-
ing to identify biases and weaknesses in COMET,
where they found that the early COMET models
are not sufficiently sensitive to discrepancies in
numbers and named entities.

MBR decoding performance is heavily depen-
dent on the number of samples and the sampling
strategy. Freitag et al. (2023) investigated various
sampling strategies and found that epsilon sam-
pling outperformed others. This sampling method
discards tokens with a probability below a cer-
tain threshold (epsilon), guaranteeing that each to-
ken in the final sample has a fair chance of being
included. The approach is particularly effective
when generating a large set of samples, as it in-
herently yields greater sample diversity compared
to beam search.

Vernikos and Popescu-Belis (2024) introduced
QE-fusion, a method that combines spans from
different candidates sampled from a model using
QE metrics. They found that the method con-
sistently improves translation quality in terms of
neural evaluation metrics, especially if applied to
LLM due to their ability to generate diverse out-
puts.

Due to its ease of implementation and use,
MBR and QE reranking have been success-
fully applied in machine translation shared tasks,
as demonstrated by the results in several stud-

ies (Nowakowski et al., 2022; Kudo et al., 2023;
Jon et al., 2023). This highlights its potential to
significantly improve translation quality.

Model self-improvement Recent research has
shown a growing interest in leveraging model out-
puts for self-improvement. This approach holds
significant promise in the case of machine trans-
lation, especially for low-resource and domain-
specific translation scenarios, where there is access
to the source-language data, but the corresponding
target-language data is severely limited.

Gulcehre et al. (2023) describes reinforcement
self-training (ReST) method for language mod-
eling. The method is based on producing a
dataset for fine-tuning by sampling from the model
(LLM). The samples are then scored with a QE
metric. Then, offline reinforcement learning al-
gorithms are applied using a reward-weighted loss
based on the QE scores. The method can be ap-
plied to all generative learning settings, but the au-
thors focus on its application to machine transla-
tion, showing that the method increases translation
quality.

Concurrent work by Finkelstein et al. (2023) de-
scribes self-tuning NMT models on a set of hy-
potheses reranked using either MBR, QE, or a
combination of the two methods. They also ex-
perimented with using LLM as the teacher model,
finding that it outperforms using a self-teacher and
fine-tuning on references.

Our research expands on recent developments in
the field by investigating the use of MBR-based
fine-tuning in three key areas. Firstly, we exam-
ine its applicability in domain-specific translation
tasks, specifically focusing on English–German
translation in the biomedical domain. Secondly,
we investigate its effectiveness for low-resource
translation directions, exemplified by the Czech–
Ukrainian language pair. This broadens the scope
beyond English-centric language pairs, thus con-
tributing to a more comprehensive analysis of
MBR performance across less-represented lan-
guages in neural evaluation metrics. Finally, we
explore the use of neural QE metrics tailored for
specific languages, using AfriCOMET (Wang et
al., 2023) as an example.
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3 Experiment Overview

3.1 Model Self-Improvement
The self-improvement process leverages MBR de-
coding to guide the model to select high-quality
translations according to the utility function. The
process consists of 3 steps:

Step 1: Sample Generation Using beam search
decoding with beam size equal to N, gener-
ate N translation candidates using the base
model for each source sentence. While Fre-
itag et al. (2023) suggested that epsilon sam-
pling might yield better results with MBR de-
coding, it typically requires reranking a sig-
nificantly larger number of translation can-
didates, which becomes computationally ex-
pensive for processing large datasets. Beam
search, on the other hand, allows for gener-
ating a smaller set of high-quality candidates
while providing sufficient data for effective
MBR decoding.

Step 2: MBR Decoding Select a single transla-
tion for each source sentence from the list of
candidates through MBR decoding utilizing
COMET to guide the selection towards high-
quality translations. For an efficient imple-
mentation of the MBR decoding algorithm,
we use the code1 from the Marian (Junczys-
Dowmunt et al., 2018) framework.

Step 3: Model Fine-tuning Fine-tune the base
model on the synthetically created dataset.
Use COMET as an early stopping metric dur-
ing training to ensure fitting to this metric.

3.2 English–German
The English–German experiment simulates a real-
world domain adaptation scenario. In such set-
tings, while a large general-purpose parallel corpus
might be available, the specific domain often lacks
extensive parallel data. To address this challenge,
we leveraged both a smaller parallel dataset and a
larger monolingual dataset in the source language
containing biomedical terminology.

To leverage the monolingual data in the source
language we propose a two-step approach:

1. Fine-Tuning: We fine-tune a general-purpose
English–German model on a small parallel
biomedical dataset.

1https://github.com/marian-nmt/
marian-dev/tree/master/scripts/mbr

2. Self-improvement: To enhance the model
performance in the biomedical domain, we
incorporate a larger monolingual biomedi-
cal dataset during the self-improvement pro-
cess. This involves creating a synthetic par-
allel dataset via MBR decoding and subse-
quently fine-tuning the biomedical translation
model on the generated data.

To assess the robustness of the self-
improvement method, we conducted an additional
experiment in which we applied this method to
a model that was fine-tuned to the biomedical
domain using general domain data for MBR
decoding. This evaluated whether the model
would retain its translation capabilities in the
biomedical domain despite improvements based
solely on out-of-domain data.

3.3 Czech–Ukrainian

The Czech–Ukrainian experiment addresses the
challenge of machine translation between two low-
resource languages. We aimed to evaluate whether
self-improvement through MBR decoding leads to
an increase in the overall translation quality when
applied to language pairs that do not involve En-
glish, which typically dominate machine transla-
tion research.

In this setting, we used only the parallel data
set without incorporating any additional monolin-
gual data. To employ MBR decoding in this data-
scarce environment, we directly translated the en-
tire source side of the parallel dataset using the
baseline translation model. This created a set of
synthetic candidate translations, which were then
reranked through MBR decoding.

In contrast to our English–German experiments
where we incorporated external monolingual data,
this setup explored self-improvement without re-
lying on additional datasets. We achieved this by
solely leveraging the information present within
the data of the base model. This demonstrates the
potential for self-improvement even in resource-
constrained scenarios.

3.4 English–Hausa

The English–Hausa experiment delves into the
critical question of how the choice of a quality
evaluation metric influences the effectiveness of
self-improvement with MBR decoding. We ex-
plored the impact of language coverage in the eval-
uation metric by comparing two approaches:
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• MBR decoding with WMT22 COMET: uti-
lizing the wmt22-comet-da model, which has
been trained on direct assessments between a
diverse set of language pairs.

• MBR decoding with AfriCOMET: using
AfriCOMET-STL, a novel COMET-like met-
ric specifically designed for evaluating trans-
lations to and from multiple African lan-
guages, including Hausa.

The objective of this study was to investigate
the effect of language contribution in the neural
evaluation metric on the quality of translations de-
coded using MBR. The comparison of these two
approaches specifically addresses whether self-
improvement guided by the WMT22 COMET
metric, which is trained on a diverse range of
language pairs, can effectively generalize to low-
resource language pairs. Furthermore, we explore
the potential need to use language-specific metrics,
such as AfriCOMET-STL for Hausa, to achieve
better performance in such scenarios.

3.5 Iterative MBR Self-Improvement

Following the initial self-improvement through
MBR decoding, we explored the possibility of ap-
plying it iteratively to further enhance the model’s
translation quality.

We started each iteration by selecting the best
model checkpoint based on the WMT22 COMET
metric on the validation set. Next, we performed
MBR decoding on the entire training set using this
checkpoint, generating a new iteration of the syn-
thetic training set. Finally, we resumed the train-
ing of the model using the new training set, starting
from the previously selected checkpoint.

The iterative process was repeated until a de-
crease was observed in the evaluation scores of
metrics other than WMT22 COMET. In the case of
English–German biomedical translation, the pro-
cess was continued until the model’s quality im-
proved solely on an in-domain test set and de-
creased on a general domain test set, as this could
indicate potential overfitting to the biomedical do-
main.

4 Experimental Setup

4.1 Data Filtering

We filtered the general training data using the fol-
lowing heuristic filters:

• average length of words in each sentence
(character-wise) ≤ 15;

• number of characters in each sentence≤ 500;

• digits in a sentence (character-wise) ≤ 15%;

• number of characters in the longest word ≤
28;

• number of words in sentence ≤ 100;

• Levenshtein distance between source and tar-
get sentences ≥ 2;

• number of characters in each sentence ≥ 5;

• probability that each sentence is in the correct
language ≥ 10%.

To ensure that each sentence is in the correct
language, we have used the fastText LID-201 lan-
guage identification model (Burchell et al., 2023).

The Bicleaner-AI model (Zaragoza-Bernabeu et
al., 2022) is also used to filter the English–German
dataset. This tool estimates the likelihood that a
sentence pair constitutes a mutual translation. A
threshold of 50% is established for the Bicleaner
score within this language pair. Bicleaner-AI is not
utilized for other language pairs due to the unavail-
ability of open-source models for those languages.

4.2 Vocabulary
We employed SentencePiece (Kudo and Richard-
son, 2018), a subword tokenization library, to train
unigram tokenizers for each language pair in our
experiments.

For the English–German and English–Hausa se-
tups, we created a joint vocabulary containing
32,000 subword tokens and tied all embeddings
during the training of the MT model. In con-
trast, for Czech–Ukrainian, due to different scripts
(Latin and Cyrillic), we created separate vocabu-
laries of 32,000 subword tokens and tied only the
target and output layer embeddings.

4.3 Baseline Model Hyperparameters
For all experiments, we trained Transformer
(big) (Vaswani et al., 2017) models using the Mar-
ian framework. These models were trained on four
NVIDIA A100 GPUs, each equipped with 80GB
of VRAM.

Hyperparameter Settings:

• learning rate: 2e-4;
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• learning rate warmup: 8000 updates;

• learning rate decay: inverse square root;

• mini-batch size determined automatically to
fit GPU memory;

• early stopping after 10 consecutive valida-
tions with no improvement in mean word
cross-entropy score.

4.4 Evaluation metrics

We use sacreBLEU (Post, 2018) to calculate
BLEU2 (Papineni et al., 2002) and chrF3 (Popović,
2015).

We acknowledge the potential for overfitting to
the WMT22 COMET4 metric used for MBR de-
coding. Therefore, we extended the evaluation
to also include CometKiwi5 (Rei et al., 2022),
UniTE6 (Wan et al., 2022), UniTE-DA7 (Rei et al.,
2023) and BLEURT-208 (Sellam et al., 2020b).

For the English–Hausa experiments, we addi-
tionally calculated scores using AfriCOMET-STL
(Wang et al., 2023), which was specifically trained
to evaluate translations involving certain African
languages.

4.5 English to German

To train the baseline model, we used all corpora
from the MTData toolkit (version 0.4.0) (Gowda
et al., 2021), excluding the validation sets and the
test sets from the available datasets. Our filters de-
scribed in Section 4.1 reduced the dataset from ap-
proximately 800 million sentences to 400 million.

In the context of domain adaptation, we em-
ployed the following list of domain data:

1. 40 thousand sentences from biomedical-
translation-corpora (Neves et al., 2016);

2. 3 million sentences from Ufal medical corpus
shared in WMT23 (Kocmi et al., 2023);

2BLEU signature: nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.3.1
3chrF signature: nrefs:1|case:mixed|eff:yes|nc:6|nw:0|space:no|version:2.3.1
4https://huggingface.co/Unbabel/
wmt22-comet-da
5https://huggingface.co/Unbabel/
wmt22-cometkiwi-da
6https://huggingface.co/Unbabel/unite-mup
7https://huggingface.co/Unbabel/
wmt22-unite-da
8https://storage.googleapis.com/
bleurt-oss-21/BLEURT-20.zip

3. 2 million sentences from EMEA corpus
downloaded from OPUS (Tiedemann and Ny-
gaard, 2004).

After deduplication, we were left with 3 mil-
lion sentences which we split into two datasets.
We considered a scenario with 1 million bilin-
gual parallel sentences and approximately 2 mil-
lion monolingual sentences in the source language.
Khresmoi-dev (Dušek et al., 2017) concatenated
with FLORES-200 (NLLB Team et al., 2022) was
utilized as the validation set during training. We
did not apply any filtering to the domain data.

We used the above data to train the following
models:

• Baseline (Baseline) – model trained only on
data from the MTdata toolkit.

• Baseline + mix-tuning (Mix-tune) – fine-
tuned Baseline model on 1 million in-domain
bilingual data concatenated with 1 million
general-domain data randomly sampled from
the Baseline training set.

• Baseline + domain MBR (Base-domain-
mbr) – fine-tuned Baseline model on 2 mil-
lion domain-specific sentences from MBR-
decoded forward translations.

• Mix-tuned + domain MBR (Mix-tune-
domain-mbr) – fine-tuned Mix-tune model
on 2 million domain-specific sentences from
MBR-decoded forward translations.

• Mix-tuned + MBR-iteration2 (Mix-tune-
domain-mbr-iter2) – fine-tuned Mix-tune-
domain-mbr on the 2 million domain-
specific sentences from MBR-decoded for-
ward translations.

• Mix tuned + general-MBR (Mix-tune-
general-mbr) – fine-tuned Mix-tune model
on 2 million sentences sampled from the
general-domain corpora from the Baseline
training set as MBR-decoded forward trans-
lations.

When fine-tuning the Mix-tune model, we tailor
the learning rate setup to meet specific require-
ments: learn-rate: 1e-7, lr-decay-inv-sqrt: 16000,
lr-warmup: 16000. All remaining fine-tuning pro-
cedures employ an adjusted learning rate set to
5e-6.
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4.6 Czech to Ukrainian
We leveraged all of the Czech–Ukrainian parallel
data from the WMT23 MTData recipe, resulting
in approximately 8 million sentence pairs after fil-
tering as described in Section 4.1. We did not in-
clude any additional monolingual data in this ex-
periment.

We utilized the FLORES-200 dataset for vali-
dation during training, while the WMT22 test set
served as an additional benchmark.

We trained the baseline model only on the par-
allel data, using hyperparameters as described in
Section 4.3. Next, we translated the source side of
the parallel corpus used in training with our base-
line model, saving a list of translation candidates.
We performed MBR decoding, selecting the best
translation of each set of candidate translations, re-
sulting in a synthetic training dataset.

We investigated the following approaches to
leverage the MBR-decoded data for model im-
provement:

• Standard fine-tuning (MBR-finetuned) – we
fine-tuned the baseline model on the MBR-
decoded data, using a learning rate of 5e-6.

• Fine-tuning with a high learning rate (MBR-
ft-high-lr) – we fine-tune the baseline model
on MBR-decoded data, using a learning rate
of 2e-4.

• Resuming training with MBR-decoded data
(MBR-resumed) – we switched the training
set to the MBR-decoded version and resumed
training, restoring the optimizer state and ef-
fectively continuing its training with the im-
proved data.

4.7 English to Hausa
To train the models in the English–Hausa direc-
tion, we used data from the WMT shared tasks
from previous years. Specifically, we used:

1. 7 million sentences from OPUS;

2. 2.4 million data from the WMT23 African
MT Shared Task (Kocmi et al., 2023);

3. 150 thousand sentences from ParaCrawl
v8.0 (Bañón et al., 2020).

The deduplication process reduced the data size
to approximately 9 million sentences. Following
the filtering criteria detailed in Section 4.1, a total

of 3.1 million sentences were retained. We used
FLORES-200 for validation during training. After
training, we evaluated the model on the FLORES-
200 and NTREX test sets.

We took similar steps as in the Czech–Ukrainian
experiment, training a baseline model with hyper-
parameters set as described in Section 4.3. We
conducted experiments employing MBR decod-
ing, comparing its performance using two distinct
metrics as the utility function:

• WMT22 COMET – based on XLM-
RoBERTa (Conneau et al., 2020), covering a
diverse set of 100 languages,

• AfriCOMET-STL – based on AfroXLM-
RoBERTa (Alabi et al., 2022), covering 17
African languages and 3 high-resource lan-
guages.

We investigated the impact of the chosen metric
for MBR decoding by training two models using
the refined translations:

• MBR-COMET – training resumed with the
training set switched to the WMT22 COMET
MBR-decoded version.

• MBR-AfriCOMET – training resumed with
the training set switched to the AfriCOMET-
STL MBR-decoded version.

5 Results

The statistical significance of the evaluation re-
sults is assessed using a paired bootstrap resam-
pling test (Koehn, 2004), involving 1000 resam-
pling trials to confirm the statistical significance of
the model improvements (p < 0.05).

5.1 Number of translation samples and
search algorithm

To determine the optimal setup for MBR decoding,
we conducted experiments involving the transla-
tion and evaluation of chosen test sets with various
MBR decoding sample sizes and two decoding al-
gorithms. This approach offers the advantages of
being both representative and computationally ef-
ficient compared to training MT models on the en-
tire MBR-decoded training set.

We evaluated two decoding algorithms – beam
search and top-k. For the top-k setup, we experi-
mented with temperature values of 0.1 and 1, keep-
ing the k parameter equal to 10. These choices
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were based on the work done by Freitag et al.
(2023). To determine the best number of samples
for MBR decoding we conducted experiments with
the following numbers of samples: 10, 25, 50, 100,
200, 300, 400, 500.

Firstly we noted that beam search is the pre-
ferred option, given its high scores and greater sta-
bility across different metric results, as observed in
Figure 1 and 2. We provide more specific results
in the Appendix Figures 4, 5.

Figure 1: Comparison of beam search and top-k algorithms
of the Mix-tune English–German model for the khresmoi
test set. Top-k algorithm with temperature 1.0 showed su-
perior performance on neural metrics over top-k with temper-
ature 0.1 and slightly better performance than beam search.
However, beam search achieved the highest score on the chrF
metric, while the top-k algorithm with temperature 1.0 had
the lowest score (translation without MBR decoding is rep-
resented on the chart as the number of translation candidates
equal to 0).

Secondly, we decided to train our models on
MBR-decoded data from 50 candidates selected by
the beam search decoding algorithm. We consid-
ered the balance between improvement in evalua-
tion metrics based on neural language models, sta-
bility across lexical metrics, and the execution time
of MBR decoding, as shown in Figure 3.

Figure 2: Comparison of beam search and top-k algorithms
of the baseline Czech–Ukrainian model for the FLORES-200
test set. Beam search seems to be the superior option with the
best performance on chrF and BLEURT metrics and slightly
worse results on COMET over top-k with temperature 1.0
(translation without MBR decoding is represented on the
chart as the number of translation candidates equal to 0).

We provide more detailed results in the Ap-
pendix Figures 6, 7, 8, 9, 10, 11, 12.

5.2 English to German

Table 1 shows the evaluation results on the in-
domain test set khresmoi. All models self-
improved with MBR decoding have shown en-
hanced performance. However, model Mix-
tune-domain-mbr-iter2 did not exhibit improve-
ment over its first iteration Mix-tune-domain-
mbr, even on COMET, which was the utility met-
ric of MBR decoding. Mix-tune-general-mbr
model shows a slightly better performance on
BLEURT metric compared to models fine-tuned
on in-domain MBR-decoded forward translations.

Table 2 presents the evaluation results on the
FLORES-200 test set. Although chrF did not in-
crease, the neural evaluation metrics showed im-
provement. Similar to the khresmoi test set, the
Mix-tune-domain-mbr-iter2 model showed a de-
crease in quality during the second iteration of self-
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Figure 3: Comparison of beam search performance with a different number of samples of the Mix-tune English–German
model for the khresmoi test set. Initial increases in the number of samples for MBR decoding showed very rapid gains, but
further increases no longer resulted in such large gains, and performance on the n-gram metrics deteriorated (translation without
MBR decoding is represented on the chart as the number of translation candidates equal to 0).

Model chrF COMET BLEURT

Baseline 66.6 0.8653 0.7693
Mix-tune 66.8 0.8682 0.7749
Base-domain-mbr 66.9 0.8711* 0.7755
Mix-tune-domain-mbr 66.9 0.8728* 0.7792*
Mix-tune-domain-mbr-iter2 66.9 0.8727* 0.7791*
Mix-tune-general-mbr 66.9 0.8720* 0.7799*

Table 1: English–German khresmoi set results for the MBR
self-improvement approaches. All models fine-tuned with
MBR self-improvement technique have shown better per-
formance over Baseline and Mix-tune models, including
the Mix-tune-general-mbr model, which was finetuned on
general-domain MBR-decoded data. The results marked with
an asterisk (*) are statistically significant compared to the
Mix-tune model.

improvement. Mix-tune-general-mbr showed su-
perior performance over other models.

In summary, our findings demonstrate that
applying MBR decoding significantly improves
the performance of the high-resource English–
German model for low-resource biomedical do-
main translation, particularly on neural network
metrics. While lexical metrics show lower stabil-
ity, they also hold potential for improvement.

Experiments demonstrated the robustness of
self-improving models with the MBR decoding
technique. Model fine-tuned on general for-
ward translation had great performance on the
in-domain test set and the model fine-tuned on

Model chrF COMET BLEURT

Baseline 67.5 0.8751 0.7735
Mix-tune 67.5 0.8756 0.7744
Base-domain-mbr 67.2 0.8772 0.7743
Mix-tune-domain-mbr 67.3 0.8787* 0.7766
Mix-tune-domain-mbr-iter2 67.1 0.8766 0.7748
Mix-tune-general-mbr 67.5 0.8813* 0.7784*

Table 2: English–German FLORES-200 test set results for
the MBR self-improvement approaches. Mix-tune-general-
mbr model has shown superior performance, however, mod-
els with domain-specific forward translation maintain perfor-
mance. The results marked with an asterisk (*) are statisti-
cally significant compared to the Mix-tune model.

domain-specific forward translation maintained
performance on the general domain test set. We
provide a broader evaluation in the Appendix Ta-
bles 9, 10, 11, 12.

5.3 Czech to Ukrainian

The results of the three MBR self-improvement ap-
proaches described in Section 4.6 are presented in
Tables 3 and 4 for the FLORES-200 and WMT22
test sets, respectively.

We find that standard fine-tuning of the baseline
model with MBR-decoded data yields the small-
est improvements across all metrics, suggesting its
limited effectiveness in this context. We note that
both fine-tuning with a higher learning rate and
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Model chrF COMET BLEURT

Baseline 52.0 0.8779 0.7466
MBR-finetuned 52.4 0.8839 0.7522
MBR-ft-high-lr 52.7 0.8869 0.7553
MBR-resumed 52.7 0.8864 0.7557

Table 3: Czech–Ukrainian FLORES-200 test set results
for the three MBR self-improvement approaches. All self-
improved models exhibit improvements on all metrics com-
pared to the baseline model, regardless of the fine-tuning
approach used. Notably, both MBR-ft-high-lr and MBR-
resumed models achieve the highest gains, demonstrating
comparable performance. All self-improved models show sta-
tistical significance compared to the Baseline model.

Model chrF COMET BLEURT

Baseline 58.4 0.8721 0.7498
MBR-finetuned 60.0 0.8803 0.7574
MBR-ft-high-lr 60.2 0.8844 0.7619
MBR-resumed 60.0 0.8852 0.7639

Table 4: Czech–Ukrainian WMT22 test set results for the
three MBR self-improvement approaches. Similar to the
FLORES-200 results, all self-improved models exhibit im-
provements on all metrics compared to the baseline model.
However, on the WMT22 test set, the neural metrics favour
the MBR-resumed model over the MBR-ft-high-lr model.
All self-improved models show statistical significance com-
pared to the Baseline model.

Model chrF COMET BLEURT

Baseline 52.0 0.8779 0.7466
MBR-resumed 52.7* 0.8864* 0.7557*
MBR-resumed-iter2 52.8 0.8888* 0.7567
MBR-resumed-iter3 52.6 0.8901 0.7557

Table 5: Czech–Ukrainian iterative self-improvement results
on the FLORES-200 test set. While the COMET score con-
sistently improves across all three iterations, the chrF and
BLEURT scores show a decrease in the third iteration. This
suggests that the model overfits to COMET, harming the qual-
ity of the translation. Results with an asterisk (*) are statis-
tically significant in comparison with the model in the row
directly above it.

resuming the training exhibit comparable perfor-
mance, with resumed training achieving slightly
better results on the WMT22 test set. This may
indicate that resuming training helps mitigate over-
fitting to the FLORES-200 validation set used dur-
ing training.

Tables 5 and 6 showcase the impact of itera-
tive training with MBR decoding on the FLORES-
200 and WMT22 test sets, respectively. The sec-
ond iteration consistently improves scores across
all metrics, demonstrating the effectiveness of the

Model chrF COMET BLEURT

Baseline 58.4 0.8721 0.7498
MBR-resumed 60.0* 0.8852* 0.7639*
MBR-resumed-iter2 60.3* 0.8885* 0.7641
MBR-resumed-iter3 60.1 0.8896 0.7578

Table 6: Czech–Ukrainian iterative self-improvement results
on the WMT22 test set. Consistent with the FLORES-200 re-
sults, the COMET score improves across all iterations, while
other metrics show a decrease in the last iteration. Notably,
the BLEURT score not only decreases but falls below the
score achieved by the first self-improved model. Results with
an asterisk (*) are statistically significant in comparison with
the model in the row directly above it.

iterative self-improvement process in refining the
model’s translation capabilities. However, the
third iteration leads to a decrease in both chrF and
BLEURT scores. This suggests potential overfit-
ting to the MBR decoding utility metric, where the
model prioritizes aspects that score well according
to COMET but may not translate to overall trans-
lation quality.

We provide extended evaluations in the Ap-
pendix in Tables 13, 14, 15, 16.

5.4 English to Hausa

Model chrF COMET BLEURT AfriCOMET

Baseline 49.9 0.7569 0.7931 0.6984
MBR-COMET 50.9 0.7720 0.8083 0.7207
MBR-AfriCOMET 51.2 0.7692 0.8061 0.7239

Table 7: English–Hausa FLORES-200 test set results for
MBR self-improvement with different metrics. Both self-
improved models achieve gains compared to the baseline
model on all evaluation metrics. While the AfriCOMET-
based model achieves a higher AfriCOMET score, reflecting
its alignment with the specific evaluation metric, the COMET-
based model surpasses it in both BLEURT and COMET
scores, while showing a comparable gain on the AfriCOMET
score. All self-improved models show statistical significance
compared to the Baseline model.

Model chrF COMET BLEURT AfriCOMET

Baseline 51.6 0.7596 0.7791 0.6800
MBR-COMET 53.1 0.7752 0.7986 0.7046
MBR-AfriCOMET 53.0 0.7721 0.7956 0.7062

Table 8: English–Hausa NTREX test set results for MBR
self-improvement with different metrics. Similar to the
FLORES-200 results, both self-improved models using MBR
decoding demonstrate improvements over the baseline model
on all evaluation metrics. All self-improved models show sta-
tistical significance compared to the Baseline model.

This section compares the performance of
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two MBR decoding self-improvement approaches
for English–Hausa translation: one utilizing the
WMT22 COMET model and another using the
AfriCOMET model. The results are presented in
Tables 7 and 8 for the FLORES-200 and NTREX
test sets, respectively.

We observe that the AfriCOMET MBR-tuned
model achieves gains over the WMT22 COMET
MBR-tuned model on chrF for the FLORES-200
test set, but this advantage is not replicated on
the NTREX test set. Additionally, the gains from
AfriCOMET MBR-tuning are mainly limited to
the AfriCOMET metric.

Our analysis reveals that the MBR-
AfriCOMET model exhibits improvements
over the MBR-COMET model primarily on
lexical metrics in the case of the FLORES-200 test
set, but not in the case of NTREX. The gains of
the MBR-AfriCOMET model are mainly limited
to AfriCOMET metrics, while other neural-based
metrics consistently favour the MBR-COMET
model.

While WMT22 COMET might exhibit a lower
correlation with human judgment for the English–
Hausa language pair than AfriCOMET, as reported
by Wang et al. (2023), both self-improved mod-
els achieved significant and comparable gains on
AfriCOMET. This suggests that WMT22 COMET,
can still correctly rerank translation candidates and
effectively guide the self-improvement process,
leading to improvements on AfriCOMET, a metric
specifically designed for African languages. This
finding suggests that self-improvement guided by
WMT22 COMET, with its diverse language cov-
erage, might be effective even in low-resource set-
tings, potentially reducing the need for additional
adaptation of neural evaluation models to individ-
ual languages.

Additional evaluations are provided in the Ap-
pendix in Tables 17, 18.

6 Conclusion

This study demonstrated the effectiveness of
model self-improvement through MBR decod-
ing in improving translation quality. This ap-
proach proves beneficial for both high and low-
resource languages, offering versatility in its appli-
cation across diverse scenarios. Examples include
domain-specific translation and the enhancement
of general translation models.

We conducted experiments with various sample

sizes for MBR decoding, using two decoding al-
gorithms: beam search and top-k. The aim was to
find a balance between automatic metric gains and
time efficiency. Our experiments have shown that
the beam search algorithm with a beam size set to
50 is the optimal choice.

In the field of high-resource English-to-
German biomedical translation, we investigated
the impact of domain adaptation using various
self-improvement approaches on MBR-decoded
forward-translated data. Experiments showed that
all MBR-based fine-tuning, regardless of the do-
main of the test set, improved performance com-
pared to the baseline model. This finding high-
lights the robustness of the self-improvement tech-
nique.

Experiments on the Czech–Ukrainian language
pair revealed that fine-tuning the MT model on
MBR-decoded translations of the training data
set significantly improves translation performance.
Applying this process iteratively improves quality,
but further iterations yield diminishing gains and
at some point, the quality may even degrade due to
overfitting to the MBR decoding utility metric.

In the English–Hausa experiments, we em-
ployed two models for MBR decoding: WMT22
COMET and AfriCOMET. Both models yielded
comparable and significant improvements in au-
tomatic metrics, indicating their effectiveness in
guiding the self-improvement process. While
AfriCOMET, specifically trained on African lan-
guages, might intuitively seem favourable for this
language pair, the performance of the MBR-
COMET model highlights the potential of utiliz-
ing more widely applicable metrics like WMT22
COMET even for low-resource settings.
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Martins, and Alexandra Birch. 2018. Marian: Fast
neural machine translation in C++. In Proceed-
ings of ACL 2018, System Demonstrations, pages
116–121, Melbourne, Australia, July. Association
for Computational Linguistics.

Kocmi, Tom, Eleftherios Avramidis, Rachel Bawden,
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Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 66.6 35.6 0.8653 0.8373 0.6441 0.8574 0.7693
Mix-tune 66.8 35.9 0.8682 0.8397 0.6594 0.8602 0.7749
Base-domain-mbr 66.9 35.7 0.8711 0.8416 0.6694 0.8621 0.7755
Mix-tune-domain-mbr 66.9 35.8 0.8728 0.8423 0.6766 0.8631 0.7792
Mix-tune-domain-mbr-iter2 66.9 35.6 0.8727 0.8423 0.6757 0.8633 0.7791
Mix-tune-general-mbr 66.9 35.5 0.8720 0.8422 0.6775 0.8631 0.7799

Table 9: English–German khresmoi set results for the MBR self-improvement approaches. All models fine-tuned with MBR
self-improvement technique have shown better performance over Baseline and Mix-tune models, even Mix-tune-general-mbr
model with general forward translations.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 63.1 35.0 0.8505 0.8336 0.5368 0.8470 0.7500
Mix-tune 63.5 35.6 0.8525 0.8360 0.5418 0.8495 0.7541
Base-domain-mbr 63.5 35.8 0.8549 0.8374 0.5549 0.8501 0.7522
Mix-tune-domain-mbr 63.6 35.7 0.8540 0.8379 0.5552 0.8508 0.7530
Mix-tune-domain-mbr-iter2 63.7 35.9 0.8543 0.8383 0.5575 0.8510 0.7535
Mix-tune-general-mbr 63.4 35.4 0.8547 0.8378 0.5613 0.8501 0.7542

Table 10: English–German WMT22-medline set results for the MBR self-improvement approaches. All models fine-tuned with
MBR self-improvement technique have shown better performance over Mix-tune model except on metric BLEURT. On this
specific test set, Mix-tune-domain-mbr-iter2 outperformed the Mix-tune-domain-mbr model, unlike the results observed on
other test sets.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 67.5 42.0 0.8751 0.8454 0.6630 0.8614 0.7735
Mix-tune 67.5 42.2 0.8756 0.8457 0.6657 0.8617 0.7744
Base-domain-mbr 67.2 41.7 0.8772 0.8469 0.6677 0.8632 0.7743
Mix-tune-domain-mbr 67.3 41.7 0.8787 0.8477 0.6719 0.8641 0.7766
Mix-tune-domain-mbr-iter2 67.1 41.5 0.8766 0.8466 0.6653 0.8629 0.7748
Mix-tune-general-mbr 67.5 41.8 0.8813 0.8484 0.6824 0.8654 0.7784

Table 11: English–German FLORES-200 test set results for the MBR self-improvement approaches. Mix-tune-general-mbr
model has shown superior performance, however, models with domain-specific forward translation maintain performance.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 63.8 36.6 0.8428 0.8328 0.5308 0.8420 0.7106
Mix-tune 63.7 36.5 0.8427 0.8322 0.5283 0.8414 0.7107
Base-domain-mbr 63.3 35.8 0.8463 0.8359 0.5376 0.8454 0.7138
Mix-tune-domain-mbr 63.2 35.9 0.8468 0.8358 0.5404 0.8464 0.7132
Mix-tune-domain-mbr-iter2 63.0 35.5 0.8460 0.8345 0.5348 0.8455 0.7119
Mix-tune-general-mbr 64.1 36.7 0.8629 0.8399 0.5622 0.8492 0.7202

Table 12: English–German Statmt test set results for the MBR self-improvement approaches. Mix-tune-general-mbr model
has shown significantly improved performance on every metric, however models with domain-specific forward translation
maintain performance.
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Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 52.0 22.2 0.8779 0.8449 0.4441 0.9017 0.7466
MBR-finetuned 52.4 22.3 0.8839 0.8513 0.4715 0.9063 0.7522
MBR-ft-high-lr 52.7 22.6 0.8869 0.8543 0.4829 0.9085 0.7553
MBR-resumed 52.7 22.8 0.8864 0.8540 0.4824 0.9086 0.7557

Table 13: Extended Czech–Ukrainian FLORES-200 test set results for the three MBR self-improvement approaches. All
approaches lead to an increase in evaluation scores. Both MBR-ft-high-lr and MBR-resumed models achieve the highest
gains, demonstrating comparable performance.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 58.4 31.1 0.8721 0.8046 0.3744 0.8795 0.7498
MBR-finetuned 60.0 32.3 0.8803 0.8121 0.4112 0.8846 0.7574
MBR-ft-high-lr 60.2 33.2 0.8844 0.8152 0.4246 0.8880 0.7619
MBR-resumed 60.0 33.0 0.8852 0.8162 0.4236 0.8890 0.7639

Table 14: Extended Czech–Ukrainian WMT22 test set results for the three MBR self-improvement approaches. As in the case
of evaluation results on the FLORES-200 test set, all approaches improve upon the baseline model, although MBR-resumed
stands out across all neural metrics apart from UniTE.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 52.0 22.2 0.8779 0.8449 0.4441 0.9017 0.7466
MBR-resumed 52.7 22.8 0.8864 0.8540 0.4824 0.9086 0.7557
MBR-resumed-iter2 52.8 22.6 0.8888 0.8557 0.4882 0.9099 0.7567
MBR-resumed-iter3 52.6 22.3 0.8901 0.8562 0.4873 0.9097 0.7557

Table 15: Extended Czech–Ukrainian iterative self-improvement results on the FLORES-200 test set. Models increase in qual-
ity across all neural metrics until the third iteration, when the quality measured by metrics other than COMET and CometKiwi
decreases. It’s worth noticing that the BLEU score increases only in the first iteration and slowly degrades in consecutive
iterations.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT

Baseline 58.4 31.1 0.8721 0.8046 0.3744 0.8795 0.7498
MBR-resumed 60.0 33.0 0.8852 0.8162 0.4236 0.8890 0.7639
MBR-resumed-iter2 60.3 32.6 0.8885 0.8183 0.4349 0.8900 0.7641
MBR-resumed-iter3 60.1 31.9 0.8896 0.8174 0.4312 0.8887 0.7578

Table 16: Extended Czech–Ukrainian iterative self-improvement results on the WMT22 test set. Evaluations across all metrics
show similar tendencies as in the case of FLORES-200, except for CometKiwi which also decreases in the third iteration.

Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT AfriCOMET

Baseline 49.9 22.3 0.7569 0.5597 -0.2297 0.6082 0.7931 0.6984
MBR-COMET 50.9 23.2 0.7720 0.5707 -0.1777 0.6233 0.8083 0.7207
MBR-AfriCOMET 51.2 23.4 0.7692 0.5638 -0.1878 0.6183 0.8061 0.7239

Table 17: Extended English–Hausa results on the FLORES-200 test set. According to lexical metrics and AfriCOMET, the
MBR-AfriCOMET model shows the greatest improvement. However, other neural metrics suggest that the MBR-COMET
model is superior.
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Model chrF BLEU COMET CometKiwi UniTE UniTE-DA BLEURT AfriCOMET

Baseline 51.6 23.9 0.7596 0.5704 -0.1763 0.6294 0.7791 0.6800
MBR-COMET 53.1 25.3 0.7752 0.5865 -0.1051 0.6484 0.7986 0.7046
MBR-AfriCOMET 53.0 24.9 0.7721 0.5803 -0.1273 0.6409 0.7956 0.7062

Table 18: Extended English–Hausa results on the NTREX test set. In contrast to evaluations on the FLORES-200 test set, in
this case only the AfriCOMET metric favours the MBR-AfriCOMET model.

Figure 4: Comparison of beam search and top-k algorithms of the Mix-tune English–German model for the khresmoi test
set. Top-k algorithm with temperature 1.0 showed superior performance on neural metrics over top-k with temperature 0.1 and
slightly better performance than beam search. However, beam search achieved the highest score on the chrF metric, while the
top-k algorithm with temperature 1.0 had the lowest score for lexical metrics (translation without MBR decoding is represented
on the chart as the number of translation candidates equal to 0).
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Figure 5: Comparison of beam search and top-k algorithms of the baseline Czech–Ukrainian model for the FLORES-200
test set. Beam search seems to be the superior option with the best performance on every metric except COMET (translation
without MBR decoding is represented on the chart as the number of translation candidates equal to 0).

Figure 6: Comparison of beam search performance with a different number of samples of the Mix-tune English–German
model for the khresmoi test set. Initial increases in the number of samples for MBR decoding showed very rapid gains, but
further increases no longer resulted in such large gains and performance on the n-gram metrics deteriorated (translation without
MBR decoding is represented on the chart as the number of translation candidates equal to 0).
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Figure 7: Comparison of beam search performance with a different number of samples of the Mix-tune English–German
model for the FLORES-200 test set. Initial increases in the number of samples for MBR decoding showed very rapid gains, but
further increases no longer resulted in such large gains and performance on the n-gram metrics deteriorated (translation without
MBR decoding is represented on the chart as the number of translation candidates equal to 0).

Figure 8: Comparison of top-k performance (temperature 0.1, k=10) with different number of samples of the Mix-tune
English–German model for the khresmoi test set. Initial increases in the number of samples for MBR decoding showed very
rapid gains, but further increases no longer resulted in such large gains (translation without MBR decoding is represented on
the chart as the number of translation candidates equal to 0).
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Figure 9: Comparison of top-k performance (temperature 1.0, k=10) with different number of samples of the Mix-tune
English–German model for the khresmoi test set. Initial increases in the number of samples for MBR decoding showed very
rapid gains, but further increases no longer resulted in such large gains (translation without MBR decoding is represented on
the chart as the number of translation candidates equal to 0).

Figure 10: Comparison of beam search performance with different number of samples of the Baseline Czech–Ukrainian model
for the FLORES-200 test set. Initial increases in the number of samples for MBR decoding showed very rapid gains, but further
increases no longer resulted in such large gains and performance on the n-gram metrics deteriorated (translation without MBR
decoding is represented on the chart as the number of translation candidates equal to 0).
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Figure 11: Comparison of top-k performance (temperature 0.1, k=10) with different number of samples of the Baseline Czech–
Ukrainian model for the FLORES-200 test set. Initial increases in the number of samples for MBR decoding showed very rapid
gains, but further increases no longer resulted in such large gains (translation without MBR decoding is represented on the chart
as the number of translation candidates equal to 0).

Figure 12: Comparison of top-k performance (temperature 1.0, k=10) with different number of samples of the Baseline Czech–
Ukrainian model for the FLORES-200 test set. Initial increases in the number of samples for MBR decoding showed very rapid
gains, but further increases no longer resulted in such large gains (translation without MBR decoding is represented on the chart
as the number of translation candidates equal to 0).
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Abstract

Terminologically constrained machine
translation is a hot topic in the field of
neural machine translation. One major
way to categorize constrained translation
methods is to divide them into “hard”
constraints that are forced into the target
language sentence using a special decoding
algorithm, and “soft” constraints that are
included in the input given to the model.

We present a constrained translation
pipeline that combines soft and hard con-
straints while being completely model-
agnostic, i.e. our method can be used with
any NMT or LLM model. In the “soft” part,
we substitute the source language terms in
the input sentence for the backtranslations
of their target language equivalents. This
causes the source sentence to be more simi-
lar to the intended translation, thus making
it easier to translate for the model. In the
“hard” part, we use a novel nondeterminis-
tic finite state transducer-based (NDFST)
constraint recognition algorithm utilizing
flag diacritics to force the model to use the
desired target language terms.

We test our model with both Finnish–
English and English–Finnish real-world vo-
cabularies. We find that our methods consis-
tently improve the translation quality when
compared to previous constrained decod-
ing algorithms, while the improvement over
unconstrained translations depends on the

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

familiarity of the model over the subject vo-
cabulary and the quality of the vocabulary.

1 Introduction

In this paper, we present Mitra, an end-to-end
pipeline for terminology-constrained translation
that combines a novel constrained beam search al-
gorithm with backtranslation substitution.

Terminology-constrained machine translation is
a popular topic in the field of machine translation,
and has been a focus of several shared tasks in the
WMT conference (Alam et al. 2021b; Semenov
et al. 2023). In constrained translation, the sys-
tem is given a lexicon, or a terminology, and it
must use the words given in this terminology when
translating sentences. While this was a trivial task
in phrase-based statistical (cf. Koehn et al. 2003)
and rule-based machine translation systems (cf.
Arnola 1996), implementing it for neural systems
has proved to be much more difficult due to their
black-box nature.

The existing methods can be divided into the
so called “hard” and “soft” constraints. Hard con-
straints use constrained decoding algorithms such
as constrained beam-search (Hokamp and Liu 2017;
Anderson et al. 2017), which first decides on the ac-
ceptable forms of constraints at the token level and
then forces the decoder of an NMT system to abide
by them. Soft methods, on the other hand, use a
neural network specifically trained for the purpose
of constrained translation, and the constraints can
be given to the encoder of the network as input (cf.
Bergmanis and Pinnis 2021). Both of these meth-
ods have their own advantages: hard constraints can
be enforced on any neural network without the need
to train or fine-tune anything, while soft constraints
are generally faster. Typically, hard constraints only
mandate that terms occur somewhere in the trans-
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lated sentence, while soft constraint approaches
allow an explicit coupling of the source and target
terms.

Implementing hard constraints for agglutinative
languages has several difficulties. Foremost, if a
term has multiple possible inflected forms, and the
correct form is not known beforehand, the con-
strained decoding algorithm must be given mul-
tiple alternative forms (Anderson et al. 2017), a fea-
ture not widely supported by many algorithms such
as Post and Vilar (2018); Hu et al. (2019). More-
over, the system must be able to generate these
alternative forms, requiring the use of language-
specific morphological generators, which might not
be available for all languages.

Another problem of hard constraints is that the
translation quality might be very poor if the ma-
chine translation model does not recognize the
constrained words, a situation which in our ex-
perience is very common as terminologies often
contain uncommon technical jargon, brand names,
and other terms not appearing in the training data.
In our specific case, we tested our method with
a vocabulary provided by the Finnish Forest Cen-
tre containing names of insects in Finnish and En-
glish (Metsäkeskus 2023). Many of the names have
surprising translations: for example, a “violet tan-
bark beetle” is called “papintappaja” in Finnish,
which means “priest-slayer” if translated literally. If
the translation model has not seen this term before,
it cannot correctly translate it without terminology
constraints. Even then, the model has a hard time
determining the correct location for the constraint
in the output sentence (cf. Hasler et al. 2018). See
Section 2.3 for more details of this problem.

We propose a combined method that tackles
both of the aforementioned problems. To support
heavily-inflected languages such as Finnish, we in-
troduce a “hard” finite-state automaton-based con-
straint recognition algorithm that can recognize
arbitrarily large disjunctive constraints. For the
problem of expressions that were not encountered
at training time, we propose a “soft” backtrans-
lation substitution algorithm that makes it possi-
ble to use terminology constraints even when the
neural network sees no connection between the
source-language term and the target-language term.
Both of these methods are integrated into an end-to-
end pipeline that takes source-language sentences
and lexicons as input and produces lexically con-
strained translations. We argue that the “hard” and

“soft” constraint methods complement each other
and work together as a whole greater than the sum
of its parts.

In this paper, we first describe existing con-
strained beam search algorithms (Section 2). We
then give an overview of our pipeline, including
detailed descriptions of the backtranslation and the
constraint recognition algorithms (Section 3). Fi-
nally, we evaluate these algorithms against the ex-
isting algorithms (Section 4).

2 Constrained Beam Search

“Hard” terminology constraints refer to phrases (i.e.
sequences of tokens) that are forced to appear in
an output sequence during beam search. While a
regular beam search compiles the list of new hy-
potheses by finding the most probable continua-
tions for the current hypotheses (Koehn 2009), a
constrained beam search algorithm additionally pro-
poses tokens in the constraints as possible continu-
ations (Hokamp and Liu 2017). Several algorithms
exist, differing mainly in beam allocation (i.e. how
much of the beam is reserved for hypotheses con-
taining constraints), and constraint recognition (i.e.
how they determine which constraints are fulfilled
and propose constraint tokens as continuations).

2.1 Existing Algorithms

Hokamp and Liu (2017) present an algorithm called
Grid Beam Search (GBS), which allocates C + 1
hypothesis banks in the beam, where C is the num-
ber of constraint tokens. Each hypothesis in bank
i ∈ [0, C] must have exactly i fulfilled constraint
tokens. Unlike all other algorithms inspected, they
do not allow backtracking, i.e. constraints that were
previously considered fulfilled can not become un-
fulfilled again: if a model begins generating a prefix
of a multi-token constraint, the hypothesis can only
be continued by generating the rest of the constraint.
In other words, hypotheses can only move upwards
in the banks or stay at the same level. This also
means that GBS does not require a constraint recog-
nition algorithm for detecting which constraints are
currently fulfilled in a hypothesis – it only needs to
remember which constraint tokens it has previously
generated, since those tokens will stay fulfilled.

Post and Vilar (2018) criticize GBS for its beam
allocation, as the number of hypotheses grows lin-
early with the number of constraints. They propose
a method called Dynamic Beam Allocation (DBA),
in which the beam size is constant, and the hypothe-
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Original sentence Metsäpaloregiimi summaa yhteen lähes kaikki metsäpaloihin vaikuttavat tekijät.
Greedy tracking The forest fire† forest fire regime brings together almost all the factors that

affect forest fires.
Exact tracking The forest fire regime brings together almost all the factors affecting forest fires.

Table 1: Having reached the point marked with †, greedy tracking accepts the constraint metsäpalo →forest fire and
discards the start of the constraint metsäpaloregiimi →forest fire regime. See also Appendix D.1.1.

Original sentence [. . . ] rajoittamaan ja supistamaan paloa rajoituslinjojen avulla.
Natural translation [. . . ] limit and reduce the fire by means of firebreaks.

Machine translation [. . . ] limit and reduce the firebreak by means limiting lines
Original sentence Raivaamalla tehtyjä rajoituslinjoja1 ovat palokuja2 ja palokäytävä3.

Natural translation Fire lines2 and fire alleys3 are firebreaks1 made by clearing.
Machine translation The firebreaks1 and fire alley3 are fire lines2 made by clearing.

Table 2: Examples of leaks and misplacements. In the first sentence, the model leaks the structure of “rajoituslinja” (lit. limiting
line). In the second sentence, the model exchanges the constraints, changing the meaning of the sentence.

ses are assigned to different numbers of fulfilled
constraints dynamically, making GPU memory opti-
mization easier. In addition, to enable backtracking,
they give a detailed description of a table-based
data structure used for constraint recognition. The
table contains information on which tokens are part
of multi-token constraints and which of them are
fulfilled. If the algorithm generates a token that is
not a continuation of the current constraint being
generated, it backtracks by marking the previously
generated tokens unfulfilled.

This algorithm is further improved by Hu et al.
(2019) who note that the constraint recognition al-
gorithm proposed by Post and Vilar is flawed, as it
cannot properly recognize overlapping constraints.
They propose a trie-based algorithm claimed to re-
solve these issues. They also detail a method that
allows sorting and selecting hypotheses completely
in the GPU memory, further decreasing the over-
head of the algorithm. Neither Post and Vilar (2018)
nor Hu et al. (2019) support disjunctive constraints
required by heavily-inflected languages, although
we note that either of the algorithms can be rela-
tively easily expanded to support them.

In addition to tables and tries, finite-state au-
tomata can be used to recognize fulfilled constraints
in a hypothesis (Anderson et al. 2017; Hasler et al.
2018). This approach also supports disjunctive con-
straints and multi-token constraints.

2.2 The Problem of Greediness
The constraint recognition algorithms proposed by
Post and Vilar (2018) and Hu et al. (2019) are
greedy, which allows them to operate in O(n) time.
While this is good for time complexity, it also

makes the algorithms incorrect: they cannot de-
tect some valid sequences that contain overlapping
constraints (see Table 1 for an example).

We assert that no greedy algorithm can detect all
valid sequences. Consider the following sequences:
abcde∗abcd and abcde∗cdeab, with the constraints
ab, cde, and abcd. ∗ represents a sequence of arbi-
trary tokens. Consider a greedy algorithm that has
processed the first five tokens (abcde), as shown
below:

abcde*
Interpretation 1: ab

cde
Interpretation 2: abcd

Due to greediness, the algorithm must pick one
of the two interpretations: the beginning of the
string contains the constraints ab and cde, or it con-
tains the constraint abcd. As the greedy algorithm
does not backtrack, the end of the string cannot be
taken into account. However, the correct interpreta-
tion depends on how the string ends. If the ending
is abcd, the first interpretation was correct. On the
other hand, if it is cdeab, the second interpretation
was. Thus, all greedy algorithms fail to detect at
least one of abcde ∗ abcd and abcde ∗ cdeab.

The finite-state automaton-based approach sug-
gested by Anderson et al. (2017) does not suffer
from greediness, but is, as presented, infeasible in
our use case: the number of hypotheses is 2C , grow-
ing exponentially as the number of constraints C is
increased.
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2.3 Rare and Obscure Terms

Our method tackles what we have termed obscure
terms. These are terms that are completely unpre-
dictable to the model being decoded, as they are lex-
ically surprising and have not been seen at training
time. We argue that the challenge posed by obscure
terms is fundamentally different from synonym se-
lection in constrained decoding: not only are we
willingly sampling along suboptimal paths, but we
also sometimes have to choose tokens that directly
contradict the analysis of the language model.

The nature-related lexica (Metsäkeskus 2022,
2023) we used during development and evaluation
were full of these obscure terms. The Forest Centre
terminologies contained such terms as “papintap-
paja” (violet tanbark beetle, lit. “priest-slayer”) and
“tukkimiehentäi” (large pine weevil, lit. “log-man’s
louse”). These target terms are very unexpected and
clearly unfamiliar to the model, as seen from the
low term accuracy of the unconstrained translation
model in our evaluation (see Section 4).

Obscure terms produced characteristic failures.
As the model evaluates all positions for a constraint
to be unlikely, it will often result in misplacements
as well as leaks where a part of the structure of a
source language constraint still made its way to the
translation. See Table 2 for an example of both.

3 The Mitra Pipeline

We designed our constrained translation pipeline
with three goals: 1) allowing a high number of dis-
junctive constraint alternatives to support highly
agglutinative languages such as Finnish, 2) fix the
problems caused by greediness in the previous con-
straint recognition algorithms, and 3) make con-
strained decoding a viable alternative even for rare
terms not present in the training data of the neural
network. The goals 1 and 2 are fulfilled by using
a custom finite-state automaton-based constraint
recognition algorithm, while goal 3 is fulfilled by a
backtranslation substitution algorithm.

The full end-to-end pipeline contains the follow-
ing components:

1. Term Recognition and Constraint Genera-
tion. A dependency parser is used to extract
the noun, verb, and adjectival phrases con-
tained in the input sentence. If any of the
phrases is found in the lexicon, all supported
inflected forms of the target-language term are
generated and added as a constraint.

2. Backtranslation Substitution. Each of the
target-language terms added as constraints is
translated back to the source language using
an NMT model trained on the same data as
the model used to perform the actual transla-
tion. The input sentence is modified so that the
recognized terms are replaced with the back-
translations, inflected and capitalized similarly
to the original terms.

3. Constrained Beam Search. A constrained
beam search is performed to translate the input
sentence to the target language.

We implement the pipeline for Finnish, Swedish,
and English in all language directions. As our
pipeline is agnostic to the NMT model itself, it can
be used with any model as long as the appropriate
language-specific modules have been implemented.

3.1 Term Recognition and Constraint
Generation

Term recognition refers to scanning the input sen-
tence and detecting all the phrases in the sentence
that also appear in the terminology. We provide a
phrase detection module for each of the supported
languages. Each of the modules first performs the
following high-level steps, although the specific
methods are highly language-dependent and not
within the scope of this paper.

1. Dependency parsing. We use the Stanford
Stanza Python package (Qi et al. 2020) for
English and Swedish, and the TranSmart de-
pendency parser (Nykänen 1996) for Finnish.

2. Phrase detection. We iterate the dependency
tree recursively and for each noun, adjective,
and verb, we construct a list of noun phrases,
adjectival phrases and verb phrases, respec-
tively, as explained in the next step.

3. Dependent selection. For each noun, we it-
erate all combinations of its adjectival depen-
dents (with the limit up to 6 adjectival depen-
dents). We assemble a list of these combina-
tions. For example, if the phrase is “young,
strong cat”, we would generate the combina-
tions “cat”, “young cat”, “strong cat”, and
“young, strong cat”. For Finnish, we also re-
turn parts of compound nouns. For adjectives
and verbs, we do not include any dependents,
and simply return a one-item list with the ad-
jective or verb itself.
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Recognized terms
and backtranslations

Original sentence Hosat ovat käteviä työkaluja. {hosa→ fire swatter}
Backtranslation Paloswatterit ovat käteviä työkaluja. {paloswatteri← fire swatter}
Translation Fire swatters are handy tools.
Original sentence The characteristics of the live fuel type are

defined mainly on the basis of the tree stand
and ground vegetation.

{live fuel type →
palokasvustotyyppi}

Backtranslation The characteristics of the type of fire growth
are defined mainly on the basis of the tree
stand and ground vegetation.

{type of fire growth ←
palokasvustotyyppi}

Translation Palokasvustotyypin ominaisuudet määritel-
lään pääasiassa puuston ja maakasvillisuuden
perusteella.

Table 3: Example of phrase detection and backtranslation substitution.

4. Lemmatization. We lemmatize each phrase
returned by the previous step. For Finnish
and Swedish, this includes taking into account
adjective-noun agreement: Finnish nouns
agree in case and number, Swedish nouns in
determinateness, gender and number.

After phrase detection, we compare the list of
phrases to the terminology and generate a list of
constraints. For each term, the disjunctive con-
straint has multiple alternatives corresponding to
the different inflectional forms of the term. Sim-
ilarly to above, we perform dependency parsing
for the target-language terms, and then inflect them
taking into account adjective-noun agreement. For
Finnish, we do not generate all the possible forms
due to their high number, instead we have a list of
the most common forms.

We use several open-source1 and proprietary2

language modules. Details of this step are not
within the scope of this paper.

3.2 Backtranslation Substitution

After phrase detection, we perform backtranslation
for all target language terms that have been added
as constraints by using a reverse-language NMT
model trained with the same dataset as the model
used for translation proper. In our experiments, we

1We use the Python packages stanza, pyvoikko (for
lemmatization of Finnish compound words), pyomorfi (for
inflecting Finnish verbs), taivutin (for inflecting Finnish
nominals), inflex (for inflecting English). For Swedish, we
use a proprietary statistical guesser based on the Saldo inflecto
(https://github.com/kielikone/saldo-infle
ctor).
2Mostly TranSmart pipeline components (Nykänen 1996)

use the Opus-MT Tatoeba Challenge models (Tiede-
mann 2020) which include models for both lan-
guage directions for most language pairs.

After producing the backtranslations, we ver-
ify that they improve the translation quality
by using the NMT model to calculate scores
for both (original term → target term) and
(backtranslation → target term) pairs. If the pair
with the backtranslation yields a better score, we
replace the original term in the source language sen-
tence with the backtranslation. We use dependency
parsing and the language-specific modules detailed
in the previous section to inflect the backtransla-
tion in the same form as the original term. We also
match the initial letter case.

An example of the backtranslation substitution
process is given in Table 3.

3.3 Constrained Beam Search
We use a constrained beam search algorithm very
similar to the one described by Post and Vilar
(2018). The details of our algorithm are presented
in Appendix A. The main differences to the pre-
vious algorithms are in our constraint recognition
algorithm, detailed in the following section.

3.4 Constraint Recognition during Beam
Search

For constraint recognition, we adapt a finite-state
automata (FSA)-based approach similar to Ander-
son et al. (2017). We note that while the method
used by Anderson et al. requires 2C hypotheses, a
different beam allocation strategy such as the one
used in Grid Beam Search (Hokamp and Liu 2017)
or Dynamic Beam Allocation (Post and Vilar 2018)
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q0 Constraint 1

Constraint 2

Constraint 3

*

@D.C1@:[C1]

@P.C1.1@:[/C1]

@D.C2@:[C2]

@P.C2.1@:[/C2]

@D.C3@:[C3]

@P.C3.1@:[/C3]

@R.C1.1@

@R.C2.1@

@R.C3.1@

Figure 1: The structure of the finite state transducer that can
recognize three constraints in any order. To reduce the size of
the transducer, we use flag diacritics (Beesley and Karttunen
2003, chapter 8). @D.f@ is a flag diacritic that succeeds
if f is undefined. @P.f.1@ is a flag diacritic that always
succeeds and sets f = 1. @R.f.1@ is a flag diacritic that
succeeds if f = 1. The nodes inside the constraints are not
included; they would form a trie matching to all alternatives
of that disjunctive constraint. The output of the transducer is
the input, with symbols added for marking starts ([C1]) and
ends ([/C1]) of constraints.

may also be used, which drops the beam size to
either O(C) or O(1), respectively. In these scenar-
ios, not every possible combination of constraints
is stored in the beam: only the ones with the high-
est scores. We use a non-deterministic FSA that
can track all possible interpretations at the same
time: the two interpretations that would have been
tracked in entirely different hypotheses in their so-
lution can be tracked with a single hypothesis in
our solution.

While the beam size can be limited to be lin-
ear with regard to the number of constraints, the
memory constraints of the finite-state automaton
cannot be. If the automaton is deterministic, its
size is O(2C) in the worst-case scenario3. If the au-
tomaton is non-deterministic, its size will be O(C),
but the number of simultaneous states might be
O(2Cmax |Ci,j |), i.e. in the worst case the number
of states grows exponentially with regard to the
number of constraints and their lengths. To miti-
gate this issue, we implement an optimization that
removes most of the simultaneous states when we
can safely determine that they recognize the same
set of strings. This optimization is detailed below,
after we have detailed the structure of the FSA.

3Since all possible combinations of recognized constraints
(2C ) must be represented.

Figure 1 has a graph of a finite-state transducer
that recognizes three constraints in any order. Since
the number of orderings the constraints can be in
is C!, we employ flag-diacritics (Beesley and Kart-
tunen 2003, chapter 8) to reduce the number of
nodes in the transducer. Flag diacritics behave like
epsilon edges, but can only be followed if a vari-
able, called a flag, is set to a specific value. In our
transducer, each constraint has its own flag. The
parts of the transducer matching to constraints are
fenced with the @D.f@ diacritics that succeed only
if the flag f is undefined, thus preventing the trans-
ducer recognizing any constraints more than one
time. After a constraint is fully recognized, the
@P.f.1@ diacritic is used to set the flag value to
1. The accepting node of the transducer is fenced
with diacritics of type @R.f.1@ that require that
the flag must be set to value 1.

The specific type of finite-state automata we use
is the finite-state transducer, in which each edge
can both consume an input symbol and output a
symbol (Beesley and Karttunen 2003). By using
a finite-state transducer instead of a regular finite-
state machine, we detect the beginnings and ends
of the constraints. The transducer outputs each in-
put symbol, and additionally provides a start token
(such as [C1]) and an end token (such as [/C1])
for each constraint. When we discuss “states” be-
low, we refer to (q,m) pairs, in which q is a node
in the finite-state machine, and m is the sequence
of output symbols produced.

Since the transducer is non-deterministic, the
number of parallel states can grow exponentially.
For example, if there are C constraints and all of
them are present in the input string, in the end there
will be at least 2C simultaneous states: one in which
none of the constraints matched, one in which all
of them matched, and all the possible combinations
in between. To prevent this, we remove some of
the states between each iteration based on the fol-
lowing condition: if two states S1 and S2 are both
in q0 (the initial state as in Figure 1), and the set of
fulfilled constraints in the output of S1 is a proper
subset of fulfilled constraints in S2, the state S1

is removed. The proof that this does not change
the set of strings that are accepted by the FSA is
included in Appendix B. This optimization makes
the finite-state automaton computationally feasible
on the real-world data we used.

The finite-state machines were implemented us-
ing the kfst Python package.
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Configuration Name Decoding Algorithm Constraint Recognition Backtranslations
Mitra-FB CBS NDFST Yes
Mitra-TB CBS Trie Yes
Mitra-F CBS NDFST No
Mitra-T CBS Trie No
Mixtral Sampling (T = 0.2) N/A No

Poro Sampling (T = 0.2) N/A No
Unconstrained Greedy N/A No

Table 4: Evaluated configurations of the pipeline. CBS refers to our Constrained Beam Search algorithm as described in this
paper. NDFST is our non-deterministic finite-state transducer. Trie refers to the constraint recognition algorithm inspired by Post
and Vilar (2018); Hu et al. (2019) modified to support disjunctive constraints. In addition to our pipeline, we use Mixtral (Jiang
et al. 2024) and Poro (SiloAI 2023), both large language models, and unconstrained machine translations. All methods apart
from Mixtral and Poro use Opus-MT Tatoeba Challenge models for Finnish and English (Tiedemann 2020).

4 Evaluation

We use both automatic evaluation and human eval-
uation to measure the quality of the translations
produced by our pipeline. The automatic methods
include BLEU, chrF, TER, and COMET scores,
as well as measuring the number of fulfilled con-
straints. In human evaluation, we asked a profes-
sional translator to evaluate all translated sentences
and mark them either as OK, erroneous due to in-
correctly applied constraints, or erroneous due to
other cause.

Due to time constraints, we did not evaluate the
Swedish translation even though we implemented
it.

4.1 Evaluated Pipeline Configurations

For evaluation, we prepared four configurations of
the Mitra pipelines: half of them use the NDFST-
based constraint recognizer, and half of them a trie-
based recognizer inspired by (Post and Vilar 2018;
Hu et al. 2019) modified to support disjunctive con-
straints. Both of the two algorithms are evaluated
with and without backtranslation substitution, with
parameters B = 1, k = 5, S = M = ∞ and a
120 s timeout. In addition, we translated the sen-
tences without constraints or backtranslations. In
each case, we use the Opus-MT Tatoeba Challenge
models for Finnish and English4 (Tiedemann 2020).

We also compare our methods to general-purpose
language models Poro5 (SiloAI 2023) and Mix-
tral6 (Jiang et al. 2024) by embedding the con-

4https://huggingface.co/Helsinki-NLP/opu
s-mt-tc-big-fi-en and https://huggingface.
co/Helsinki-NLP/opus-mt-tc-big-en-fi
5https://huggingface.co/LumiOpen/Poro-3
4B, 700B variant
6https://huggingface.co/mistralai/Mixtral
-8x7B-Instruct-v0.1

straint words into the prompt (cf. Ghazvininejad
et al. 2023). For these models, we use the term
recognition and constraint generation components
of our pipeline, but do not apply backtranslations
or enforce hard constraints. The prompts used are
listed in Appendix C. We tried both zero-shot and
2-shot prompting and found that to achieve best
results BLEU-wise, Mixtral needed to be prompted
in a zero-shot manner and Poro in a 2-shot manner.

We ran the Opus-MT models on a Tesla T4 GPU,
and the Poro and Mixtral models on an A100 80GB
GPU.

We used greedy decoding with the unconstrained
translation and temperature sampling with the
LLMs, since these are the sampling methods most
often used with these models. While beam search
could have been used for both of these, and could
have improved their performance, deciding the fair
beam size would not have been trivial: the con-
strained translation has beam size C + 1, where C
is the number of constraint tokens. If no constraints
are used, this results in the beam size of 1, which
corresponds to greedy decoding. Therefore, to sim-
plify our experiment, we decided to not increase
the beam size over this default unconstrained size
of 1.

To save human evaluation resources, we per-
formed the human evaluation for the model that
received better BLEU scores, which is Mixtral for
the Finnish–English translation direction, and Poro
for the English–Finnish translation direction.

4.2 Evaluation Corpus
We conducted the evaluation on two vocabularies
listed below. For both of them, we used the head
words of the entries to construct the translation
terminology and the definitions of the entries as the
test sentences.
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Forest Fires (EN–FI) Finnish Parliament (FI–EN)
Configuration BLEU chrF TER COMET Acc. BLEU chrF TER COMET Acc.

Mitra-FB 20.96 62.31 69.62 0.90 100.00 35.50 63.77 53.57 0.85 98.34
Mitra-TB 19.70 59.35 72.10 0.89 94.83 35.70 64.33 53.48 0.84 100.00
Mitra-F 19.48 61.87 70.09 0.89 100.00 35.21 63.67 54.45 0.85 98.34
Mitra-T 19.13 59.19 75.06 0.89 94.83 35.40 64.12 54.61 0.84 100.00
Mixtral 7.71 46.49 92.43 0.79 84.48 32.99 62.85 55.71 0.84 82.82

Poro 16.01 55.95 79.20 0.88 83.62 21.13 55.38 70.71 0.84 50.27
Unconstrained 16.45 54.55 76.95 0.86 22.41 34.48 62.08 53.52 0.86 49.46

Table 5: The results for automatic evaluation of the configurations described in Table 4. “Acc.” refers to the number of fulfilled
constraints.

Forest Fires (EN–FI) Finnish Parliament (FI–EN)
Configuration OK % Constr. error % Other error % OK % Constr. error % Other error %

Mitra-FB 60.00 2.35 37.65 60.56 10.83 28.61
Mitra-TB 55.29 4.70 40.00 57.78 13.61 28.61
Mitra-F 55.29 9.41 35.29 56.39 15.00 28.61
Mitra-T 52.94 9.41 37.65 54.17 17.78 28.06
Mixtral 66.11 0.56 33.33

Poro 52.94 2.35 44.71
Unconstrained 32.94 0.00 67.06 67.78 0.83 31.39

Table 6: The results for human evaluation of the configurations described in Table 4. All of the sentences were categorized to
the three categories “OK”, “Erronous due to incorrectly applied constraints” (Constr. err), and “Erronous due to other error”.
The timed out sentences are counted towards other errors.

1. Forest Fire Vocabulary by the Finnish For-
est Centre (Metsäkeskus 2022), consisting of
85 Finnish/English word pairs and definitions.
For this vocabulary, we translated the defini-
tions in the English–Finnish direction.

2. Finnish Parliament Vocabulary by the
Finnish Parliament (Eduskunta 2008), consist-
ing of 360 Finnish/English word pairs and def-
initions. We used only 358 of these since two
contained special characters for which the pre-
processing pipeline failed. For this vocabulary,
we translated the definitions in the opposite
direction: Finnish–English.

We release all term pairs and test sentences
openly7.

4.3 Evaluation Methods
We performed both automatic and human evalu-
ation. For automatic evaluation, we calculated
BLEU, chrF, and TER scores for the sentences us-
ing the sacrebleu Python library (Post 2018),
and the COMET score8 (Rei et al. 2022) using the
7https://github.com/kielikone/mitra-eva
l-results
8The wmt22-comet-da model

evaluate Python library. Furthermore, we used
the term recognition component of our pipeline to
analyze the number of constraints fulfilled in the
output sentences. This is similar to the lemmatized
term exact match accuracy (Bergmanis and Pin-
nis 2021) and exact match accuracy (Alam et al.
2021a), although we do not need to specifically
lemmatize the words as our disjunctive constraints
include the inflected forms.

For manual evaluation, we generated a spread-
sheet that contained one input sentence on each
row, the reference translation, and the outputs of
each of our tested configurations in random order.
We asked a professional translator to evaluate each
configuration and mark it either as correct, erro-
neous due to incorrectly applied constraints (while
still present), or erroneous due to other cause (incl.
missing constraint) (cf. Bergmanis and Pinnis 2021,
9). We then calculate percentages of these three
categories for each of the evaluated configurations.

9Our evaluation differs from that of Bergmanis and Pinnis
(2021): They had categories “wrong lexeme” and “wrong
inflectional form”. We measure the presence of the constraint
lexeme automatically, and are more interested in errors caused
by incorrect placement of the constraint than those of wrong
inflectional form, since the former errors are common in our
tests and much more critical.
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For the Parliament dataset, the NDFST-based
methods (Mitra-FB and Mitra-F) timed out for three
sentences, i.e. the beam search never reached the
end condition. Similarly, for the Forest Fire Dataset,
the trie-based method timed out for one sentence.
Those sentences are evaluated as empty strings in
the automatic evaluation and left out of the manual
evaluation. See Appendix D for an analysis of them.

4.4 Results

The results of the automatic evaluation are pre-
sented in Table 5 and the human evaluation in Ta-
ble 6.

For both datasets, the usage of constraints im-
proved the BLEU, chrF, and TER scores when
compared to the unconstrained translations and the
general-purpose language model outputs. For the
Forest Fire dataset, the BLEU of the unconstrained
translations was 16.45, while the BLEU of Mitra-
FB was 20.96. For the Parliament dataset, the un-
constrained BLEU improved from 34.48 to 35.50
respectively. The COMET score improved from
0.86 to 0.90 with the Forest Fire dataset, while it
decreased insignificantly from 0.86 to 0.85 with the
Parliament dataset. All automatic evaluation scores
for the different Mitra configurations were too near
each other to be significant.

Similarly, Mitra-F and Mitra-FB raised the num-
ber of fulfilled constraints to 100% from 22.41%
for the Forest Fire dataset, with the trie-based
methods Mitra-T and Mitra-TB timeouting with
one sentence, causing the percentage to drop to
94.83%. For the Parliament dataset, the NDFST-
based methods timed out for three sentences, caus-
ing the fulfilled constraint percentage to reach
only 98.32%, while the unconstrained translations
reached 49.46%.

The general-purpose language models achieved
BLEU scores comparable to the unconstrained
translation with the exception of Mixtral in the
English–Finnish direction that produced transla-
tions of unusably low quality. Similarly, both Poro
and Mixtral fulfilled ca. 82–84% of the constraints
with the exception of Poro in the Finnish–English
direction. Since Mixtral is arguably better when En-
glish is the target language, and Poro when Finnish
is the target language, we did not conduct human
evaluation for both models, choosing instead the
model that performed better for the evaluated lan-
guage direction.

Mean time
Configuration Failed excl. Failed = 120 s
Mitra-FB 2.11 s 2.11 s
Mitra-TB 1.68 s 3.07 s
Mitra-F 2.36 s 2.36 s
Mitra-T 1.44 s 2.83 s
Unconstrained 0.16 s 0.16 s

Table 7: Mean translation times for the Forest Fire datasets.
Mixtral and Poro times are not included since they were ran
on a different hardware. There was one sentence that timed
out with the trie-based configurations. In the first column, that
sentence was removed. In the second column, that sentence
was given the value equal to the timeout we used, 120 s.

In human evaluation, the NDFST-based approach
and backtranslations achieve significantly better re-
sults than the Trie and non-backtranslated config-
urations. For the Forest Fire dataset, they together
raise the number of “OK” translations from 52.94%
to 60.00%. Similarly, for the Parliament dataset,
the number rose from 54.17% to 60.56%. At the
same time the number of errors caused by incor-
rectly applied constraints decreased from 9.41%
to 2.35%, and from 17.78% to 10.83%, respec-
tively. For the Forest Fire dataset, the usage of
constraints increased the quality when compared to
unconstrained translations, while for the Parliament
dataset, the unconstrained sentences were evaluated
to have higher quality.

For both datasets, the number of “other errors”
was considerable. For the Forest Fire dataset, our
evaluator noted that the Forest Fire vocabulary did
not contain all of the special jargon used in the
sentences. Thus, had the vocabulary been more
comprehensive, the translation quality could have
been better.

4.5 Time performance

The mean translation times for the Forest Fire
dataset sentences are presented in Table 7. For con-
strained translations, the time was measured for the
full pipeline, including preprocessing and depen-
dency parsing. The unconstrained translation times
are significantly lower than the constrained times,
but the time does not include any preprocessing.

Of the sentences which both algorithms were
able to translate, the NDFST-based configurations
were slower than the trie-based configurations.
However, as the trie-based algorithm failed to trans-
late one of the sentences (due to its greediness, it
was unable to place the constraints to the sentence
correctly, which led to the NMT model considering
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all hypotheses improbable and never finishing10).
As the translation timed out, one might argue that
the algorithm should be penalized for this by count-
ing the sentence using the timeout as the time it
took to “produce” the empty translation. We have
reported both numbers in different columns.

We ran Mixtral, Poro, and the Parliament dataset
evaluations on different hardware and software en-
vironments, so we cannot present comparable num-
bers for them. We used no batching of multiple
sentences.

5 Discussion and Conclusions

In this paper, we have presented Mitra, a pipeline
for terminologically-constrained machine transla-
tion that improves on the previous “hard” constraint
methods with a finite state automaton-based con-
straint recognition algorithm and a backtranslation
substitution step. When compared to the trie-based
method based on the previously suggested algo-
rithms (Post and Vilar 2018; Hu et al. 2019) without
backtranslations, our method significantly increases
the quality in human evaluation.

We argue that our method fulfills the three goals
we began with: allowing disjunctive constraints,
solving the problems of greedy constraint recogni-
tion algorithms, and improving quality on “rare and
obscure” terms. The finite state automata-based
algorithm allows any number of alternatives in the
disjunctive constraints, and does not suffer from
the greediness of previous algorithms. Further-
more, when combined with backtranslations, the
number of errors caused by incorrectly applied con-
straints drops significantly on both of the evaluation
datasets.

While constrained translation significantly im-
proved quality on the Forest Fire dataset, it un-
expectedly decreased quality on the Parliament
dataset in human evaluation. We believe this dis-
crepancy is due to two main factors. Firstly, the Par-
liament dataset’s vocabulary is not well-suited for
constrained generation (see Appendix D for exam-
ples), and secondly, the Opus-MT models we used
are more familiar with the subject matter, using
49.46% of the constraint terms even when uncon-
strained, leaving less room for improvement. The
Forest Fire dataset, on the contrary, is very unfamil-
iar to the model, as only 32.94% of the sentences
were translated acceptably, and only 22.41% of the

10See Table 1 for a simplified version of the sentence and
Appendix D for a full analysis of the failed sentences

desired target terms were used when unconstrained.
The effectiveness of constrained translation thus
depends on the quality of the constraint vocabulary
and the topic of the texts translated.

The major downside of “hard” constraints is their
increased time requirement: the translation times
were more than ten times larger on three of the four
configurations evaluated (see Table 7). Although
we did not optimize the evaluation by using batch-
ing or other methods such as those recommended
by Hu et al. (2019), it is clear that constrained trans-
lation is slower in any case. Of our configurations,
those that use the NDFST algorithm are slower than
those that use tries. However, this is not as major
a problem as one might initially think, as in most
cases the trie-based solution yields the same result
as the NDFST solution. The problem of greediness
is only present when two constraints share tokens
– if no constraints overlap in this way, there is no
ambiguity. Thus, when translating a longer text,
the trie-based approach can be used instead of the
NDFST solution for most input sentences, making
the translation of the whole text nearly as fast as
when translated completely with the trie method.

Of the general-purpose large language models
evaluated, Mixtral performed very well on the Par-
liament dataset, producing higher-quality results
than constrained decoding methods. Similarly, Poro
provides results comparable to the Mitra-T configu-
ration in the human evaluation. Although the per-
centage of fulfilled constraints is lower than that of
constrained translation, ca. 82–84%, the number of
“constraint errors” is also low, implying that at least
some of the missing constraints can be explained by
the models providing a satisfying translation using
a synonym or other acceptable construct that does
not match the constraint when they have trouble
fitting the constraint word into the sentence. Thus,
the error mode of LLMs might be considered better
than that of constrained decoding-based translation.

Since our pipeline is model-agnostic, it can be
used with any NMT model or even with a general-
purpose language model. Similarly, many of the
“soft” constraint methods can also be combined with
our method. We believe that our future research
should focus on evaluating these combinations. As
even a considerably basic soft method such as back-
translations can improve the translation quality sig-
nificantly, our hypothesis is that more complex soft
methods (such as Bergmanis and Pinnis 2021) can
improve it even further.
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A Algorithms

We have described our beam search algorithm in de-
tail here for increased reproducibility. Algorithm 1
contains the main loop of the beam search. Algo-
rithm 2 contains the candidate selection algorithm.
Finally, Algorithm 3 details the beam allocation
algorithm.

Since our algorithm is model-agnostic, we have
abstracted the calls to the NMT model by referring
to the probability function P and “top-k sampling”.
In real implementations, these probabilities would
come from the decoder of the NMT model or an
LLM model.

input :M maximum length of the output in tokens
C number of constraint tokens
B hypothesis bank size
S beam size
V the vocabulary

output :best hypothesis

hypotheses← [[start token]]
cutoff← 0
best hypothesis←null
for M times do

/* Calculating the new hypotheses */
candidates←GetCandidates(hypotheses, V , k)
hypotheses←Allocate(candidates, C, B, S)
/* Updating cutoff */
foreach finished hypothesis h in hypotheses do

if P (h) > cutoff then
cutoff← P (h)
best hypothesis← h

end
end
/* Pruning hypotheses */
foreach hypothesis h in hypotheses do

if P (h) ≤ cutoff then
remove h from hypotheses

end
end
/* Early stopping */
if |hypotheses| = 0 then

return best hypothesis
end

end
Algorithm 1: The main loop of the beam
search.

B Proofs

The “NDFST” in these proofs refers to a non-
deterministic finite-state transducer that has the
structure described in this paper (see Figure 1). q0
is the initial state of the NDFST and qa is the sole
accepting state.

Definition. C(m) is the set of constraint end tokens
in the output symbol list m. Since the flag for a
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Function GetCandidates(hypotheses, V , k) is
input :hypotheses from the previous iteration

V the vocabulary
k the parameter for top-k sampling

output :set of candidate hypotheses

candidates← ∅
/* Constraint continuations from the NDFST

*/
foreach h in hypotheses do

if h is not finished then
foreach token t that would advance the current

NDFST state do
append h + t to candidates

end
end

end
/* Unconstrained candidates */
foreach h in hypotheses do

append top-k continuations of h to candidates
end
return candidates

end
Algorithm 2: The candidate selection algo-
rithm. This is a simplified version of the algo-
rithm described in (Post and Vilar 2018, section
3.1), combining their steps 1 and 3.

Function Allocate(candidates, C, B, S) is
input : the list of candidates

C number of constraint tokens
B target hypothesis bank size
S maximum beam size

output :a new list of hypotheses

if B · (C + 1) > S then
return Allocate2(candidates, C, ⌊S−1

C ⌋+ 1, S)
else

return Allocate2(candidates, C, B, B · (C +1))
end

end
Function Allocate2(candidates, C, B′, S′) is

input : the list of candidates
C number of constraint tokens
B′ actual hypothesis bank size
S′ actual beam size

output :a new list of hypotheses

/* Allocate hypotheses to banks they
belong based on their number of
fulfilled constraint tokens */

hypotheses← []
foreach i in C, . . . , 0 do

bank size← 0
foreach candidate c from most probable to least probable

do
if bank size < B′ then

if number of constraint tokens in c ≥ i then
append c to hypotheses
remove c from candidates
bank size← bank size + 1

end
end

end
end
/* Fill underfilled banks with most

probable candidates */
foreach i in C, . . . , 0 do

foreach candidate c from most probable to least probable
do

if |hypotheses| = S′ then
return hypotheses

end
if number of constraint tokens in c ≥ i then

append c to hypotheses
remove c from candidates

end
end

end
return hypotheses

end
Algorithm 3: The beam allocation algorithm.

constraint is set in the same transition that generates
the constraint end token, C(m) also corresponds to
the set of constraints that have their flag set. C is
the set of all constraint end tokens possible.

Definition. S(q,m) is the set of strings that the
NDFST accepts from the initial state q and the ini-
tial output symbol list m.

Theorem. Given a string s partitioned into two
parts s1s2, so that the NDFST has consumed s1 but
not s2, and NDFST states (q0,m1) and (q0,m2),
so that C(m1) ⊊ C(m2) and s2 ∈ S(q0,m1), then
s2 ∈ S(q0,m2).
Proof. The only accepting node in the NDFST is
fenced with flag diacritic symbols, each correspond-
ing to a different constraint. Thus, the accepting
state can only be reached if all the flags are set, that
is, C(m) = C.

Since s2 ∈ S(q0,m1), there must be a path q0 →
qi1 → · · · → qin → qa accepted by the NDFST if
(q0,m1) is used as an initial state.

As C(m1) ⊊ C(m2), the same path cannot be
accepted when (q0,m2) is used as the initial state,
as for each c ∈ C(m2) \ C(m1), the path contains
a negative flag diacritic check that prevents the path
from being accepted, as the flag for c is already set
since c ∈ C(m2).

We construct a new path that is accepted when
(q0,m2) is used as the initial state. For each
c ∈ C(m2)\C(m1), we modify the path by replac-
ing each transition beginning from @D.Cc@:[Cc]
and ending to @P.Cc.1@:[/Cc] with q0 → q0.
As all of these c were already present in C(m2),
this modification only removes duplicate positive
flag diacritic sets. Since all the flags are set in the
modified path, it is accepted by the NDFST. QED.

C LLM Prompts

C.1 Finnish–English

Please translate the following sentence
using this vocabulary. Respond using
JSON output such as {"translation": "
This is the translation"}.
Vocabulary: joki = river; virtaava vesi
= flowing water; valuma-alue = catchment
area

Sentence: Vesilaissa joella tarkoitetaan
virtaavan veden vesistöä, jonka valuma-

alue on vähintään sata neliökilometriä.

C.2 English–Finnish
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Käännä lause suomeksi annetulla
sanastolla. Vastaa JSON-muodossa, esim.
{"käännös": "Tämä on käännös"}.
Sanasto: octopodes = mustekalat; extant
= elävä; subclass = alaluokka;
cephalopod = pääjalkainen; nautilus =
helmivene
Lause: Octopodes are one of the two
extant subclasses of the cephalopods. It
is also called two-gilled cephalopods.

The other subclass is the nautiluses or
four-gilled cephalopods.

D Failed Translations

Several test sentences timed out during the evalua-
tion. This section contains these sentences a well
as an analysis of the cause of the error.

To save space, when we list the constraints, we
only list the target lemmas, although in reality we
give all inflections generated by our phrase inflector
module as a disjunctive constraint. The disjunctive
constraint also includes differently capitalized ver-
sions of the target term, although we list all target
terms in lower case here.

D.1 Forest Fires

This evaluation corpus had only one failed sentence,
which failed for both trie-based configurations, but
not for the NDFST-based configurations.

D.1.1 Sentence 46
Constraints are underlined.

Source sentence: Forest fire regime describes the
role of fire in a given area over a given time pe-
riod and sums up almost all variables related to
forest fires: forest fire effects and their influencing
factors, forest fire frequency, forest fire severity,
forest fire intensity, the size of fire, the time of and
reason for ignition, regularity, variation, etc.

Reference translation: Metsäpaloregiimi kuvaa
tulen roolia tiettynä aikana tietyllä alueella ja sum-
maa yhteen lähes kaikki metsäpaloihin liittyvät su-
ureet: metsäpalojen vaikutukset ja niihin vaikut-
tavat tekijät, metsäpalojen toistuvuus, metsäpalon
vaikuttavuus, metsäpalon voimakkuus, koko, syt-
tymisajankohta, syttymissyy, säännöllisyys, vai-
htelu, jne.

Constraints: {forest fire regime →
metsäpaloregiimi}, {forest fire → metsäpalo},
{forest fire → metsäpalo}, {forest fire frequency
→ metsäpalojen toistuvuus}, {forest fire severity

→ metsäpalon vaikuttavuus}, {forest fire itensity
→ metsäpalon voimakkuus}

The timeout of this sentence is caused by two fac-
tors: the greediness of the constraint recognition
algorithms and the large number of constraints it
has. See Table 1 for an example of a simplified
version of this sentence that does not timeout since
it has less constraints.

The core issue is that after the tokens encod-
ing “Metsäpalo” have been generated, the trie-
based algorithm marks the constraint {forest fire→
metsäpalo} fulfilled. After this, the beam search
generates the tokens encoding “regiimi”, but they
are not recognized to be a part of the con-
straint, since the progress of all other constraints
was reset when one of the possible constraints
tracked simultaneously was marked fulfilled. This
means that the constraint {forest fire regime →
metsäpaloregiimi} is yet unfulfilled, and the algo-
rithm tries to place it later in the sentence. However,
the decoder language model (correctly) considers
all those other places to be improbable, and thus the
end condition of the beam search is never reached
within the time limit.

D.2 Finnish Parliament

This evaluation corpus had two sentences for which
the preprocessing pipeline (i.e. morphological anal-
ysis and generation) failed due to a bug that we
had not time to correct. We left these sentences
out of the evaluation. Of the remaining sentences,
the NDFST-based configurations failed for three
sentences.

These sentences fail due to two main reasons:
they contain too many constraints, and the target
terms included in the vocabulary are poorly suited
to be used as constraints resulting in unnatural trans-
lations considered improbable by the decoder lan-
guage model. Note that while this section only
analyses the timed out sentences, the poor suitabil-
ity of the vocabulary applies also to those sentences
that did not time out and is one cause to the poor
scores received by the system in human evaluation.

D.2.1 Sentence 150
Constraints are underlined. This sentence was actu-
ally a text with two sentences, the second of which
was more problematic.

Source sentence: Valtiopäiväasiakirjat julkaistaan
painettuina Valtiopäiväasiakirjat-sarjassa sekä
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nykyään myös eduskunnan sivustolla Internetissä.
Valtiopäiväasiakirjat-sarjassa julkaistaan mm.
eduskunta-aloitteet, eduskunnan täysistuntojen
pöytäkirjat ja niiden ruotsinkieliset lyhennelmät,
hallituksen esitykset, valtioneuvoston kirjelmät,
tiedonannot ja selonteot, valiokuntien mietinnöt
ja lausunnot, eduskunnan vastaukset ja kirjelmät,
välikysymykset sekä kirjalliset kysymykset
vastauksineen.

Reference translation: Parliamentary documents
are published in print form in the series ‘Val-
tiopäiväasiakirjat’ and in recent years have been
published on Parliament’s web pages as well. The
series contains, among other documents, parliamen-
tary motions; records of plenary sessions of Par-
liament and their Swedish summaries; government
proposals, communications, statements and reports;
committee reports and statements; parliamentary
replies and communications; interpellations; and
written questions and the replies to them.

Constraints for the first sentence:
{valtiopäiväasiakirja→ parliamentary document},
{eduskunta → parliament, finnish parliament,
eduskunta}
Constraints for the second sentence: {eduskunta-
aloite → parliamentary motion, member of par-
liament’s motion, member’s motion}, {eduskunta
→ parliament, finnish parliament, eduskunta},
{täysistunto→ plenary session}, {hallituksen esi-
tys→ government proposal}, {valtioneuvoston kir-
jelmä→ government communication}, {valiokunta
→ committee}, {mietintö → report of the com-
mittee, committee report}, {lausunto → state-
ment of the committee, committee statement},
{eduskunnan vastaus → parliamentary reply},
{välikysymys→motion of censure, interpellation},
{kirjallinen kysymys→ written question}

The primary reason for the timeout of this text on
the NDFST-based configurations is the large num-
ber of constraints. The NDFST-based algorithm
has exponential time complexity in the worst-case
scenario.

This text is also problematic due to the poor
suitability of the vocabulary for constrained trans-
lation. For example, the phrase “valiokuntien
mietinnöt ja lausunnot” (“the reports and state-
ments of the committees”) generates the con-
straints {valiokunta→ committee}, {mietintö→
report of the committee, committee report}, and

{lausunto → statement of the committee, com-
mittee statement}, all of which include the word
“committee” (valiokunta). Thus the constraints
force the beam search hypotheses to contain trans-
lations like “the reports of the committee and the
statements of the committee of the committees”,
which the decoder language model obviously con-
siders improbable. In some hypotheses the extrane-
ous “committee” words also appear in completely
different (and wrong) places in the translation, caus-
ing hallucinations.

D.2.2 Sentence 232

Constraints are underlined.

Source sentence: Eduskunnan tilin-
tarkastajat antavat eduskunnalle kaksi
tilintarkastuskertomusta: 1) eduskunnan tilin-
tarkastajien tilintarkastuskertomuksen eduskunnan
tilinpäätöksestä, toimintakertomuksesta ja kir-
janpidosta sekä hallinnosta ja 2) eduskunnan
tilintarkastajien tilintarkastuskertomuksen
Valtiontalouden tarkastusviraston tilinpäätöksestä,
toimintakertomuksesta ja kirjanpidosta sekä
hallinnosta.

Reference translation: The parliamentary auditors
submit two reports to Parliament: 1) a report on the
financial statements, annual report and accounting,
and administration of Parliament; and 2) a report
on the financial statements, annual report and ac-
counting, and administration of the National Audit
Office of Finland.

Constraints: {eduskunta → parliament,
finnish parliament, eduskunta}, {eduskunta
→ parliament, finnish parliament, eduskunta},
{tilintarkastuskertomus→ parliamentary auditors’
report, report of the auditors of parliament},
{eduskunta → parliament, finnish parliament,
eduskunta}, {tilintarkastuskertomus → parlia-
mentary auditors’ report, report of the auditors
of parliament}, {eduskunta → parliament,
finnish parliament, eduskunta}, {eduskunta
→ parliament, finnish parliament, eduskunta},
{tilintarkastuskertomus→ parliamentary auditors’
report, report of the auditors of parliament},
{valtiontalouden tarkastusvirasto→ national audit
office of finland}

As with the previous sentence, this sentence con-
tains a large number of constraints. However, un-
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like in the previous case, here most of the con-
straints are identical. In fact, it only contains three
unique constraints. However, all constraints, even
if duplicate, will get separate paths in the finite state
machine. The algorithm could be easily optimized
by adding counters instead of binary flags (cf. Hu
et al. 2019). However, the FST library we used
did not support them and we did not have time to
implement them.

Further issues are caused by the fact that the cor-
rect translation of “eduskunnan tilintarkastaja” is
“parliamentary auditor”. However, since it is not in-
cluded in the vocabulary, the only constraint added
is {eduskunta → parliament, finnish parliament,
eduskunta}. The “parliament” added as a constraint
clashes with the correct word “parliamentary” (in
our case, both are single tokens, so they don’t share
subword tokens), causing hallucinations in some
hypotheses as “parliament” is inserted into a wrong
place in the sentence, although the best hypothesis
in this case includes arguably passable “the auditors
of Parliament”.

Again, as in the previous case, the translations
given in the vocabulary are unsuitable for con-
strained translation. The phrase “eduskunnan tilin-
tarkastajien tilintarkastuskertomuksen” generates
the constraints {eduskunta→ parliament, finnish
parliament, eduskunta} and {tilintarkastuskertomus
→ parliamentary auditors’ report, report of the au-
ditors of parliament}, leading to unnatural trans-
lations such as “the parliamentary auditors’ report
of the Parliament”. In fact, the literal translation
of “eduskunnan tilintarkastajien tilintarkastuskerto-
mus” is “parliamentary auditors’ report”, i.e. the
translation given to the last word in the phrase is
the translation of the whole phrase. To be suitable
for constrained generation, the vocabulary should
contain only one-to-one equivalent translations.

D.2.3 Sentence 321
Constraints are underlined.

Source sentence: Jos kansanedustaja kesken
vaalikauden kuolee, hänelle myönnetään vapautus
tai hänet erotetaan kokonaan edustajantoimestaan
tai hän siirtyy Euroopan parlamentin jäseneksi,
hänen tilalleen eduskuntaan tulee varaedustaja joko
vaalikauden loppuun saakka tai määräajaksi.

Reference translation: If a Member of Parliament
dies during the electoral term, is granted a release
from office, is dismissed from office, or is elected

to the European Parliament, he or she is replaced in
Parliament for the remainder of the electoral term
or for a specific period of time by a replacement
Member.

Constraints: {kansanedustaja → member of
parliament, representative, mp}, {vaalikausi
→ term of parliament, parliamentary term,
electoral term}, {edustajantoimi → office of
representative, mp’s responsibilities, member’s
responsibilities}, {parlamentti → parliament,
legislature}, {eduskunta→ parliament, finnish par-
liament, eduskunta}, {varaedustaja→ replacement
member of parliament, alternate member of parlia-
ment, deputy member of parliament}, {vaalikausi
→ term of parliament, parliamentary term, electoral
term},

Again, this sentence has many constraints. Also,
like with the previous two cases in the Finnish Par-
liament dataset, the vocabulary used to generate
the constraints is unsuitable for constrained trans-
lation. Since the translation of “edustajantoimi”
must be either ”office of representative”, “mp’s re-
sponsibilities” or “member’s responsibilities”, the
phrase “Jos kansanedustaja [. . . ] erotetaan kokon-
aan edustajantoimestaan” (“If a Member of Parlia-
ment [. . . ] is dismissed from office”) must be trans-
lated cumbersomely as “If a Member of Parliament
[. . . ] is removed from the office of Representative”,
where the word “office of Representative” is unnec-
essarily used instead of just “office”.

Similarly, the translations of the term “varae-
dustaja” (lit. “replacement representative”) are
“replacement member of parliament”, “alternate
member of parliament”, or “deputy member of
parliament”, all of which contain unnecessar-
ily the word “parliament”. Thus, the phrase
“hänen tilalleen eduskuntaan tulee varaedustaja”
(“he or she is replaced in Parliament [. . . ] by
a replacement Member”) must be translated
with “he or she is replaced in Parliament by
a replacement Member of Parliament”, duplicating
the word “Parliament”.

If the constraints force the translator to gener-
ate unnatural text, the decoder will again give low
scores to all hypotheses, thus making it difficult to
reach the end condition in time.
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Abstract

This paper explores a novel method to
modify existing pre-trained word embed-
ding models of spoken languages for
Sign Language glosses. These newly-
generated embeddings are described, visu-
alised, and then used in the encoder and/or
decoder of models for the Text2Gloss and
Gloss2Text task of machine translation.
In two translation settings (one including
data augmentation-based pre-training and
a baseline), we find that bootstrapped word
embeddings for glosses improve transla-
tion across four Signed/spoken language
pairs. Many improvements are statisti-
cally significant, including those where the
bootstrapped gloss embedding models are
used.

Languages included: American Sign Lan-
guage, Finnish Sign Language, Spanish
Sign Language, Sign Language of The
Netherlands.

1 Introduction

There has been a surge in research interest on Sign
Language machine translation (SLMT) in recent
years, but the data scarcity problem (De Sisto et
al., 2022) and lack of standardised annotated data
(Cormier et al., 2016) remain substantial obstacles
to overcome.

At the heart of the labelling problem is the fact
that although writing and transcription systems ex-
ist for SLs (Grushkin, 2017), none are used day-
to-day by signers. Glosses are a semantic labelling

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Figure 1: Intermediate, or subtasks of SLMT (Moryossef and
Goldberg, 2021). This work focuses on translation between
text and glosses.

tool for signs. They typically use lexemes from
the ambient spoken language of the hearing com-
munity where the SL is used in order to convey the
semantic sense of a given sign. However, glosses
cannot be considered an orthographic system for
SLs as they often differ between datasets, are not
used by signers to write their languages (Müller
et al., 2023), and may not include linguistic phe-
nomena which are crucial to understand an utter-
ance (Yin and Read, 2020).

SLMT is inherently multimodal (Bragg et al.,
2019), and it is helpful to conceptualise it as
a constellation of sub-tasks at the interface of
NLP and computer vision. End-to-end SLMT be-
tween SL video and text in a spoken language
exists, but performs poorly compared to transla-
tion broken down into intermediate steps where
signs are represented by some orthographic form
(e.g. in glosses (De Coster et al., 2023), or SL
notation system (Walsh et al., 2022; Jiang et al.,
2023)) - except for restricted domains and datasets
(e.g. (Camgöz et al., 2020; Albanie et al., 2021;
Zhang et al., 2023)). These subtasks are neatly
shown in a diagram from Moryossef and Gold-
berg’s (2021) overview of the field in Figure 1.
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Even though both text-to-SL gloss (Text2Gloss)
and SL gloss-to-text (Gloss2Text) are sequence-
to-sequence tasks using machine-readable text,
the amount of parallel data available for any SL
is orders of magnitude smaller than equivalent
pairs of spoken languages. According to Duarte
and colleague’s survey (2021), the largest par-
allel corpus between SL glosses and text avail-
able to researchers1 contains 21,000 parallel ut-
terances (Zhou et al., 2021a). It is reasonable
to refer to all SLs as extremely low resource lan-
guages (Moryossef et al., 2021), and therefore data
augmentation approaches must be adopted in order
to improve the performance of translation models
which include them.

In this paper, a novel method to generate seman-
tic representations for Sign Language (SL) glosses
is described. They are created by bootstrapping
pre-trained word embedding models from spo-
ken languages which already exist and their use
is demonstrated in multilingual Text2Gloss and
Gloss2Text machine translation experimental set-
tings.

This paper is structured as follows: In Section 2,
previous work where linguistic information is used
to supplement gloss representations and its impact
on SLMT is described, as well as work to create
computational semantic resources for SLs in gen-
eral. Section 3 sets out the process to generate SL
gloss embeddings from pre-trained word embed-
dings, before Section 4 demonstrates their use in
translation experiments. Findings from these ex-
periments are described in Section 5 and discussed
in Sections 6 and 7, along with potential future re-
search directions using these embedding represen-
tations.

2 Background

One way of mitigating the semantic bottleneck cre-
ated by gloss representation of signs is to explore
techniques for low-resource neural machine trans-
lation (Sennrich and Haddow, 2016). These in-
clude data augmentation methods involving lin-
guistic features (Armengol Estapé and Ruiz Costa-
Jussà, 2021) as well as techniques specifically de-
signed for Text2Gloss translation (Moryossef et
al., 2021; Zhou et al., 2021b).

Zhu and colleagues’ (2023) comprehensive

1How2Sign intended to include 35,000 parallel English/ASL
text/glosses, but annotation was suspended indefinitely.

study of these methods found, for DGS2 cor-
pora, that: (1) a combination of data augmenta-
tion strategies, and (2) transfer learning3 are vi-
able methods to improve translation performance
for Text2Gloss. They also highlight that it is im-
portant to ensure that these findings are generalis-
able to other SLs so further investigation such as
the present study is required.

Other studies focused on injecting linguistic fea-
tures into the embedding table for Text2Gloss and
Gloss2Text (Egea Gómez et al., 2022; Chiruzzo
et al., 2022), and found that transfer learning was
again beneficial, as well as using linguistic fea-
tures such as part-of-speech (PoS) and syntac-
tic dependency tags - including PoS tags for SL
glosses (McGill et al., 2023).

It may also be beneficial to use semantic in-
formation about signs into translation models, in-
stead of (or as well as) using syntactic or gram-
matical information. No previous study with a
parallel methodology was found, but other stud-
ies do use embeddings as part of SLMT models.
Walsh and colleagues (2022) use sentence-level
word2vec (Mikolov et al., 2013) or BERT (Devlin
et al., 2019) embeddings to support Text2Notation
(in HamNoSys (Hanke, 2004)) translation. Other
studies use visual embeddings to support joint
Sign2Gloss2Text (De Coster et al., 2023), SL
recognition (Wong et al., 2023), or to encode
phonological information for isolated SL recogni-
tion (Kezar et al., 2023).

This paper investigates using semantic informa-
tion about words and glosses as a transfer learning
strategy, and also its performance in combination
with the syntax-based data augmentation methods
seen in previous works.

2.1 Semantic data sources

Despite the fact that there are many word embed-
ding collections for a great number of spoken lan-
guages, the same cannot be said about SLs. This
problem is accentuated because the size of cur-
rent SL corpora is not large enough to create high
quality word embedding sets. Schuurman and col-
leagues (2023) propose SignNets, a database con-
taining rich information about signs in a given SL,
indexed by either gloss or an equivalent lexeme
in a spoken language. This type of representation
would be ideal to map meaning between signs and

2German Sign Language (Deutsche Gebärdensprache)
3Such as pre-training on larger, language-agnostic models
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between SLs and spoken language senses. How-
ever this research is in its early stages, and not
ready for use in applications such as SLMT yet.

In contrast, Signbanks (Cassidy et al., 2018)
are a well-established and extensible lexicon re-
source. Signbanks typically store information like
ID-glosses, definitions or equivalent senses in a
spoken language, phonological specification, im-
ages, and video for a given sign.

Semantic resources which allow the understand-
ing of meaning in context, or calculating similarity
of a given lexeme to another, are known as pre-
trained word embedding models. There are no
extant models of this type for SLs, which means
that novel ones must be created. However, train-
ing models like word2vec or GloVe (Pennington et
al., 2014) requires a large quantity of written utter-
ances and it has been established that written SL
data does not exist anywhere in large quantities.

Fortunately, it is possible to leverage data from
the ambient spoken language in which glosses
are written: For example, English for Auslan
glosses or Dutch for glosses in Flemish Sign
Language. One possible approach could be to
just use pre-trained word embeddings without
any modification for SL data - e.g. a Span-
ish word2vec model for Spanish Sign Language
(LSE)4 tasks. However, in previous studies this
approach has been shown to degrade the perfor-
mance of Gloss2Text (Chiruzzo et al., 2022) and
PoS-tagging (McGill et al., 2023) tasks.

Moreover, in studies in spoken languages, it has
been shown that using high-quality English pre-
trained embeddings as “anchors” to train bilin-
gual word embedding models for low-resource
languages is a promising strategy (Eder et al.,
2021). Another study shows that English-lower re-
source languages bilingual lexica can be used to
bootstrap the development of NLP-based tools in
under-resourced languages (Wang et al., 2022).

3 Sign Language gloss embeddings

The motivation behind the present methodology is
the proposition that, by mapping ID-glosses and
their equivalent senses from a Signbank, it is pos-
sible to alter the weights of a pre-trained word em-
bedding model from a spoken language in order to
simulate the semantic interactions between signs
in a given SL.

4Lengua de Signos Española

Spoken Language Sign Language
ID Dims. #Embs ID #Signs #Embs
English 300 3.00M ASL 5079 +2605
Finnish 100 247k FinSL 3120 +1178
Spanish 300 1.00M LSE 1221 +316
Dutch 320 627k NGT 4144 +2938

Table 1: Left hand side: For each spoken language, the di-
mensionality and total number of word embeddings in its
word2vec model. Right hand side: For each SL, number of
signs in its Signbank(s) and the number of additional word
vectors added to the new, bootstrapped word2vec model

As such, each gloss in a given SL is mapped
to pre-trained embedding weights in one of three
ways, along with some examples from the SLs in
this study:

1. If the mapping between ID gloss and spoken
language senses in a given Signbank is one-
to-one, use the embedding weights from that
sense (usually this is the same lexical item
e.g. “TIME-D”5 = “time” in NGT6)

2. If there is a one-to-many relationship be-
tween ID gloss and spoken language senses,
take the mean embedding weight from those
senses (e.g. “WATER” ∈ {“water”, “to
drink”} in LSE, “RAT” ∈ {“rat”, “rodent”,
“mouse”, “freshman”, “rookie”} in ASL)

3. If there are no senses which match any ex-
isting sense in the spoken language Sign-
bank, use the embedding weight from the
word embedding model’s ‘unknown’ token
(e.g. “GALLAUDET”7 = “UNK” in ASL)

The rest of the weights in the original pre-
trained word embedding models remain the same
if there is no gloss with the same label and are re-
tained in the model to allow for the mapping of
out-of-vocabulary token mapping.

3.1 Datasets

In order to create these bootstrapped pre-trained
word embedding models for glosses, a given
SL/spoken language pair must have all of the fol-
lowing dataset types available: (1) a Signbank with
ID-glosses and translations in the ambient spoken
language, (2) a pre-trained word embedding model
for the spoken language, (3) parallel corpora of

5Glosses derived from other languages than English are trans-
lated here
6Nederlandse Gebarentaal
7The name of a well-known University for DHH students
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continuous signing utterances, with both text in the
spoken languages and glosses as annotations.

As seen in SL resource surveys (Duarte et al.,
2021; Moryossef and Goldberg, 2021), SL-spoken
language pairs reaching all these criteria are few
in number. Therefore, the bootstrapping of word
embedding models and translation experiments are
performed on the following language pairs: Span-
ish Sign Language (LSE)-Spanish; American Sign
Language (ASL)-English; Sign Language of the
Netherlands (NGT)-Dutch; and Finnish Sign Lan-
guage (FinSL)8-Finnish.

In all language pairs, a word2vec model was
chosen, then all unique gloss-definition pairs from
a given Signbank were processed following the
technique outlined at the beginning of Section 3.
The Signbanks and pre-trained word embedding
models chosen for each language pair are shown in
Appendix B. Table 1 shows the resources used to
generate gloss embeddings along with some statis-
tics. The parallel corpora used for translation ex-
periments and a description of data preprocessing
is described in Section 4.

3.2 Examples

This section demonstrates the operation of the em-
bedding creation methodology, and shows the po-
tential effectiveness of more accurately represent-
ing semantic relations between SL glosses. What
follows are examples of gloss embeddings, and
then the embedding space is shown visually.

Using cosine similarity to obtain the most sim-
ilar word vectors, it is possible to compare rep-
resentations of the same gloss/word in NGT and
Dutch respectively. For example, the meaning
mapping for “STAGE9” ∈ {“theatre”, “the stage”,
“stage acting”}” results in a slightly different se-
mantic field for NGT and Dutch respectively. In
Dutch, the most similar words include “theatre,
folk theatre, play, Bolshoi”. In NGT, the most
similar (cosine similarity) glosses include “ACT-
A, ACT-B, VIOLIN, play”, incorporating the verb
senses of the gloss. Note that similar NGT glosses
contain lexemes which only exist in NGT like
“ACT-B”. This is a positive sign, as it shows it
is possible to map semantic relations to novel lex-
emes.

Figure 2 shows a visual example, for “Africa” in
English, and “AFRICA ∈ {Africa, continent, ge-

8Suomalainen viitomakieli
9TONEEL, in NGT gloss

Figure 2: Top N similar words plot for “Africa” and “rat” in
ASL (top) and English (bottom)

ography}” in ASL, as a 2D representation of the
vector space (t-SNE (van der Maaten and Hinton,
2008)) and the twelve most similar lexemes for
each, as well as for the “RAT” example from Sec-
tion 3. In English, similar words tend to be the
names of nations, whereas similar terms for ASL
are more terms related to geographical features.
For “rat”, the dominant sense seems to be related
to the “rookie” definition in ASL, as opposed to
the animal in English.

As seen in Table 1, some glosses introduced to
the bootstrapped embedding models do not exist
in the original spoken language models. An inter-
esting example of this are three LSE glosses de-
rived from the Spanish lexeme “blood”: “SAN-
GRE1” ∈ {“passion”, “to carry sth. in the
blood”}; “SANGRE2” = “blood”; “SANGRE3”
∈ {“glass”, “blood”}. A plot for this example is
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shown in Appendix C.

3.2.1 Vector space
Turning to an overview of the semantic space

overall, Figure 3 was created by plotting these 300-
dimensional vectors in joint 2D space (also with
t-SNE): (1) all unique glosses from the LSE Sign-
bank, which (2) have an entry in both the original
Spanish, and bootstrapped LSE word2vec models.
This plot shows that the vector space is altered by
the transformations made by the present method-
ology, and hopefully means that the bootstrapped
word2vec model can better simulate SL semantics.

However, it is important to note that the total of
1221 LSE gloss vectors plotted here are the only
ones whose weights may have been altered, while
the rest of the 1M vectors in the original Spanish
word2vec remain the same. This is hopefully not
a large concern, as one would expect glosses in
a parallel corpus to largely overlap with the ones
used to create the modified word2vec model (see
also, Table 3 for statistics on overlap).

4 Translation experiments

For each language pair, we perform both
Text2Gloss and Gloss2Text experiments in two
settings. Firstly, a baseline (Section 4.1) with each
parallel corpus for each language. Then, following
previous similar experimental setups (Moryossef
et al., 2021; Chiruzzo et al., 2022; Zhu et al.,
2023), a warm start transfer learning approach
(Section 4.2) is executed. In other words, first a
translation model is pretrained with a larger sil-
ver corpus and shared silver and gold vocabulary,
and then finetuned on the same parallel data as the
baseline.

Translation experiments are performed using
OpenNMT-py 3.4.2 (Klein et al., 2017). Open-
NMT is an open source translation toolkit which
is based on LSTM encoder-decoder model with at-
tention. All other running parameters are set to de-
fault, unless stated in Appendix A.

4.1 Baseline experiments

The baseline experiments involve Text2Gloss and
Gloss2Text translation between the four spoken
language-SL pairs. The specific parallel (or ‘gold’)
datasets are described in Section 4.3. In order to
evaluate the utility of these novel word embed-
ding representations in real translation settings, the
encoder and decoder (or both) embedding spaces,

that start in a random state by default in Open-
NMT, are replaced by our collections of word2vec
embeddings. For example, in the Gloss2Text set-
ting for NGT→Dutch, there are four experimental
settings:

1. Baseline (= default OpenNMT en-
coder/decoder parameters)

2. Baseline-enc (= NGT word2vec model en-
coder, OpenNMT default decoder)

3. Baseline-dec (= OpenNMT default encoder,
Dutch word2vec model decoder)

4. Baseline-both (= NGT word2vec model en-
coder, Dutch word2vec model decoder)

This repeated for each language, and in the
Text2Gloss direction, results in a total of 32 base-
line experiments. Each setting is repeated for three
runs of 10k epochs, starting at a random seed.

4.2 Pretrain + finetune experiments
Like in Section 4.1, there are also four experi-
mental types: PT+FT, PT+FT-enc, PT+FT-dec,
and PT+FT-both. However, for these experi-
ments, models are trained on a larger parallel ‘sil-
ver’ dataset which is comprised of utterances in
a spoken language alongside pseudo-glosses cre-
ated by rule-based methods of data augmentation
(c.f. (Moryossef et al., 2021; Chiruzzo et al., 2022;
Zhu et al., 2023)).

During the pretraining phase, models are trained
for three runs of 10k epochs on the parallel silver
data. This phase also follows a warm start strategy
by means of joint vocabulary (Nguyen and Chiang,
2017), whereby vocabulary is generated at the start
of pretraining containing all tokens from both the
silver and gold datasets. From each run, the best-
performing model (BLEU measured for models at
every 200 steps, based on the dev set) is chosen.
These models are then fine-tuned for a further 5k
epochs (three runs each) on the parallel spoken lan-
guage/SL corpora from the Baseline experiments.

4.3 Datasets
Owing to the way SL datasets are collected, along
with their low resource nature, we adopt different
strategies for: (a) creating the silver datasets for
each language pair, and (b) doing dataset splits in
the gold corpora.

This section describes, by language pair, the
gold and silver parallel datasets used in translation
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Figure 3: Spanish (purple) and LSE (green) word vectors from the LSE Signbank vocabulary plotted in joint 2d space. Grey
points are where the weights are equal for both languages

ASL/en FinSL/fi LSE/es NGT/nl
Silver 87.7k 24.0k 20.3k 161k

Gold-train 2328 3480 1900 11.9k
Gold-dev 251 449 475 1484
Gold-test 352 534 482 1484
Gold-all 2931 4463 2857 14.8k

Table 2: Number of parallel utterances per language pair di-
vided into dataset splits

Baseline PT+FT
#toks overlap #toks overlap

ASL voc. 2410 75.8% 14.1k 73.7%
FinSL voc. 814 95.2% 2684 66.4%
LSE voc. 1123 60.7% 10.4k 83.5%
NGT voc. 3277 85.7% 25.2k 73.0%
en vocab 2377 95.1% 17.8k 78.6%
fi vocab 4523 24.4% 7450 24.2%
es vocab 2705 65.6% 16.4k 95.7%
nl vocab 11.2k 35.6% 38.0k 49.2%

Table 3: Vocabulary statistics for each language: number of
unique tokens, and % overlap of tokens between the word2vec
model and vocabulary in the gold (left columns) and sil-
ver+gold (right columns) datasets

experiments, dataset splits, and the methods used
to generate silver data. Tables 2 and 3 show statis-
tics about these datasets.

ASL/English: The NCSLGR and ASLLRP
Corpora (Neidle et al., 2022) are combined as both
datasets are relatively small for the present task.
This data was accessed through ASLLRP’s Data
Access Interface. These multimodal datasets con-
tain utterances from twelve unique signers and
contain a mixture of storytelling and elicited ut-
terances, similar to the other parallel corpora used
in this study. Like in Moryossef et al. (2021), the

silver data is the sample set10 from the ASLG-
PC12 dataset - a parallel corpus where the ASL
pseudo-glosses are generated with a linguistically-
motivated rule-based approach. NCSLGR has
been used before on its own in comparable stud-
ies (Zhu et al., 2023), but the decision was made
to combine the two publicly-available glossed cor-
pora so that as much parallel gold data as possi-
ble was available. The gold corpus was split into
training-dev-test sets as close to 80%-10%-10% as
possible, while also ensuring that the each unique
signer only appears in one of these splits.

FinSL/Finnish: Corpus FinSL (Salonen et al.,
2020) is used as the gold standard parallel dataset.
For the silver data, Moryossef’s (Moryossef et
al., 2021) language-agnostic rules for synthetic SL
gloss generation is performed on 24k monolin-
gual Finnish sentences selected at random (min-
imum 3 words per original utterances, duplicates
removed) from the Tatoeba11 collection. In addi-
tion, all first person pronouns are replaced with the
gloss “OS:” (pointing at self ) and other pronouns
with “OS:minä” (pointing sign) to mirror the con-
tents of the Corpus FinSL. This dataset was split
78%-10%-12% for train/dev/test.

LSE/Spanish: The iSignos Corpus from
CORLSE (Cabeza and Garcı́a-Miguel, 2019) is
used for this language pair. There are 10 unique
signers in this corpus, which informed the 64%-
17%-19% train/dev/test split which is also used in
previous studies (McGill et al., 2023). The silver

10https://huggingface.co/datasets/aslg pc12
11https://tatoeba.org/en/
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data is also created using the same methodology
from these studies, but using Tatoeba monolingual
Spanish data to generate pseudo-glosses, and with
slight differences in preprocessing decisions as de-
scribed in Section 4.4.

NGT/Dutch: This language pair uses the
largest parallel corpus available in this study, the
CorpusNGT (Crasborn and Zwitserlood, 2008).
Following SLMT experiments in the SignON
project (Saggion et al., 2021), the dataset is split
into partitions of 80%-10%-10%. Silver data was
taken from a subset of the SONAR dataset for
Dutch, and then modified with a rule-based ap-
proach (Bram Vanroy, p.c.) including gloss re-
ordering12 orginally devised for Flemish Sign Lan-
guage (VGT13).

4.4 Preprocessing
All four parallel corpora are annotated sepa-
rately by dominant and non-dominant hand for SL
glosses. As ML-based models, including NMT
models, typically take linear alphanumeric input -
it is necessary to modify the gloss annotations from
these datasets. A systematic approach following
e.g. Östling and colleagues (2017) was taken to
linearise and lexicalise glosses:

• If two equal glosses occur simultaneously,
only retain one

• If two different glosses simultaneously, place
dominant hand gloss before non-dominant
hand gloss

• Remove gestures which are not lexical signs

• Remove phonological features, tags indi-
cating fingerspelling/name signs etc. from
glosses

However, unlike similar studies which remove
most affixes and labels, care was taken to match
gloss labels in the parallel utterances to what is
present in a given Signbank. In order to do this,
glossing conventions and/or style guides such as
SLAASh (Hochgesang, 2022) for ASLLRP and
RADIS (Pérez et al., 2019) for CORLSE were re-
ferred to.

The same approach is taken for silver data gen-
eration. For example, pronouns which resemble
12https://clin2022.uvt.nl/data-augmentation-for-machine-
translation-of-sign-language-of-the-netherlands-and-flemish-
sign-language/
13Vlaamse Gebarental

those in the ambient spoken language, or where
the silver dataset has its own gloss conventions,
were edited to match what is used in the gold cor-
pus/Signbank. In the synthetic ASL, all adjectives
contained the prefix “DESC-”. As this does not oc-
cur in the gold data, they were removed. All gloss
and spoken language text data is tokenised and in
lowercase.

4.5 Evaluation
The best models from all runs of each experimental
setting are evaluated on the held-out test set in the
following way:

BLEU (Papineni et al., 2002) and
CHrF (Popović, 2015) are the primary means of
automatic evaluation in this study, measured using
sacreBLEU (Post, 2018). BLEU-4 is calculated
with disabled internal tokenisation14 (Müller et
al., 2023). METEOR (Banerjee and Lavie, 2005)
is also calculated through nltk15 and reported. As
there are three runs per experimental setup, mean
and standard deviation are reported.

Statistical significance testing is also per-
formed by means of paired bootstrap resam-
pling (Koehn, 2004) calculated with Graham Neu-
big’s script16. Koehn states that this method of cal-
culating significance at a level of p < 0.05 is effec-
tive with test sets greater than N=300. In this study,
all test sets range between N=352 and N=1484.

Some qualitative evaluation is provided in the
form of perceptive comments by the authors. Qual-
itative evaluation is of utmost importance to MT as
a field17, especially low-resource MT where output
with reasonable BLEU scores may still be ungram-
matical or incomprehensible to the reader. Unfor-
tunately, it was beyond the scope of this study to
provide a more formal approach to qualitative as-
sessment such as Direct Assessment (Graham et
al., 2017; Zhu et al., 2023).

4.6 Reproducibility
The data, experimental configuration files, prepro-
cessing and data augmentation scripts, scripts to
generate embeddings, and model outputs for test-
ing are all openly available18 for the purposes of
transparency and reproducibility.
14Signature:
15https://www.nltk.org/
16https://github.com/neubig/util-scripts/blob/master/paired-
bootstrap.py
17https://bricksdont.github.io/posts/2020/12/seven-
recommendations-for-mt-evaluation/
18https://github.com/euan-mcgill/gloss embeddings
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5 Results and analysis

Table 4 summarises the quantitative findings of
this study, reporting the best-performing model for
each setup. Table 5 in Appendix D reports the best
model on average (and standard dev.) across three
runs for each setup. For the experimental setup
acronyms used in this section and Table 4, refer to
their descriptions in Sections 4.1 and 4.2.

For es→LSE Text2Gloss, the Baseline models
with any kind of embeddings improved over the
baseline in CHrF and METEOR, but only PT+FT-
both performed better on the BLEU metric and
this difference was not significant (p = 0.25,
N=482). All PT+FT conditions had significantly
higher BLEU scores than the Baseline. Within
the PT+FT experimental setups, all metrics were
markedly higher in the embedding setups, and
PT+FT-enc (p = 0.03, N=482) and PT+FT-both
(p = 0.03, N=482) showed a significant improve-
ment. For LSE→es Gloss2Text, PT+FT tends to
be a better strategy with PT+FT-enc being the only
setup which performs significantly better than the
baseline (p = 0.03, N=482), and higher scores in
both metrics.

The fact that PT+FT-both performs significantly
better than PT+FT in Text2Gloss, and PT+FT-
enc than Baseline in Gloss2Text, is particularly
promising as these conditions include the boot-
strapped word embedding models for LSE.

For nl→NGT Text2Gloss, using embeddings
improves BLEU scores in all setups, but only
PT+FT-dec (with NGT bootstrapped glosses) in
METEOR as well as being the only significant im-
provement on BLEU (p < 0.01, N=1484). The
results are the mirror image in PT+FT: All se-
tups except PT+FT-dec significantly improve over
the baseline, and PT+FT-enc with only Dutch
word2vec embeddings improves over PT+FT (p =
0.05, N=1484). However, Table 5 indicates a
marked degree of variance compared to other lan-
guage pairs and setups. This would be interesting
to investigate further.

In NGT→nl Gloss2Text word2vec embed-
dings, as well as pretraining and finetuning, seems
to damage the performance of this translation di-
rection. Across both of these language pairs, com-
pared to the BLEU scores the METEOR scores are
also quite weak (compare LSE and FinSL results).
In this language pair in particular, Table 3 shows
that there is a large disparity in size between a
much larger Dutch vocab than NGT. Moreover, the

Dutch word2vec model has a very low token cover-
age with both the gold and silver+gold vocab used
in these experiments (both less than 50%). The
consequence of this may be that it is difficult to
create links between the lexical items in both lan-
guages.

For en→ASL Text2Gloss, the use of word2vec
embeddings improves performance on most set-
tings on both metrics. In the PT+FT setting, en-
coder English embeddings and both English and
ASL embeddings improve significantly over the
baseline (PT+FT-both: p < 0.00, N=352). For
ASL→en Gloss2Text, over the baseline, signif-
icant improvements are seen when ASL embed-
dings are used in the encoder to support glosses:
PT+FT-enc (p = 0.02, N=352), and PT+FT-both:
(p < 0.01, N=352). It is therefore reasonable to
infer that: (a) richer semantic representations for
ASL, and (b) warm-start transfer learning on a
larger silver dataset and joint vocabulary provides
a real boost to translation performance and gener-
alisibilty.

It may be the case that there are no marked im-
provements within PT+FT as the en/ASL test par-
tition is the smallest between all four language
pairs (see Table 2). Also, unusually among par-
allel corpora, ASL’s vocabulary is actually larger
than the English one where there is usually a large
disparity in the other direction (see Table 3).

In the ASL/en language pair in general, the ME-
TEOR scores are much stronger compared to the
others in this study. Perhaps a more even total of
unique tokens in both ASL and English lexica con-
tributes to this.

As for fi→FinSL Text2Gloss and FinSL→fi
Gloss2Text, PT+FT with silver data provides an
improvement in metrics across the board. Signif-
icant improvements are only seen in Gloss2Text:
FinSL embeddings significantly improve in
Baseline-enc over the baseline (p = 0.02, N=534),
and in PT+FT-enc over PT+FT (p = 0.04,
N=534), but curiously not over the baseline which
has a very low BLEU score < 1.

The results for FinSL/fi may be considered
rather unusual on the whole. It is possible that
the very low vocabulary size of the FinSL gold ut-
terances (N=814), the disparity19 between this and
the Finnish vocabulary size (N=4523), the replace-
ment of all pronouns with just two lexemes (see

19BLEU has a brevity penalty, so the short sentences output
for FSL should contribute to low scores
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Best models - LSE NGT ASL FinnSL
Text2Gloss BLEU CHrF Met. BLEU CHrF Met. BLEU CHrF Met. BLEU CHrF Met.
Baseline 7.34 0.198 0.089 18.66 0.269 0.115 15.46 0.372 0.286 5.54 0.174 0.109

Baseline+enc 7.32 0.212 0.102 19.31 0.261 0.112 17.56 0.398 0.312 6.41 0.195 0.125
Baseline+dec 7.12 0.202 0.093 19.92* 0.271 0.118 15.98 0.363 0.283 4.88 0.166 0.103

Baseline+both 7.64 0.217 0.106 19.66 0.266 0.114 16.30 0.381 0.303 6.27 0.193 0.128
PT+FT 9.94* 0.240 0.151 22.34* 0.310 0.142 18.46* 0.423 0.344 7.06 0.222 0.150

PT+FT+enc 17.83*† 0.341 0.197 22.67*† 0.306 0.144 20.26* 0.432 0.349 7.09 0.250 0.174
PT+FT+dec 16.48* 0.309 0.184 19.75 0.307 0.139 18.73 0.409 0.331 7.13 0.224 0.150

PT+FT+both 18.15*† 0.347 0.198 21.70* 0.311 0.140 19.67* 0.436 0.354 7.58 0.253 0.177
Best models - LSE NGT ASL FinnSL
Gloss2Text BLEU CHrF Met. BLEU CHrF Met. BLEU CHrF Met. BLEU CHrF Met.
Baseline 7.80 0.193 0.146 4.84 0.220 0.144 14.29 0.352 0.356 0.90 0.116 0.119

Baseline+enc 8.25 0.192 0.159 4.47 0.219 0.144 13.61 0.353 0.357 1.27* 0.128 0.122
Baseline+dec 7.09 0.181 0.147 4.42 0.217 0.143 13.78 0.347 0.345 1.27 0.132 0.116

Baseline+both 8.70 0.197 0.161 4.31 0.214 0.140 13.25 0.347 0.352 1.75 0.151 0.131
PT+FT 8.67 0.201 0.168 3.38 0.200 0.129 16.52* 0.410 0.422 2.30* 0.164 0.145

PT+FT+enc 9.64* 0.211 0.178 3.59 0.208 0.132 16.88* 0.419 0.425 3.14† 0.177 0.155
PT+FT+dec 7.95 0.212 0.165 3.55 0.202 0.128 15.94 0.398 0.412 2.48† 0.164 0.138

PT+FT+both 9.02 0.214 0.179 3.53 0.206 0.131 17.05* 0.421 0.424 3.05 0.177 0.150

Table 4: Results summary for translation experiments in OpenNMT (* = significantly better than Baseline, †= significantly
better than PT+FT). For each metric (Met. = METEOR), a higher score implies better performance.

Section 4.3), and the low token coverage of the
Finnish word2vec model of Finnish tokens (24% in
both the gold and silver+gold datasets) contribute
to these results. Besides this, the FinSL dataset
contains a few signs corresponding to descriptive
markers (Salonen et al., 2019) (e.g. “ kvkk” for
‘whole object’ and “ kvmk” for ‘shape and size’)
that are frequent (around 19% of the total signs in
the training set). These signs are not lexical and
have no corresponding ambient language lexemes,
so an “unknown” random embedding was assigned
to them.

These tokens’ high frequency may also explain
the low performance of the FinSL↔fi experiments.
In the future, we want to explore the possibility of
creating embeddings for these markers using the
average embedding of their corresponding Finnish
descriptions.

5.1 Qualitative analysis

After a high-level comparison of model output
which uses word vectors from this study, it is
possible to observe lexical differences across ex-
perimental settings. These include, especially in
lower-performing language pairs like es→LSE,
the replacement of more similar glosses even when
the translation is inaccurate, a more similar dis-
tribution of PoS categories compared to the gold
translation, and a lower prevalence of garbled out-
put and model hallucination in lower-performing
language pairs. Some qualitative examples from
experimental settings are shown in Appendix E.

Looking at model output utterances, in tandem

Figure 4: Interpretability of BLEU scores

with the low BLEU scores, may explain unusual
patterns of significance for FinSL/fi experiments.
Figure 4 is a BLEU interpretability chart20 which
is useful to refer to when interpreting the quantita-
tive results.

6 Discussion and limitations

So far, this exploratory work shows that using
semantic representations tailored to SLs (in this
case word2vec embeddings adapted to particular
SL settings) is a promising avenue of research.
Overall, the results present a positive outlook
concerning the effectiveness of including boot-
strapped word embedding models in the encoder
and/or decoder of OpenNMT for Text2Gloss and
Gloss2Text translation. In all PT+FT-* settings,
the use of embeddings improved translation per-
formance in at least one setting. This is also true in
the baseline setting, apart from with NGT→nl and
20https://cloud.google.com/translate/docs/advanced/automl-
evaluate
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ASL→en. Many of these improvements were sig-
nificant, and those where PT+FT-embedding sig-
nificantly improved against PT+FT are particu-
larly notable.

However, it is necessary to examine more data
augmentation methods, types/sizes of word em-
bedding models, sub-word tokenisation, and tech-
niques to adapt semantic representations for the ex-
tremely low-resource setting of SL processing. It
may also be worthwhile to attempt this approach
on low-resource pairs of spoken languages, espe-
cially those with little or no written data (Aepli et
al., 2023) as anchor word embeddings already ex-
ist for spoken languages (Eder et al., 2021). Other
practical tasks involving word embedding model
support may include the tagging and parsing of SL
gloss data (Östling et al., 2017; Yang and Zhang,
2018; Garcı́a-Miguel and Cabeza, 2020).

Besides the use of OpenNMT for experiments,
trying alternative open source translation toolk-
its such as MarianMT (Junczys-Dowmunt et al.,
2018) (such as Perea-Trigo et al. (2024) for LSE).

Pretrained models like mBART (Liu et al.,
2020) could also be a fruitful direction of re-
search. Some preliminary experiments following
Egea Gómez and colleagues (2022) were also at-
tempted, using a mBART translation approach for
LSE↔Spanish. However, some issues were found
when applying the present method to mBART:
Firstly, the model uses SentencePiece tokenisation,
while this study’s embeddings are created with
simple whitespace tokenisation. Furthermore, the
mBART model expects a unified embedding space
between source and target languages, which could
skew the results for glosses that have the same sur-
face form as ambient language words. It is possible
to overcome these limitations, but given time and
resource constraints the mBART experiments re-
main out of the scope of this work, and it is planned
to explore them further in the future.

It would also be rewarding to explore other lex-
ical SL resources such as Signpuddle21 which has
been used in work on Text2Notation (Jiang et al.,
2023) translation work. In addition, when Sign-
Nets (Schuurman et al., 2023) are further devel-
oped and contain rich metalinguistic information
for many SLs, these will be a crucial resource for
further studies in this area.

Some researchers may disagree with the use
of glosses as a representation in SL processing

21https://www.signbank.org/signpuddle/

altogether, and disprefer splitting SLMT into a
pipeline of intermediate tasks instead of treating it
as an end-to-end task (Yin and Read, 2020). This is
a valid position, and other work involving semantic
representations in, for example, Video2Text could
be complementary to studies like the present one.

Recent innovations into data-intensive methods
such as 0-shot MT and NLP tasks often exclude
SLs, because even though messy, unorganised, and
seemingly irrelevant text data can be used for tasks
in many spoken languages, this is not necessar-
ily the case for the multimodal nature of SLs (Yin
et al., 2021; Núñez-Marcos et al., 2023). How-
ever, recent research into true 0-shot translation;
using LLMs to read and interpret reference mate-
rial about the grammar of a language (Tanzer et al.,
2024) - may aid SLMT and SL processing beyond
that.

The large amount of experimental settings and
limited computing resources available also meant
that it was not possible to complete all of the eval-
uation that was initially planned. For example,
from the insights gleaned from NGT→Dutch, it
would be interesting to quantitatively investigate
the connection between word embedding model’s
vocab coverage and model performance. Quali-
tative analysis, though present, was unfortunately
minimal and not formal and it would be greatly
beneficial to expand it.

7 Concluding remarks

This study cast a wide net in order to devise novel
methods to create semantic representations for SL
glosses, and test their effectiveness when being
used in SLMT. These experiments showed mixed
but overall positive results, whereby bootstrapped
pre-trained word embeddings from a spoken lan-
guage can be modified with the present method-
ology in order to represent the semantic relations
between SL glosses. It also provides further ev-
idence that pretraining on silver data is effective
across language pairs.

Future work will benefit from further experi-
mentation with the methods undertaken to gener-
ate vector representation for signs whether repre-
sented by gloss, SL notation system, pose, or video
frame. These embedding representations sit at the
interface of NLP and computer vision-based ap-
proaches to SLMT, and characterise the need to
follow both avenues of this field of research in a
complimentary manner.
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A OpenNMT parameters

(1) To build vocabulary:
python build-vocab.py –n sample 50000
(2a) To train translation models (pre-training):
python train.py –feat merge “concat” –

bucket size 144 –world size 1 –gpu ranks [0]
–save checkpoint steps 200 –train steps 10000
–valid steps 200 –log file ”specified.log”

(2b) To train translation models (fine-tuning):
python train.py –feat merge “concat” –

bucket size 144 –world size 1 –gpu ranks [0]
–save checkpoint steps 200 –train steps +5000
–valid steps 200 –train from ”specified-pt-
model.pt” –reset optim keep states –log file
”specified.log”

(3) To translate test data for evaluation:
python translate.py –ban unk token
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B Signbanks and word2vec models used

For ASL-English, a combination of the ASL Sign-
bank22 ASLLRP Sign Bank (Neidle et al., 2022)
are used and the GoogleNews word2vec (Skip-
gram) model23.

For FinSL-Finnish, it is the Suomen Sign-
bank24 and the Finnish Text Collection word2vec
model25.

For LSE-Spanish, the CORLSE lexicon
gathered from the iSignos Corpus’ web re-
source (Cabeza and Garcı́a-Miguel, 2019) as well
as the Spanish Billion Words model26.

And for NGT-Dutch, the Global Signbank
(NGT dataset) (Crasborn et al., 2020) and SONAR
embeddings (Duquenne et al., 2023).

C Vector similarity plots

Figure 5 shows the ten most similar (cosine sim-
ilarity) word in the LSE word2vec model for the
three glosses based on the lexeme “BLOOD” in
LSE mentioned in Section 3.2, represented in 2D
vector space.

D Results: Mean and standard deviation

Table 5 shows the best-performing model (number
of training epochs shown) on average from three
runs in each experimental setup. The PT+FT ex-
periments only show one set of experimental runs,
as recall that from the pre-training phase, the best-
performing epoch from each of the three runs is
chosen to fine-tune for another 5000 epochs on
gold data. Results for FinSL↔fi could not be
shown, as only one run per setup was undertaken.

Similar to the findings based on the best model
in each setup shown in Table 4, for most language
pairs PT+FT performed more strongly than the
Baseline. Using features tends to improve transla-
tion results on average, but the standard deviation
figures show a high degree of variance between
settings, particularly when translating from Dutch.

E Qualitative analysis examples

This Appendix shows four utterances from differ-
ent translation directions and experimental setups
which exemplify the use of bootstrapped SL em-
beddings in the encoder or decoder.
22https://aslsignbank.haskins.yale.edu/
23https://code.google.com/archive/p/word2vec/
24https://signbank.csc.fi/
25http://urn.fi/urn:nbn:fi:lb-2022041405
26https://crscardellino.ar/SBWCE/

Figure 6 is an example from es→LSE. The
original gold output sentence from the test set of
iSignos is challenging, particularly as it contains
a classifier predicate27 “RECIBIR-MONTÓN”.
Comparing the PT+FT-both hypothesis to PT+FT,
notice that “child” is rendered more accurately as
“HOMBRE PEQUEÑO2” rather than “HOMBRE
PERSONA” (a frequent bigram in this corpus).
Also, the first person plural pronoun is correctly
identified. Whether or not having tailored seman-
tic representations available to the decoder/SL out-
put brings about this improvement is up for debate,
but the output is more faithful to the gold output
nonetheless.

As a counterexample, Figure 7 compares the
gold output for the given sentence with the Base-
line, PT+FT, and PT+FT-both hypotheses. In this
case, it appears that PT+FT output reflects the se-
mantics of ASL in a better way. The signs “GIVE”
and “GIFT” are exemplars of the phenomenon in
ASL where signs can be used as nouns, verbs, or
adjectives interchangeably, so using either in this
instance would be grammatical. As for the model
using both word2vec embedding representations,
it chooses “GO-OUT” which - while still a verb -
would not necessarily be the best choice.

Finally, Figure 8 shows a more challenging ex-
ample - again from Spanish→LSE where no model
can provide a grammatical output. The outputs
from Baseline and PT+FT appear like model hal-
lucinations of frequently-occurring tokens from
the training data. The same may be said about the
PT+FT-both output. However, the connection be-
tween “padres” and “PADREˆMADRE” appears to
be more robust and appears in its hypothesis. The
PT+FT-both hypothesis is the only one to include
a negative “NO” (“NADA2” appears in the gold
output) which may imply that using SL-derived
embeddings may also be more robust to part-of-
speech class.

27Signs which are more iconic, which may be unique to a
given signer, and do not have a fixed meaning e.g in a SL dic-
tionary. These are used to depict or describe actions, entities,
and events among other things.
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Figure 5: Top ten most similar lexemes to each gloss based on the Spanish word for “blood”

131



Mean + std. dev es→LSE nl→NGT en→ASL
Text2Gloss Epoch BLEU Epoch BLEU Epoch BLEU
Baseline 10000 5.55 ± 1.71 7600 12.63 ± 3.81 9000 14.74 ± 0.63
Baseline+enc 9600 5.47 ± 0.41 9400 11.54 ± 4.17 6400 16.94 ± 0.58
Baseline+dec 9600 4.30 ± 1.27 4600 16.92 ± 2.60 4800 14.30 ± 1.60
Baseline+both 10000 5.07 ± 3.15 8400 13.63 ± 0.90 7800 15.42 ± 0.33
PT+FT 7600+3200 9.12 ± 0.75 9200+1000 17.88 ± 2.34 1200+3200 18.01 ± 0.42
PT+FT+enc 7800+3000 16.50 ± 1.19 9800+3800 18.24 ± 2.11 6200+4400 18.84 ± 1.23
PT+FT+dec 5600+3400 15.40 ± 0.64 6200+1800 16.10 ± 4.64 6400+5000 17.92 ± 1.08
PT+FT+both 3800+4400 16.61 ± 0.47 6400+1600 18.20 ± 1.84 3200+4800 18.87 ± 0.69
Mean + std. dev LSE→es NGT→nl ASL→en
Gloss2Text Epoch BLEU Epoch BLEU Epoch BLEU
Baseline 3600 6.96 ± 0.73 7400 4.41 ± 0.43 5400 12.80 ± 1.42
Baseline+enc 3000 7.63 ± 0.29 7400 4.30 ± 0.15 4800 12.89 ± 0.41
Baseline+dec 4400 6.11 ± 0.59 9800 4.12 ± 0.18 5600 12.94 ± 0.75
Baseline+both 4000 7.75 ± 0.88 8400 4.10 ± 0.10 5400 12.68 ± 0.86
PT+FT 8600+2000 7.91 ± 0.69 4600+3200 3.18 ± 0.12 8800+1400 15.57 ± 0.54
PT+FT+enc 9800+3000 9.12 ± 0.53 9200+3200 3.37 ± 0.12 8400+3600 15.86 ± 0.59
PT+FT+dec 7800+1800 7.52 ± 0.29 5200+4000 3.09 ± 0.24 9400+1600 15.01 ± 0.76
PT+FT+both 8200+3400 8.49 ± 0.79 8400+4400 3.25 ± 0.11 9600+3800 16.53 ± 0.42

Table 5: Results summary for translation experiments in OpenNMT - BLEU-4 based mean and standard deviation for three
runs in each experimental setup, along with the number of epochs for which the model is chosen. fi→FSL not shown as only
underwent one run per setting.

Figure 6: Translation output from the Spanish sentence “The
children give us the books” into LSE from the original corpus,
and two model output hypotheses

Figure 7: Translation output from the English sentence “John
is right now giving chocolate to mother” into ASL, and three
model output hypotheses

Figure 8: Translation model output from the Spanish sen-
tence “As for my parents, I did not understand them at all”,
and three model hypotheses
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Abstract

Providing quality scores along with Ma-
chine Translation (MT) output, so-called
reference-free Quality Estimation (QE),
is crucial to inform users about the re-
liability of the translation. We propose
a model-specific, unsupervised QE ap-
proach, termed kNN-QE, that extracts in-
formation from the MT model’s training
data using k-nearest neighbors. Mea-
suring the performance of model-specific
QE is not straightforward, since they pro-
vide quality scores on their own MT out-
put, thus cannot be evaluated using bench-
mark QE test sets containing human qual-
ity scores on premade MT output. There-
fore, we propose an automatic evalua-
tion method that uses quality scores from
reference-based metrics as gold standard
instead of human-generated ones. We are
the first to conduct detailed analyses and
conclude that this automatic method is suf-
ficient, and the reference-based MetricX-
23 is best for the task.

1 Introduction

Machine Translation (MT), due to its currently ad-
vanced stage in research, has been widely adopted
in real-life use cases (Vieira et al., 2021). In many
application domains such as health care or law-
suits, errors in translation could be tremendously
harmful to the users. Therefore, it is important to

© 2024 The authors. This article is licensed under a
Creative Commons 4.0 licence, no derivative works, attribu-
tion, CC-BY-ND.

1,2Equal contributions.
2Tobias contributes during his Bachelor Thesis at KIT.

inform the user whether to rely on a certain transla-
tion, by providing some kind of quality assessment
along with each translation output. This task is re-
ferred to as Quality Estimation (QE).

More specifically, Quality Estimation is assign-
ing quality scores to MT output, without using
gold-standard human translation. Common QE ap-
proaches train a standalone QE module that takes
in the source sentences and the MT outputs to pro-
duce quality scores. These QE modules are usually
model-agnostic, i.e., they can work with the out-
put of any MT model. However, they often require
training on human-labeled quality data, which can
be costly to obtain. Another line of research is on
model-specific QE, where they exploit or modify
the MT model for self-quality assessment, thus not
requiring training a separate QE module. Follow-
ing this line of work, we propose kNN-QE - an un-
supervised QE approach that exploits the informa-
tion of inference-time output’s k-nearest neighbors
found in the MT model’s training data. We hy-
pothesize that the closer the inference-time sample
output is to the training data, the better the qual-
ity of the translation, since it is an indication that
the model has learnt about such samples. The QE
scores obtained using our method can also be inter-
preted as the confidence scores of the MT model.

Unlike model-agnostic QE approaches which
can take any MT translation as input, evaluating
model-specific QE approaches like kNN-QE is not
as straightforward. Public QE test sets are gen-
erated using human quality scores on pre-made
MT output, thus not always suitable for QE ap-
proaches that perform self-evaluation on their own
MT output by design. Many previous works on
model-specific QE perform human evaluation on
their own MT output to be used as gold standard
to evaluate QE metrics (Rikters and Fishel, 2017;
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Niehues and Pham, 2019; Fomicheva et al., 2020;
Zhang et al., 2022). However, for faster develop-
ment, it would be useful to automatically evalu-
ate QE metrics and not relying on human resource.
Therefore, we propose using quality scores gener-
ated by reference-based metrics as the gold stan-
dard to automatically evaluate reference-free QE
metrics. Our motivation is that reference-based
metrics, by making use of reference translation,
tend to be better than reference-free QE metrics
(Freitag et al., 2023), thus can be used as gold
standard. To the best of our knowledge, we are
the first to perform a detailed analysis on whether
reference-based metrics are sufficient to evalu-
ate QE, and which reference-based metric is best
suited. For this analysis, we make use of different
QE submissions to public shared tasks: WMT22
Metrics (Freitag et al., 2022) and WMT22 Qual-
ity Estimation (Zerva et al., 2022). We investigate
whether our automatic QE evaluation method can
produce similar QE rankings compared to using
human-labeled quality data in these shared tasks.

In summary, our contribution is in two folds:

1. A model-specific, unsupervised QE ap-
proach, termed kNN-QE*, which exploits the
similarity of MT generated output and MT
models’ training data. Our main findings
are: (1) kNN-QE outperforms an unsuper-
vised baseline using MT output probabilities,
but falls behind supervised QE; and (2) kNN-
QE works with a small number of neighbors
and partial access to the MT training data.

2. An automatic QE evaluation method† using
a reference-based metric’s quality scores as
gold-standard instead of human-labeled qual-
ity scores. Our main findings are: (1) QE
ranking made by reference-based metrics cor-
relate well with ones made by human quality
scores; (2) Segment-level evaluation perfor-
mance does not strictly correlate to QE rank-
ing performance for reference-based metrics;
and (3) MetricX 23 (Juraska et al., 2023) is
the most robust for ranking QE metrics.

2 Related Work

Quality Estimation Quality Estimation (QE)
aims to measure the quality of MT output without
using human references. Common QE approaches

*https://github.com/TuAnh23/auto-meta-eval-qe
†https://github.com/TuAnh23/knn-box

are model-agnostic, where a QE module takes in
a source sentence, an MT translation and outputs
a quality score (Blain et al., 2023). This approach
has 2 drawbacks: (1) it requires a stand-alone mod-
ule for QE, and (2) it requires human quality data
to train the QE module, which can be costly.

Model-specific QE Researchers have also been
looking into integrating Quality Estimation into
MT models. These approaches exploit information
or modify white-box MT model to measure the
translation quality, rather than training a separate
QE module relying completely on human quality
data. (Rikters and Fishel, 2017) uses the attention
distributions from the MT model as a QE metric.
(Fomicheva et al., 2020) uses the attention distri-
bution and the output probabilities from the MT
model for QE. (Lu et al., 2022) propose QE learnt
jointly with the training of the MT model. In their
approach, the MT model can ask for hints to im-
prove its translation, and the more hints it asks for,
the lower the confidence. (Zhang et al., 2022) ex-
tends the MT model with a self-estimator module
for QE, which examines whether it can reconstruct
the source sentence’ semantics using the informa-
tion from the decoding procedure. The work by
(Niehues and Pham, 2019) is the closest to our
kNN-QE, where they measure the similarity of the
test sentence with sentences from the training data
to estimate translation quality. The difference be-
tween this work and ours is that they focus on eval-
uating source side rather than target side; they use
encoder output similarity rather than decoder out-
put similarity; and they do not analyze different
metrics derived from the nearest neighbors. Eval-
uating these model-specific QE approaches is not
straightforward, as will be discussed below.

Automatic QE evaluation The standard way
to evaluate QE is to use some benchmark test
sets, containing human quality scores on the out-
put of some MT models. The QE scores are
then compared against the human scores on these
pre-made translations. This works mostly for
model-agnostic QE, since they can evaluate any
MT output. However, for the model-specific QE
approaches like kNN-QE, which provide quality
scores on their own MT output, there are no longer
readily available human quality scores for QE eval-
uation. Previous works on model-specific QE ad-
dress this issue differently. Some works use MT
glass-box features for QE without changing the
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MT model, thus they can still produce the same
MT translation that is used in the QE benchmarks
(Yankovskaya et al., 2018; Wang et al., 2021). (Lu
et al., 2022) train their MT model on the same
data as the model used in the QE benchmarks and
perform force decoding to get the exact same MT
output. These approaches are then limited to the
MT model used in the QE benchmarks. On the
other hand, some works perform human evaluation
on their own MT output for QE evaluation (Rik-
ters and Fishel, 2017; Niehues and Pham, 2019;
Fomicheva et al., 2020; Zhang et al., 2022). This
requires human resource, which is costly and not
always available. Overall, it is not yet clear what is
the go-to method to perform automatic evaluation
for model-specific QE. To the best of our knowl-
edge, we are the first to perform detailed analysis
on whether it is possible to automate evaluation for
QE by making use of reference-based metrics.

kNN for generation tasks Previous works have
applied k-nearest neighbors in text generation.
kNN-LMs (Khandelwal et al., 2019) enable lan-
guage models to interpolate their token prediction
output with a k-nearest neighbors model, where
nearest neighbors are retrieved from a datastore of
sample representations. kNN-MT (Khandelwal et
al., 2020) also enables the MT model to predict
tokens using a nearest neighbor classifier over a
datastore of representations. kNN-LMs and kNN-
MT are particularly useful for adapting models to
diverse domains by using domain-specific datas-
tores. Our kNN-QE approach is similar to these
works in two aspects. First, in the datastore gen-
eration process, it also generates token representa-
tions by performing one forward pass of the model
through the training data. Second, during infer-
ence, it also retrieves similar tokens in the data-
store based on the token representation distance.
The difference is that our kNN-QE approach uses
the retrieved neighbors to assess the quality of the
generated token, rather than modifying the model
output like kNN-LMs and kNN-MT.

3 Quality Estimation with kNN

Motivation We propose kNN-QE - a model-
specific Quality Estimation method that exploits
information from the MT model’s training data us-
ing k-nearest neighbors. Our method is unsuper-
vised, thus does not require human quality scores
for training. Generally, if the hidden representa-
tion of a translation sample generated during in-

ference is similar to ones generated on the training
data, then it is an indication that this sample is in-
domain, thus more likely to have higher quality.

Generating the datastore We generate a data-
store on the MT training data as follows. We
first use the MT model to perform translation on
its training set with force decoding on the refer-
ence. That is, we give the model human reference
translation prefixes as input at every time step to
generate the next translation token. We save the
last-layer decoder hidden representation of every
output token to the datastore. We do forced de-
coding on the reference for datastore generation
since it provides an indication of confidence: if
during inference, the self-generated prefix trans-
lation is high-quality, it would better match the
forced decoding condition where prefixes are gold
translation, thus making the representation of the
inference-time generated token closer to the ones
in the datastore.

Formally, let the mth training source sen-
tence be Xm = (xm1 , xm2 , .., xm|Xm|) and the

mth training reference target sentence be Ŷ m =
(ŷm1 , ŷm2 , .., ŷm|Ŷ m|), where the element tokens are
subwords. The last-layer decoder hidden represen-
tation of the output token at time step i with forced
decoding on the reference is:

d̂mi = Dec(Em, (ŷm1 , ŷm2 , .., ŷmi−1)) (1)

where Em = Enc(Xm), Dec and Enc are the
decoder and encoder functions respectively. We
save to the datastore the d̂mi representation for each
output token ŷmi in the training data.

Retrieving neighbors during inference During
inference, for each generated token, we use its last-
layer decoder hidden representation and find the
k-nearest neighbors from the datastore. The neigh-
bor retrieval can be highly optimized using toolkits
like Faiss (Johnson et al., 2019), thus does not cost
too much inference speed.

Formally, let the output sentence be Y =
(y1, y2, .., y|Y |). The last-layer decoder hidden
representation of the output token yj at time step
j is (no forced decoding at inference time):

dj = Dec(E, y1, y2, .., yj−1)) (2)

where E = Enc(X). We find the set Nj of k-
nearest neighbors of yj by:

Nj = argmink

m∈train,i∈1..|Ŷ m|
(L2(dj , d̂

m
i )) (3)
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Figure 1: Illustration of our automatic QE evaluation approach.

where argmink returns the indices of k smallest
elements and L2 is the Euclidean distance.

Derive QE metrics Given the retrieved k-
nearest neighbors, we derive QE metric sj for each
inference-time generated token yj :

• kNN token distance: We calculate the aver-
age distance from yj to its k-nearest tokens in
the datastore:

sj = avg
(m,i)∈Nj

(L2(dj , d̂
m
i )) (4)

We assume the lower the distance, the better
the translation quality, since the generated to-
ken is familiar to the MT model.

• kNN sentence similarity: We calculate the
average cosine similarity between the whole
inference-time generated sentence and the K
sentences in the training data to which the
kNN tokens belong:

sj = avg
(m,i)∈Nj

(cos sim(emb(Y ), emb(Ŷ m)))

(5)
where cos sim is the cosine similarity func-
tion, emb is the sentence embedding function.
For sentence embedding, we use an external
model instead of the MT model itself, since
the external model won’t be affected by arti-
facts in the MT training data.
We assume the higher the similarity, the bet-
ter the translation quality, since the generated
sentence is familiar to the MT model.

• Number of different kNN tokens: We count
the number of distinct tokens amongst the re-
trieved kNN tokens:

sj = |{ŷmi |(m, i) ∈ Nj}| (6)

We assume the higher the number, the lower
the translation quality, since it means the
neighbor cluster is not representative of any
specific token, indicating that the model is un-
certain about the generated representation.

• Model prediction equals retrieved kNN to-
kens: We count the number of retrieved kNN
tokens that are the same as the model output
token yj :

sj = |[ŷmi |(m, i) ∈ Nj ∧ ŷmi = yj ]| (7)

We assume the higher the number, the better
the translation, since it is easy for the model
to map the representation to one single token.

Using these metrics, we can get quality scores on
the token level. To get scores on the segment level,
we take the average of the scores of tokens:

sY = avg
j∈1..|Y |

(sj) (8)

4 Automatic evaluation for Quality
Estimation

Motivation Normally, to evaluate QE metrics,
people calculate the correlation between QE-
generated quality scores and human-generated
quality scores on some MT output (Zerva et al.,
2022). However, as discussed above, model-
specific QE approaches such as kNN-QE provide
quality scores on their own MT output, thus we
cannot evaluate them using the available human
quality scores on different MT outputs in the pub-
lic benchmarks. Collecting human-generated qual-
ity scores again on this specific MT output would
be costly in terms of time and human resources.
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Therefore, we propose an automatic approach us-
ing reference-based metrics as gold standard to
evaluate QE metrics.

Reference-based metrics as gold Recall that
Quality Estimation takes only the source sentence
and the MT translation for outputting a quality
score, while reference-based metrics also make use
of human gold-standard translation. As a result,
reference-based metrics are usually more robust
than QE metrics (Freitag et al., 2023). There-
fore, we attempt to perform automatic evaluation
for QE by calculating the correlation between the
QE scores and the ref-based metrics scores. In
other words, we are using the ref-based metrics
scores in place of human-provided scores as the
gold standard. We investigate scores at the seg-
ment level. Using this approach, we can flexibly
generate gold-standard quality scores for any MT
output, rather than relying on fixed human quality
scores on some pre-made MT output.

Boosting reference-based metrics’ reliability
Intuitively, it is important to have a robust
reference-based metric since we are using it as
gold standard for reference-free QE. One potential
way to have more robust reference-based metrics
is to increase the number of references. Therefore,
we propose to use test datasets with multiple ref-
erences, and additionally use a paraphraser tool to
generate synthetic references.

Choosing reference-based metric We investi-
gate whether reference-based metrics are good
enough for evaluating QE metrics, and which
reference-based metric is best suited. We gather
different QE metric submissions on public shared
tasks, and measure the correlation between the QE
ranking created by human annotations and the QE
ranking created by reference-based metrics. An il-
lustration of the process is shown in Figure 1.

Specifically, assume we have n MT output seg-
ments, m QE metrics and p reference-based met-
rics. Let QEi, RBj , H ∈ Rn×1 be the quality
scores assigned to the MT translations by the ith

QE metric, the jth reference-based metric and the
human annotator respectively. The gold evaluation
for the QE metrics is then:

MG = (c(QE1, H), c(QE2, H), ..., c(QEm, H))
(9)

where c is a correlation function such as Spearman.
The automatic evaluation for the QE metrics using

the jth reference-based metric is:

MRj =

(c(QE1,RBj), c(QE2,RBj), ..., c(QEm,RBj))

(10)

The performance of the jth reference-based metric
on ranking QE metrics is then:

c(MRj,MG) (11)

Note that this is not the same as the performance of
the jth reference-based metric on scoring segment-
level MT, which is defined as:

c(RBj ,H) (12)

5 Experimental Setup

5.1 Automatic evaluation for Quality
Estimation

Dataset In our experiments, we uses the En-
glish – German data from two shared tasks:
WMT22 Quality Estimation (Zerva et al., 2022)
and WMT22 QE as a Metrics (Freitag et al.,
2022). The WMT22 Quality Estimation shared
task, which we refer to as QE Task, is specialized
in evaluating Quality Estimation. The WMT22 QE
as a Metrics shared task, which we refer to as QE-
M Task, is meant for comparing QE metrics to
reference-based metrics. Both shared tasks contain
submissions from different QE systems. which is
useful for us to investigate whether we can auto-
matically rank these QE systems. Specifically, the
QE-M Task data includes source sentences, ref-
erence sentences and translation sentences from
multiple different MT systems from the WMT22
General MT task (Kocmi et al., 2022), along with
human-labeled MQM quality score (Lommel et al.,
2014) and QE submission scores on each trans-
lation sentence. The data from the QE Task is
similar, except that (1) they only use data from
the News domain rather than the full test set from
the WMT22 General MT task (including the Con-
versation, Ecommerce, News and Social domains)
and (2) the MT output is from a single MT system.
More details can be found in Table 1.

Models and Tools We use Spearman’s rank cor-
relation coefficient ρ for the calculation of auto-
matic QE evaluation, i.e., the correlation function
used in Equations 9, 10, 11 and 12. For creat-
ing synthetic references, we use a German para-
phraser available on Huggingface‡. We consider

‡https://huggingface.co/Lelon/
t5-german-paraphraser-large
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QE Task QE-M Task
Domain News Multiple *
# sentence pairs 511 2,037
# references 2 2
# MT systems 1 14
# QE metrics 10 10
* Conversation, Ecommerce, News, Social

Table 1: Statistics of WMT22 Tasks on English–Geman.

different reference-based metrics to see which one
is suitable for automatic QE evaluation, which in-
cludes: (1) lexical-based metrics: BLEU (Papineni
et al., 2002), TER (Snover et al., 2006) and chrF
(Popović, 2015); (2) embedding-based metrics:
BERTScore (Zhang et al., 2019) and (3) neural-
based metrics: BLEURT (Sellam et al., 2020),
UniTE-MUP (Wan et al., 2022), COMET 22 (Rei
et al., 2022a), xCOMET XL (Guerreiro et al.,
2023) and MetricX-23 XL (Juraska et al., 2023).

5.2 Quality Estimation with kNN
Dataset We use the TED talks English–German
bitext data from the evaluation campaign IWSLT
2014 (Cettolo et al., 2014) for training/fine-tuning
MT models. The dataset includes 174,443 training
sentences, 2,052 validation sentences and 4,698
testing sentences. For evaluation, we use TED test
split, and additionally an out-of-domain test set
from the WMT22 General task, i.e., the same data
as for the automatic QE evaluation experiments.

For generating the train datastore, we use the
train split of TED, i.e., the training data of the MT
models. Additionally, we try to use an external,
non-train datastore generated using the Europarl
dataset (Koehn, 2005). From Europarl, we se-
lected a subset with similar size as the TED train-
ing set to rule out the data size factor when com-
paring the external datastore to the TED datastore.
We generate this external datastore similarly to the
train datastore, where we perform inference with
reference-forced decoding on Europarl using the
TED-trained MT models.

MT models We consider two MT models: a
model trained from scratch on TED, and a pre-
trained DeltaLM model (Ma et al., 2021) fine-
tuned on TED. The model trained from scratch
uses the transformer base architecture from the
Fairseq library (Ott et al., 2019), with 6 encoder
layers, 6 decoder layers and embedding size of
512. Its vocabulary size is 10,112. The fine-

tuned DeltaLM model uses the DeltaLM base ar-
chitecture with 12 encoder layers, 6 decoder layers
and embedding size of 768. Its vocabulary size is
250,001. For the fine-tuned DeltaLM model, we
build the datastore using only the fine-tuning data
(TED), not the whole pretraining data of DeltaLM.

Automatic QE evaluation We focus on evalu-
ating kNN-QE on the segment level. We use our
automatic evaluation method described in Section
4. We calculate the Spearman correlation between
segment-level scores generated by the QE metrics
and gold scores generated by the reference-based
MetricX-23 (Juraska et al., 2023), since we find
MetricX-23 to be the most robust in QE ranking.
Information about the token-level experiments on
kNN-QE can be found in Appendix A.

Baselines We use the probability output from the
MT model as an unsupervised QE baseline. We
take the average of the probability for each token to
get the segment-level score. The higher the prob-
ability, the better the quality, as it is an indication
that the MT model is confident. Since our kNN-
QE approach is unsupervised, we choose the su-
pervised WMT22 COMET-Kiwi model (Rei et al.,
2022b) as an upper-bound for the performance.

Tools For training/fine-tuning MT models, we
use the Fairseq library (Ott et al., 2019). For gen-
erating the datastore and retrieving kNN samples,
we use the kNN-box toolkit (Zhu et al., 2023),
which makes use of Faiss (Johnson et al., 2019)
for efficient similarity search. For embedding sen-
tences, we use an external model from Hugging-
face§. Experiments were conducted on an Nvidia
TITAN RTX GPU with 25 GB of memory.

6 Results and Discussion

6.1 Automatic QE evaluation

Overall performance The performance of dif-
ference reference-based metrics on ranking QE
submissions on the two WMT22 shared tasks is
shown in Table 2. MetricX-23 XL performs the
best on the QE-M Task with 0.939 Spearman cor-
relation to human-based ranking. BLEU performs
the best on ranking QE metrics on the QE Task
with 0.721 Spearman correlation to human-based
ranking. Given these high correlations, we con-

§https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2
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clude that using reference-based metrics is suffi-
cient for automatically evaluating QE metrics.

QE Task QE-M Task
BLEU 0.721 0.333
TER 0.685 0.782
chrF 0.564 0.745
BERTScore 0.636 0.576
BLEURT 0.442 0.927
UniTE-MUP 0.321 0.867
COMET 22 0.273 0.903
xCOMET XL * 0.358 -
MetricX-23 XL 0.261 0.939
*: xCOMET models are trained on WMT22
data except for the News domain, thus only
valid to be tested on the QE Task data.

Table 2: Overall performance of different reference-based
metrics on ranking QE on two public shared tasks.

We take a closer look at the correlations on the
QE Task. It is quite surprising that BLEU has
the highest correlation in QE ranking, since BLEU
has recently been shown to have worse evalua-
tion performance than other neural-based metrics
(Freitag et al., 2022). However, BLEU’s ranking
correlation is quite low on the QE-M Task data
as expected. A similar pattern can be observed
where MetricX-23 XL has unexpectedly low per-
formance on the QE Task, but good performance
on the QE-M task. We assume that the unexpected
ranking performance of the metrics on the QE Task
data is due to the narrow scope of QE Task: it con-
siders the output of a single MT model on a single
domain. On the other hand, the QE-M Task data
is on multiple MT systems output on multiple do-
mains. Therefore, we suspect that the results on
the QE-M Task are potentially more generalizable,
and that MetricX-23 XL is the best metric for rank-
ing QE metrics. Our following experiment results
show evidence that supports this assumption.

MetricX-23 XL robustness We collect the per-
formance of reference-based metrics on QE rank-
ing across different domains and different MT sys-
tems’ output, as can be seen in Figure 2a and Fig-
ure 2b, respectively. Generally, the neural-based
metrics have better performance than the lexical-
based and embedding-based metrics. Their scores
are higher and more consistent across different do-
mains and MT systems’ output. Among the neural-
based metrics, MetricX-23 XL has the best perfor-
mance in terms of score and consistency.
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(a) Group by domains in WMT 22 General.
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(b) Group by MT systems participated in WMT 22
General.

Figure 2: QE ranking performance across different factors.

Evaluating segments versus evaluating QE met-
rics We investigate whether better performance
on evaluating MT segments (Equation 12) means
better performance on evaluating QE metrics
(Equation 11) for reference-based metrics. Figure
3 shows that this is not always the case. For ex-
ample, in Figure 3a on the QE-M Task data, TER
and chrF have low performance on segment-level
evaluation, but have decent performance on rank-
ing QEs. However, both of them are still worse
than MetricX-23 XL. In Figure 3b on the QE Task
data, the pattern is even more unexpected, where
the lexical-based metrics have significantly better
performance in QE ranking than the neural-based
metrics, while being worse at evaluating segment-
level MT output. However, we suspect that this is
due to the QE Task data being specific on a single
domain and a single MT system’s output, thus the
result is not representative. The following experi-
ment result supports this assumption.

Importance of a broad-ranged test set We per-
form the same experiment on segment-level evalu-
ation performance versus QE ranking performance
on the QE-M Task, but limit it to a single domain
and a single MT system. In Figure 4a, on a sin-
gle MT system output on all domains, the neural-
based metrics perform well on both segment-level
evaluation and QE ranking as expected. However,
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(b) QE Task: single domain, single MT system.

Figure 3: Correlation between the performance on evaluating
translation segments and the performance on QE ranking.

on a single MT system output on a single domain
(Figure 4b), neural-based metrics have worse QE
ranking performance than some lexical-based met-
rics, while still doing well on segment-level eval-
uation. It can be concluded that reference-based
metrics can have unexpected performance when
the testing condition is too narrow. Therefore, it is
important to perform evaluation on a broad-ranged
test set with multiple domains so that we can rely
on neural reference-based metrics for QE ranking.

Importance of references: quantity and qual-
ity Figure 5 shows the effect of references on
reference-based metrics’ performance on QE rank-
ing. Having two human-created references is bet-
ter than one, showing that increasing the quantity
of references helps improve performance. How-
ever, adding synthetic references created by para-
phrasing decreases the performance to some ex-
tent. This shows that it is important to add high-
quality references, otherwise it might have the op-
posite effect of harming the overall performance.

6.2 Quality Estimation with kNN

We report on the segment-level performance of
kNN-QE. Experiments on kNN-QE performance
on the token level can be found in Appendix A.
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(a) QE-M Task: all domains, single MT system
(MT system: comet bestmbrMT).
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Figure 4: Correlation between the performance on evaluat-
ing translation segments and the performance on QE ranking,
limited by MT system and domain.

kNN-QE better than MT probability, but worse
than supervised QE The performance of our
kNN-QE approach is shown in Table 3. We con-
sistently observe that the performance of the kNN
token distance metric is better than the other kNN-
QE metrics. kNN token distance (Row 3) has bet-
ter performance than the probability baseline (Row
1) by 0.1 increase in Spearman correlation to hu-
mans in most cases. However, it still falls behind
the supervised QE baseline (Row 2). Ensembling
all four kNN-QE metrics gives improvement in
performance, but not significant, as it is only ≈
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Figure 5: QE-M Task: Effect of number of references. The
first 2 boxes use human references only, while the last 2 boxes
also include synthetic references created by paraphrasing.
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Transformer Scratch Fine-tuned DeltaLM
TED WMT22 TED WMT22

Baselines
1 Probability 0.535 0.525 0.462 0.423
2 Supervised QE 0.773 0.793 0.705 0.771

kNN-QE
3 TED kNN token distance a 0.650 0.623 0.575 0.438
4 datastore kNN sentence similarity a 0.570 0.553 0.527 0.398
5 kNN nr. distinct tokens b 0.475 0.469 0.423 0.336
6 kNN tokens = output token b 0.489 0.497 0.410 0.348
7 Ensemble c 0.652 0.627 0.576 0.439

8 20% TED kNN token distance a 0.620 0.601 0.554 0.412
9 datastore kNN sentence similarity a 0.532 0.486 0.496 0.373
10 kNN nr. distinct tokens b 0.498 0.494 0.407 0.373
11 kNN tokens = output token b 0.491 0.507 0.390 0.353
12 Ensemble c 0.622 0.604 0.555 0.413

13 Europarl kNN token distance a 0.546 0.514 0.543 0.414
14 datastore kNN sentence similarity a 0.121 0.246 0.103 0.051
15 (̸= train) kNN nr. distinct tokens b 0.383 0.351 0.320 0.271
16 kNN tokens = output token b 0.437 0.465 0.384 0.335
17 Ensemble c 0.548 0.517 0.544 0.415
a: Number of neighbors k = 1. b: Number of neighbors k = 10.
c: Ensembling from the other four KNN-QE metrics.

Table 3: Overall performance of kNN-QE on the segment level.

0.002 points higher than the performance of the
kNN token distance metric alone.

Performance diminishes with fine-tuned MT on
out-of-domain test set From Table 3, we can see
the performance change when moving from the in-
domain test set (TED) to out-of-domain test set
(WMT22). For the Transformer MT model trained
from scratch on TED (”Transformer Scratch”), our
approach works for both in-domain and out-of-
domain test sets, where it outperforms the proba-
bility baseline. On the other hand, for the DeltaLM
model fine-tuned on TED, our approach only out-
perform the probability baseline on the in-domain
test set. On the out-of-domain test set, it performs
similar or worse than the probability baseline. This
is possibly due to the fine-tuned DeltaLM model
being pretrained on other data than TED, thus hav-
ing more knowledge on the out-of-domain test set
which is not identifiable if we only use the datas-
tore on TED. It can be concluded that (1) kNN-QE
works best if we build the datastore using the train-
ing data of the model, not only fine-tuning data and

(2) with the appropriate training datastore, the ap-
proach works for out-of-domain test sets.

Reducing the datastore has less negative ef-
fect than expected As can be seen in Figure 6,
generally, the QE performance of the kNN token
distance and kNN sentence similarity metrics in-
creases as the portion of training data used to cre-
ate the datastore increases. However, the QE per-
formance only increases drastically if we increase
the datastore until 20%, afterward, it starts to flat-
ten. For the other two metrics, the QE perfor-
mance slightly fluctuates with different datastore
sizes. More detailed numbers can be seen in Ta-
ble 3, where the QE performance using 20% data-
store is only worse than using the full TED data-
store by ≈ 0.03 reduction in Spearman correla-
tion. This is a positive observation, since build-
ing a smaller datastore would be more memory-
efficient and inference-speed-efficient.

Switching to non-train datastore hurts perfor-
mance As can be seen from Table 3, changing to
the Europarl datastore reduces the performance of
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Figure 6: Effect of reduced datastore. Experiment conducted
with Transformer Scratch MT model on TED. Similar pat-
terns observed with fine-tuned DeltaLM and WMT 22 data.

kNN-QE. This is expected, since a non-train datas-
tore would not be representative of the MT model’s
knowledge. However, using the Europarl datastore
for kNN-QE still works to some extent, as the QE
correlation to humans is still quite high, at around
0.5 using the kNN token distance metrics (Row
13). This is potentially due to the use of forced
decoding on reference: in the datastore, we use ref-
erence translation as prefix to generate each token,
making the generated tokens have higher quality.
Thus the closer the inference-time generated to-
kens are to the high-quality ones in the datastore,
the more likely that they also have high quality.

Interestingly, using this same-size but non-train
datastore leads to worse performance than using
only 20% of the train datastore, which further
strengthens the importance of having a datastore
that represents the model’s knowledge.

We also observe that the negative impact of
switching to a non-train datastore is less significant
for the fine-tuned DeltaLM model than the Trans-
former model trained from scratch. This is poten-
tially due to DeltaLM’s pretraining data containing
the same or similar data to the Europarl data, thus
the Europarl datastore represents the knowledge of
the fine-tuned DeltaLM model to some extent.

Effect of number of neighbors As can be seen
in Figure 7, kNN token distance and kNN sen-
tence similarity metrics only need a small num-
ber of retrieved neighbors. Their performance de-
creases as the number of nearest neighbors in-
creases. This is an indication that only the distance
of the inference-time generated token to its clos-
est training neighbor matters for these two met-
rics. However, for the other 2 metrics, i.e., num-
ber of distinct kNN tokens and number of kNN
tokens same as model output, the higher the num-
ber of neighbors retrieved the better. This is due

to these two metrics only comparing the surface-
level token output, thus retrieving a small num-
ber of neighbors doesn’t provide as much informa-
tion. Based on these observations, we choose the
number of neighbors to be k = 1 for kNN token
distance and kNN sentence similarity metrics and
k = 10 for the other two metrics to report in the
main Table 3.

Observe that with different numbers of near-
est neighbors, the kNN token distance metric still
performs the best. This means that we can go
for this metric in practice with a small number
of retrieved neighbors, which benefits the infer-
ence speed. Combining the small value of k = 1
with the reduced 20% TED datastore, we observe
around 19% increase in inference time when ap-
plying kNN-QE to the generation process.
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Figure 7: Effect of number of neighbors. Experiment con-
ducted with Transformer Scratch MT on TED. Similar pat-
terns observed with fine-tuned DeltaLM and WMT 22 data.

7 Conclusion

In this paper, we proposed kNN-QE – a model-
specific, unsupervised Quality Estimation ap-
proach which exploits the information from the
MT model’s training data. We also propose
an automatic QE evaluation method for such
model-specific QE approaches, which make use
of reference-based metrics. Our experiments show
that this automatic evaluation method is sufficient,
and that the reference-based MetricX-23 XL is the
most suitable. Using this automatic QE evaluation
method, we found that kNN-QE performs better
than the MT probability baseline, but still falls be-
hind the supervised QE approach. We also find
that our approach works with a small number of re-
trieved neighbors and a small portion of the train-
ing datastore, making it more memory- and time-
efficient to be used in practice. For future work,
we can explore whether this method is applicable
to other types of generative models, such as the
currently prominent Large Language Models.
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Névéol, Mariana Neves, Matt Post, Lucia Specia,
Marco Turchi, and Karin Verspoor, editors, Proceed-
ings of the Third Conference on Machine Transla-
tion: Shared Task Papers, pages 816–821, Belgium,
Brussels, October. Association for Computational
Linguistics.

Zerva, Chrysoula, Frédéric Blain, Ricardo Rei, Piyawat
Lertvittayakumjorn, José G. C. de Souza, Steffen
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Test set QE method Pearson Correlation F1-score
TED Probability 0.07 0.08

kNN token distance a 0.21 0.27
News Probability 0.14 0.12

kNN token distance a 0.21 0.36
a: Number of neighbors k = 1.

Table 4: kNN-QE performance on the token level.

Appendix A. kNN-QE on token level

A.1 Experimental Setup

Motivation for manual evaluation To evaluate
the performance of kNN-QE on the token level,
we need gold-standard token-level quality labels.
On the segment level, we have proposed an auto-
matic QE evaluation method (Section 4) by using
segment-level quality scores made by reference-
based metrics as gold standard instead of human
quality scores. In principle, we can do the same
for token-level evaluation, by finding a reference-
based metric that provides quality labels on the to-
ken level.

However, the performance of reference-based
metrics on the token level is usually not as good as
on the segment level. For example, the xCOMET
metric provides both error-span prediction and
segment-level quality scores. Their segment-level
quality scores correlate well with human MQM
scores, at 0.653 Pearson. Meanwhile, the error-
span prediction performance is quite poor, at 0.320
F1 score (although they are still very useful when
being aggregated to provide segment scores). This
is reasonable, since more fine-grain evaluation
tends to be more difficult.

Due to the not-yet-perfect token-level perfor-
mance of reference-based metrics, we choose not
to use them as gold standard to evaluate kNN-QE.
We instead opt for performing manual annotation
on the token level of the MT output to evaluate
kNN-QE.

Manually annotated data for evaluation We
manually annotated the MT output on the token
level. We annotate 2110 tokens from 100 out-
put sentences on TED data (in-domain test set)
and 3503 tokens from 100 output sentences on the
News test data (out-of-domain test set).

Metrics Recall that for each generated subword,
kNN-QE provides a quality score. To report the
performance of kNN-QE on the token level, we

use two metrics: Pearson Correlation and F1-
score. For Pearson Correlation, we treat the
human-annotated labels as continuous scores (0
representing a BAD token, 1 representing a OK to-
ken), and calculate its correlation to the kNN-QE
scores. For the F1-score, we turn the continuous
kNN-QE scores into binary labels using a thresh-
old. We choose a threshold that maximizes the F1-
score.

Baseline We compare the performance of kNN-
QE to an unsupervised baseline using probability
output from the MT model.

Experiment scope Since it is difficult to perform
manual evaluation on a large scale, we limit the
scope of our experiment on the token level. In
this experiment, we only report on the Transformer
model trained from scratch on TED and our best
kNN-QE metric, i.e., kNN token distance. Due to
this small scale, we only include the token-level
experiment here in the Appendix for more infor-
mation, rather than including it in the main part of
the paper.

A.2 Results and Discussion
As can be seen from Table 4, our kNN-QE out-
performs the MT probability baseline. This is an
indication that kNN-QE also works on the token
level. Additionally, we observe that the QE perfor-
mance is generally better on the out-of-domain test
set.
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Abstract

Subword regularized models leverage mul-
tiple subword tokenizations of one target
sentence during training. Previous de-
coding algorithms select one tokenization
during inference, leading to the underuti-
lization of knowledge learned about mul-
tiple tokenizations. To address this, we
propose the SubMerge algorithm to res-
cue the ignored Subword tokenizations
through Merging equivalent ones during
inference. SubMerge is a nested search al-
gorithm where the outer beam search treats
words as the minimal units, and the inner
beam search provides a list of word can-
didates and their probabilities by merging
subword tokenizations that form the same
word. Experimental results on six machine
translation datasets show more accurate
word probability estimation and higher
translation quality using SubMerge than
beam search. Additionally, we provide
time complexity analysis and investigate
the effect of different beam sizes, training
set sizes, dropout rates, and whether it is
effective on non-regularized models.

1 Introduction

Despite the end-to-end nature that makes neu-
ral machine translation (NMT) (Sutskever et al.,
2014; Bahdanau et al., 2014; Vaswani et al., 2017;
Gehring et al., 2017) the most prevalent and con-
venient approach for machine translation (MT),
subword tokenization (Sennrich et al., 2016b;

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
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Figure 1: Subword regularized models suffer from discrep-
ancies between training and inference, where they are trained
on multiple target tokenizations and generate one. We pro-
pose to merge equivalent subword tokenizations that compose
the same word with different conditional probabilities during
the inference.

Provilkov et al., 2020; Kudo and Richardson,
2018; Kudo, 2018a) remains an indispensable pre-
processing step for most NMT systems. Subword
vocabularies address the out-of-vocabulary prob-
lem of word-based NMT systems (Kalchbrenner
and Blunsom, 2013; Bahdanau et al., 2014; Lu-
ong et al., 2015) by reducing new words to known
subwords, while avoiding the high computational
cost of character-based NMT systems (Gupta et al.,
2019; Kim et al., 2016; Costa-jussà and Fonollosa,
2016; Ling et al., 2015; Cherry et al., 2018) by en-
abling much shorter input and output sequences.

Deterministic segmenters like Byte-Pair Encod-
ing (BPE) (Sennrich et al., 2016b) and Sentence-
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Piece (Kudo, 2018a) are widely used due to their
simplicity and effectiveness. They are determin-
isitic in the sense that they consistently generate
the same tokenization for a given sentence. NMT
models trained on consistent subword tokeniza-
tions typically allocate the majority of a sentence’s
true probability (considering all potential tokeniza-
tions by marginalizing over them) to its specific
tokenization (Cao and Rimell, 2021), except for
out-of-domain data (Chirkova et al., 2023). There-
fore, the probability of the sentence approximately
equals the probability of that tokenization.

On the other hand, stochastic segmenters such as
subword regularization methods (Provilkov et al.,
2020; Kudo, 2018a) produce multiple tokeniza-
tions of a given sentence during training, as illus-
trated in Figure 1. As a data augmentation method,
models trained on regularized data usually outper-
form those trained on non-regularized data, espe-
cially in low-resource scenarios. However, this
causes a discrepancy between training and infer-
ence. During training, the model learns to gen-
erate multiple target tokenizations for each source
sentence and learns to distribute the probability of
a target sentence across all the tokenizations. Dur-
ing inference, greedy or beam search approximates
the single highest probability tokenization. This
causes a discrepancy - the probability of a target
tokenization diverges drastically from the proba-
bility of a target sentence. The inaccurate proba-
bility estimation of the next word during inference
in turn leads to a degradation in translation qual-
ity. The way to overcome this is to incorporate the
marginal likelihood of the next words during de-
coding for the subword regularized models.

To this end, we propose SubMerge, a decoding
algorithm that aggregates probabilities from ex-
ponentially many tokenizations for a sentence by
merging subword tokenizations that form the same
word. The property of BPE-dropout (Provilkov
et al., 2020) that each word is individually seg-
mented makes aggregating probabilities from ex-
ponentially many tokenizations theoretically pos-
sible. As for the implementation, SubMerge is a
nested beam search approach. In the outer beam
search, we hide the detail of possible subword tok-
enizations of the word, treating words as minimal
units. This ensures that the outer beam is unaware
of and unaffected by the subword tokenizer. In
the inner beam search, we limit the search space
within the word boundary. The inner beam search

finds the n-best tokenizations, merges equivalent
ones, and returns a list of words and the corre-
sponding probabilities.

Previous attempts to estimate marginal likeli-
hood over tokenizations include summing over n-
best tokenizations (Cao and Rimell, 2021) and us-
ing importance sampling (Chirkova et al., 2023).
However, these algorithms focus on perplexity es-
timation, assuming the output is already in hand.
In our approach, we perform marginal likelihood
estimation for the next words along with the infer-
ence process, aiming to improve not only the esti-
mation precision but also the translation quality. In
a nutshell, our contributions are as follows:

• We propose SubMerge, a nested beam search
algorithm for generating text with subword
regularized models. It merges equivalent
subword tokenizations for the next words,
thereby enhancing probability estimation pre-
cision and translation quality.

• Experimental results on six machine trans-
lation datasets demonstrate significant im-
provements in estimating the underlying word
perplexity computation for a model and its
translation quality.

• We provide analyses of time complexity, var-
ious beam sizes, the selection of the inner
searching function, and the impact of hyper-
parameters.

2 Preliminaries

This section formulates the objective of the infer-
ence process of NMT models, highlights the dis-
tinction introduced by subword regularized mod-
els, and introduces how we address it.

Inference Objective An NMT model with
parameters θ during inference is to obtain
arg max

Y
Pθ(Y |X) where X and Y are the source

and target sentences in plain text form. For
subword-based NMT models, we tokenize X into
a sequence of tokens during both training and in-
ference. We tokenize Y during the training and
try to predict a sequence of tokens that compose Y
during inference. We use two tokenizers τS(X) =
x, where x = (x1, ..., xn) and τT (Y ) = y, where
y = (y1, ..., ym). Each subword xi or yi is a non-
empty substring of the text X or Y in a finite-size
subword vocabulary predefined by the source or
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target tokenizer. In theory,

Pθ(Y |X) ̸= Pθ(y|x), (1)

because there are multiple tokenizations of X and
Y (besides x and y) that the model Pθ would as-
sign non-zero probabilities to (Cao and Rimell,
2021).
Non-regularized Models For NMT models using
deterministic tokenizers such as BPE (Sennrich et
al., 2016b), tokenization function τ(·) is a bijec-
tive function, and we can approximate the objec-
tive using one tokenization with a small gap (less
than 0.5%) (Chirkova et al., 2023):

Pθ(Y |X) ≈ Pθ(y|x). (2)

Therefore, we can use arg max
y

Pθ(y|x) to ap-

proximate arg max
Y

Pθ(Y |X) with greedy or beam

search in inference. This allows us to identify
the next tokens with high conditional probabilities
without concern for the discrepancy between the
probability of raw text Y and of the particular tok-
enization y.
Subword Regularized Models For NMT models
using stochastic tokenizers (Provilkov et al., 2020),
the tokenization function τ yields multiple tok-
enizations for one sentence. That is τS(X) =
x ∈ VS(X ) where x ∼ PτS (x|X). Similar for
Y . In this case, the number of possible segmen-
tation VS(X ) increases exponentially according to
the length of X , which deviates Pθ(y|x) drasti-
cally from Pθ(Y |X), thus it requires marginaliza-
tion over all possible tokenizations:

Pθ(Y |X) =
∑

x∈VS(X)

∑

y∈VT (Y )

Pθ(y|x)PτS (x|X).

(3)

This study focuses on better estimating the
marginal likelihood of the target side, so we sim-
plify Eq. (3) by using the most probable source
tokenization arg max

x∈VS(X)
PτS(·)(x|X) and remove the

effect of the source tokenizer, resulting in:

Pθ(Y |X) ≈
∑

y∈VT (Y )

Pθ(y|x). (4)

Inference for Subword Regularized Models We
propose SubMerge to approximates Eq. (4) by in-
troducing an intermediate variable, word tokeniza-
tions w = (w1, ..., wn), generated by a word to-

kenizer τW (·) which is a bijective function.1 The
problem is simplified as:

Pθ(Y |x) = Pθ(w|x) =
n∏

i=1

Pθ(wi|w<i,x). (5)

We estimate Pθ(wi|w<i,x) by summing over
probabilities of subword tokenizations for one
word wi where the search space is much smaller
compared to the search space of tokenizations of a
whole sentence in Eq. (4):

Pθ(wi|w<i,x) ≈
∑

y′∈VT (wi)

Pθ(y
′|w<i,x). (6)

In practice, since the decoder only takes subword
as input, we feed the best subword tokenization of
the next word wi, which is arg max

y′∈VT (wi)
Pθ(y

′|w<i).

In this way, the probability of the target sentence
is accurately calculated through a deterministic
word tokenization as shown in Eq. (5), where the
probability estimation of each word is precisely
estimated through marginal likelihood estimation
shown in Eq. (6). We implement Eq. (5) with the
outer beam search as introduced in Section 3.2 and
Eq. (6) with our inner beam search as introduced
in Section 3.3.

3 Methodology

3.1 Overview of SubMerge
An overview of the SubMerge algorithm is shown
in Figure 2. It is a nested beam search decod-
ing algorithm that contains an outer beam search
as explained in Section 3.2 and an inner beam
search with subword merging post-processing as
explained in Section 3.3. The outer beam search
selects from a list of words considering the con-
ditional probability in each step and estimates the
most probable sentence arg max

Y
Pθ(Y |X). The

inner beam estimates the conditional probability
of words in Eq. (6) by merging the probabilities of
different subword tokenizations of the same words.

3.2 Outer Beam Search
The outer beam search algorithm is shown in Al-
gorithm 1. It follows the standard beam search ap-
proach, where the difference is that words serve
1That is τW (Y ) = w. Note that word tokenizer is not a bijec-
tive function for languages such as Japanese or Chinese. For
these languages, we can use specific word segmentaters such
as Jumanpp or Stanford Word Segmenter, which are bijective.
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Figure 2: Overview of SubMerge. It contains an outer beam
search that views words as minimal units. The candidate
words and their probabilities are obtained from merging sub-
word tokenizations in the n-best list of the inner beam search.

as the basic units. At each time step t in line 3,
we explore each state s in the queue Bt−1 that
saves the best results in the previous step. When
s is not finished, the candidates of the next words
are obtained from a call to the inner beam search
shown in line 9. Each state in the outer beam
search queue contains the probability of the gener-
ation, the previous words, and their most probable
tokens. Each state s′ from the inner beam search
contains the probability of the possible next word,
the next word itself, and the most probable sub-
word tokenization of that word. We add the new
state to Bt shown in line 14 and only save the top-
K ones shown in line 16. The most probable sub-
word tokenization is used as the contextual input
in the next decoding step.

In practice, we take the logarithm (log(·)) of the
probabilities for computational precision. We im-
plemented early stopping after all sequences reach
the special end-of-sentence (< eos >) token.

3.3 Inner Beam Search
The inner beam search is shown in Algorithm 2. It
consists of two parts: 1) a token-level beam search
within the word boundary and 2) post-processing
to merge probabilities from equivalent subword to-
kenizations that compose the same word.

The first part is similar to that of the outer beam

Algorithm 1: OuterBeamSearch
Data: Beam width K, max length T
Result: Best sequence of states

1 Initialization:
2 B0 ← {(0, [], [])};
3 for t← 1 to T do
4 Bt ← ∅;
5 foreach s ∈ Bt−1 do
6 if s reaches < eos > then
7 Bt.append(s);
8 continue;

9 foreach s′ ∈ InnerBS(s[2]) do
10 score, word, toks = s′;
11 score← s[0] + score;
12 words← s[1] + words;
13 toks← s[2] + toks;
14 Bt.append((score, words, toks));

15 Sort Bt by scores in descending order;
16 Bt ← Bt[: K]

17 return BT

search. The stopping criteria of one sequence
are reaching the start of the next word (with the
start-of-word indicator ’ ’ Unicode U+2581) or the
< eos > token, where this stopping token will not
be added to the token list. Otherwise, the explo-
ration of the sequence continues according to the
next subword probability distribution given by the
decoder. During the post-processing part, we re-
move special tokens and spaces during the detok-
enization of a token list to form the word and re-
turn a list of words with their probabilities. The
time complexity of SubMerge is O(T ·K3), where
T is the sentence length and K is the beam size
with the derivation in Section 6.

4 Experimental Setup

We introduce the MT datasets and pre-processing
settings Section 4.1. In Section 4.2, we provide de-
tails around the model hyper-parameters, training
and inference settings. In Section 4.3, we present
our evaluation metrics.

4.1 Data and Pre-processing
Datasets We conducted MT experiments with
datasets listed in Table 1, including WMT’22
Livonian–English (Liv–En), Asian Language
Treebank (ALT), IWSLT’15 Vietnamese–English
(Vi–En), WMT’16 Romanian–English (Ro–En),
WMT’15 Finnish–English (Fi–En), and WMT’14
German–English (De–En) datasets. ALT is a
multi-way parallel dataset containing data in En-
glish and other Asian languages including Fil-
ipino (Fil), Indonesian (Id), Japanese (Ja), Malay
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Algorithm 2: InnerBeamSearch
Data: Beam width K, max length T , toks
Result: Next word list

1 Initialization:
2 B0 ← {(0, toks)};
3 for t← 1 to T do
4 Bt ← ∅;
5 foreach s ∈ Bt−1 do
6 if s reaches or < eos > then
7 Bt.append(s);
8 continue;

9 foreach s′ ∈ Decoder(s[1]) do
10 score, toks = s′;
11 score← s[0] + score;
12 toks← s[1] + toks;
13 Bt.append((score, toks));

14 Sort Bt by scores in descending order.;
15 Bt ← Bt[: K]

16 W = {};
17 foreach s ∈ BT do
18 score, toks = s;
19 word = detokenize(toks);
20 if word /∈W then
21 W [word] = (score, toks)

22 else
23 W [word][0]+ = score

24 return list(W.items())

Dataset Train Valid Test

WMT’22 Liv–En 1, 127 586 856
ALT Asian Langs–En 18k 1, 000 1, 018

IWSLT’15 Vi–En 133k 1, 553 1, 268
WMT’16 Ro–En 612k 1, 999 1, 999
WMT’15 Fi–En 1.8M 1, 500 1, 370
WMT’14 De–En 4.5M 45, 781 3, 003

Table 1: Statistics of the datasets.

(Ms), Vietnamese (Vi), and simplified Chinese
(Zh). We used the ALT-standard-split tool2 to split
the dataset into train, validation, and test sets.

Data Pre-processing We performed word tok-
enization on all data. We applied Juman++ (Tol-
machev et al., 2018) to data in Japanese, Stanford-
tokenizer (Manning et al., 2014) to data in Chi-
nese, and Moses tokenizer (Koehn et al., 2007) to
data in other languages. We normalized Roma-
nian data and removed diacritics following previ-
ous work (Sennrich et al., 2016a). We prepared
the WMT’14 English–German dataset using a data
cleaning and normalization tool from Fairseq.3

2www2.nict.go.jp/astrec-att/member/
mutiyama/ALT
3github.com/facebookresearch/fairseq/
blob/main/examples/translation/

We applied subword tokenization to each trans-
lation direction separately. For source or target lan-
guage, we trained a subword tokenizer with a sub-
word vocabulary of 8k on the monolingual corpus
from the training set. The vocabulary size is com-
puted by the VOLT algorithm (Xu et al., 2021).
For languages in WMT’22, ALT and IWSLT’15,
they are 7k to 8k, and for the remaining datasets
they are 10k to 11k. We used 8k for consistency.
We applied a widely adopted toolkit4 to train BPE-
dropout tokenizers with a dropout rate of 0.2 for
the generation of regularized data and train BPE
tokenizers for the generation of non-regularized
data. The dropout rate is selected through hyper-
parameter grid search from 0.1 to 0.5 with steps of
0.1, where we found 0.2 usually optimal and rate
≥ 0.3 resulted in unstable training.

4.2 NMT Settings

Model We used the Fairseq framework (Ott et
al., 2019). We refer model settings in previous
works (Rubino et al., 2020; Provilkov et al., 2020).
For WMT’22, ALT and IWSLT’15 datasets, we
used 1 attention head, 6 decoder layers, and 4 or
6 encoder layers (4 layers only for En←→Fil and
Ja→En) and FFN dim of 512. For other datasets
we used the standard transformer base architec-
ture (Vaswani et al., 2017). We set dropout and at-
tention dropout rates to 0.1. We applied layer nor-
malization (Lei Ba et al., 2016; Mao et al., 2023)
for both the encoder and decoder.

Training We set the batch size to 3, 072 tokens
for sentence in the source language and used eight
GPUs, resulting in 25k tokens per batch. We used
the Adam optimizer (Kingma and Ba, 2014) with
β1 = 0.9 , β2 = 0.98, and ϵ = 10−9. We
used warmup and linear decay for the learning
rate (Vaswani et al., 2017), with 4k warm-up steps,
an initial learning rate of 1.7 ∗ 10−7 and a final
learning rate of 5×10−4. We used label smoothing
for the cross entropy loss with ϵls = 0.1 (Szegedy
et al., 2015). We calculated the loss on the valida-
tion set after each epoch and applied early stopping
when no improvement was observed for 10 epochs.

SubMerge led to better word-level perplexities
than traditional beam search and higher BLEU and
chrF++ scores, often achieving statistically signif-
icant improvements.

prepare-wmt14en2de.sh
4github.com/google/sentencepiece
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Word Perplexity ↓ BLEU ↑ chrF++↑
Beam Search SubMerge Beam Search SubMerge Beam Search SubMerge

Low-Resource Scenario
WMT’22 Liv→En 5.93 3.43 1.52 2.04+0.5 18.85 19.45+0.6

WMT’22 En→Liv 19.39 6.88 2.70 3.21+0.5 19.14 19.41+0.3

ALT Fil→En 12.68 4.59 31.10 31.82*
+0.7 57.98 59.17+1.2

ALT En→Fil 9.56 4.14 30.20 31.14*
+0.9 59.64 60.14+0.5

ALT Id→En 17.91 5.91 27.35 28.73*
+1.4 53.61 56.39+2.8

ALT En→Id 16.44 4.91 33.63 34.19 +0.6 63.14 63.89+0.8

ALT Ja→En 24.90 7.79 15.07 15.26*
+0.2 45.07 45.46+0.4

ALT En→Ja 6.55 3.69 14.38 14.59 +0.2 27.92 29.02+1.1

ALT Ms→En 11.28 4.33 31.86 32.16*
+0.3 59.01 60.09+1.1

ALT En→Ms 12.82 4.18 38.83 39.28 +0.5 66.25 66.91+0.7

ALT Vi→En 17.21 6.14 23.64 24.97*
+1.3 52.32 52.93+0.6

ALT En→Vi 8.64 3.52 27.35 27.64 +0.3 53.66 53.82+0.2

ALT Zh→En 23.11 7.81 13.92 14.31*
+0.4 43.54 44.43+0.9

ALT En→Zh 13.61 6.76 9.03 9.87*
+0.8 22.76 23.25+0.5

Middle- and High- Resource Scenario
IWSLT’15 Vi→En 14.41 5.62 27.87 28.43*

+0.6 48.62 50.59+2.0

IWSLT’15 En→Vi 7.98 3.39 28.08 28.16 +0.1 49.27 50.18+0.9

WMT’16 Ro→En 7.44 3.22 33.85 33.77 −0.1 58.75 59.07+0.3

WMT’16 En→Ro 6.78 3.11 34.35 34.50 +0.1 58.66 58.89+0.2

WMT’15 Fi→En 11.27 4.27 18.95 18.88 −0.1 47.24 47.55+0.3

WMT’15 En→Fi 22.52 7.81 16.51 16.65 +0.1 47.66 47.97+0.3

WMT’14 De→En 10.33 3.90 28.85 28.94 +0.1 55.99 56.52+0.5

WMT’14 En→De 12.74 4.64 24.69 24.83 +0.1 52.68 52.77+0.1

Table 2: Results of Subword Regularized Models. Statistical significance p < 0.01 is indicated by * against Beam Search.
SubMerge consistently improves over the Beam Search baseline in most directions. Word perplexity results represent the ability
to accurately estimate sentence probability rather than fluency.

Inference We selected the checkpoint with the
best loss on the validation set. We used beam
search and SubMerge with a beam size of 4 with-
out additional normalization techniques, such as
length penalty or temperature sampling (Dong et
al., 2022).

4.3 Evaluation Metrics
We report word perplexity on generated trans-
lations to compare the probabilities assigned to
generations by models. To evaluate translation
quality, we report BLEU using sacreBLEU (Post,
2018),5 chrF++ (Popović, 2017),6 and BLEURT
(Appendix A). We performed paired bootstrap re-
sampling for statistical significance tests (Koehn,
2004).

The word perplexity is calculated as follows.
We first evaluate the negative log probability of the
generated sentences for models using SubMerge
by:

sscore = −
∑

i

logPθ(wordi), (7)

5BLEU+c.mixed+l.en-lang+#.1+s.exp+tok.13a+v.1.5.1
6github.com/m-popovic/chrF with c6w2F0.4. Simi-
lar trends were observed using different chrF settings.

and models with beam search by:

sscore = −
∑

i

logPθ(toki). (8)

We evaluated the average word perplexity by

wppl = exp(
1

N
sscore), (9)

where N is the number of words. We evaluated the
word perplexity based on the generated hypothe-
sis rather than the reference. This reflects the ac-
tual scenario in generation tasks where we dynam-
ically generate the next token (word) conditioned
on what the model has generated instead of on the
ground truth. Nevertheless, word perplexity is a
conditional probability dependent on not only the
input but also the parameters in the model. There-
fore, the perplexity results must always be consid-
ered along with model-independent metrics such
as BLEU scores.

5 Translation Quality Results

The results for subword regularized models are
shown in Table 2.
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Word Perplexity We observed that word perplex-
ity results improved substantially in the regular-
ized models in contrast to the tiny gap (0.5%) re-
ported in the non-regularized models (Chirkova et
al., 2023) and in our analysis shown in Section 7.5.
This is due to the fact that multiple tokenizations
for one word appeared during training, which acts
as a label-smoothing function on multiple correct
next tokens. Therefore, the probability weight is
distributed across multiple subwords thus, it be-
comes necessary to incorporate the marginal like-
lihood. It is worth noting that here word perplexity
represents the precision of probability estimation
rather than fluency or quality of the output.
Translation Quality We also found translation
quality improved, especially in low-resource sce-
narios where the average BLEU score improve-
ment is 0.6, whereas in higher resource scenar-
ios, it is 0.3. We also observed consistent im-
provement in the chrF++ score. While only one
translation direction among higher resource direc-
tions is statistically significant, 8 out of 12 low-
resource directions see statistically significant im-
provements. Furthermore, we observed that the
improvement is greater for languages where words
contain more subwords on average (Tsubword). In
the ALT dataset, each Japanese word contains an
average of 1.59 subwords, resulting in a modest
improvement of only 0.2 BLEU. In contrast, Fil-
ipino has a Tsubword of 2.16, leading to an im-
provement of 0.9 BLEU.

6 Efficiency

We show the theoretical analysis of time complex-
ity as well as running time results of SubMerge
comparing with beam search.
Time Complexity Let K denote beam size and
Tword denote the number of words in the sen-
tence. In the outer beam search Algorithm 1, the
loop in line 3 contains at most T steps, and line
5 contains at most K steps. Therefore, the time
complexity of the SubMerge is O(Tword ∗ K ∗
O(InnerBeamSearch()).

In the inner beam search Algorithm 2, line 3
contains at most Tsubword steps, which is the num-
ber of subwords within the word boundary. Line
5 contains at most K steps, and line 9 contains at
most K steps because each beam yields maximum
K candidates by selecting top-K probable tokens.
Therefore, the time complexity of Algorithm 2 is
O(Tsubword ∗K ∗K).

The overall time complexity of SubMerge is
O(
∑

i(Tsubword) ∗ K3) = O(T ∗ K3) which is
K times slower than that of beam search which is
O(T ∗K2).
Inference Time We compared the running times
in the IWSLT’15 En→Vi direction using K = 4
extracted from the log data reported by the Fairseq
framework. SubMerge took 1,665 seconds to gen-
erate 1,268 sentences, whereas beam search took
303 seconds, showing SubMerge is approximately
5.5 times slower. We set the batch size to 1 be-
cause the current SubMerge implementation does
not yet support batch processing.

7 Analysis

We investigate the effect of different beam sizes on
the algorithm in Section 7.1. Section 7.2 explores
using a sampling algorithm as the inner search al-
gorithm. Section 7.3 and Section 7.4 respectively
analyze the impact of the training set size and the
dropout rate. Section 7.5 show conditions in which
SubMerge is effective.

7.1 Assessing Beam Sizes Variants

Figures 3 and 4 show the word perplexities and
BLEU scores of using different beam sizes for both
non-regularized models and subword regularized
models, comparing beam search and SubMerge.
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Figure 3: Word perplexity results using different beam sizes
on the WMT’15 En→Fi direction.

We observed that as we increased the beam
size, the word perplexity dropped sharply for BPE-
dropout with SubMerge. When using a large
beam size such as 10, it achieved comparable re-
sults to non-regularized models trained on one-
best tokenization. Nevertheless, SubMerge does
not yet accumulate as large a proportion of the
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Figure 4: BLEU results using different beam sizes on the
WMT’15 En→Fi direction.

probability distribution as using a non-regularized
model. Since the training is on multiple segmen-
tations, it certainly comes closer than when using
beam search. For non-regularized models, com-
bining equivalent paths for perplexity estimation
also proved to be effective. We also observed that
increasing beam size can lead to translation quality
improvement for the SubMerge method. However,
this is not the case for all directions (Cohen and
Beck, 2019) and we put the full results using dif-
ferent beam sizes for all datasets in Appendix C.

7.2 Inner Search Algorithm Variants

We replaced the inner beam search with the sam-
pling algorithm as shown in Algorithm 3. In the
algorithm, Q is the queue that contains possible
subword tokenizations of the next word. The sam-
pling algorithm selects the next token tokj in line
10 for each ongoing sample s according to the
probability distribution of subwords in the target
vocabulary outputted by the softmax function after
the decoder. The current s is updated for both the
score and the string. We call this pure sampling be-
cause we did not add sampling temperature, top-k
or top-p filtering. We perform the merging post-
processing the same as the inner beam search.

The word perplexity results are shown in Fig-
ure 5. For the sampling algorithm, we sampled
n2 tokenizations (where n is the beam size) in
the inner loop and for each path, we started with
the same historical information and selected the
next subword according to the probability distri-
bution until we reached the beginning of the next
word. We then perform the same merging post-
processing. However, we observed that the per-
plexity was higher than n-best tokenizations. This

is because the sampling process could easily get
lost at some step by selecting a token in the long
tail with a very low probability.

Algorithm 3: InnerSampling
Data: Sample times K, max length T , toks
Result: Next word list

1 Initialization:
2 s0 ← {(0, toks)};
3 Q← ∅;
4 for i← 1 to K do
5 s← s0;
6 for j ← 1 to T do
7 if s reaches or < eos > then
8 Q.append(s);
9 break;

10 Sample tokj from Decoder(s[1]);
11 Update s using tokj ;

12 Sort Q by scores in descending order.;
13 W = {};
14 foreach s ∈ Q do
15 score, toks = s;
16 word = detokenize(toks);
17 if word /∈W then
18 W [word] = (score, toks)

19 else
20 W [word][0]+ = score

21 return list(W.items())
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Figure 5: Word perplexity results comparing BPE-dropout
with beam search to two variants of SubMerge: using either
sampling as the inner search function or beam search.

7.3 Assessing Training Set Sizes

SubMerge is effective in extremely low-resource
scenarios, as shown in Figure 6. We reported
BLEU scores using beam search and SubMerge
during decoding for models trained on 1k to 18k
parallel sentences. SubMerge consistently out-
performed beam search across training set sizes.
Moreover, the BLEU improvement reached ap-
proximately 3.4 using only 1k data. This observa-
tion reveals the potential of SubMerge to be used
in domain adaptation scenarios with limited data.

154



1k 2k 4k 8k 16k18k
Training Size

5

10

15

20

25

30

BL
EU

 S
co

re

3.37
1.94 0.9

0.49

1.99

0.72
ALT Fil->En

Beam Search
SubMerge

Figure 6: Translation quality using different sizes of training
data. The x-axis is logarithmized.

7.4 Impact of Dropout Rates
Using a lower dropout rate in BPE-dropout yielded
lower word perplexity and higher BLEU scores in
higher resource scenarios, as shown in Table 3.
When the dropout rate is low, the randomness of
subword segmentation for a given word also de-
creases, leading to reduced variability in the train-
ing data and, concurrently, a diminished range of
choices during the inference process. In the con-
text of low-resource scenarios, reduced variability
implies diminished data augmentation, which can
adversely affect the model’s generalization capa-
bility. Conversely, in higher resource settings, de-
creased variability signifies reduced noise, poten-
tially enhancing model performance.

Word PPL ↓ BLEU ↑
Dropout Rate 0.1 0.2 0.1 0.2

ALT Others→En 4.69 6.10 22.06 24.54
ALT En→Others 4.16 4.53 24.75 26.12

IWSLT’15 Vi→En 3.09 5.62 30.03 28.43
IWSLT’15 En→Vi 2.56 3.39 29.61 28.16
WMT’16 Ro→En 2.34 3.22 34.75 33.77
WMT’16 En→Ro 2.21 3.11 35.39 34.50
WMT’15 Fi→En 3.25 4.27 18.87 18.88
WMT’15 En→Fi 4.94 7.81 16.64 16.65
WMT’14 De→En 2.86 3.90 29.70 28.94
WMT’14 En→De 3.15 4.64 24.94 24.83

Table 3: Results of SubMerge for models trained on BPE-
dropout data with different dropout rates.

7.5 Does SubMerge Work on
Non-regularized Models?

In short, No. We explored whether the proposed
SubMerge method is applicable to non-regularized
models using deterministic BPE tokenization. Ta-

Word PPL ↓ BLEU ↑
BeamSearch SubMerge BeamSearch SubMerge

WMT’22 Liv→En 3.60 3.37 0.36 0.44
WMT’22 En→Liv 5.22 4.55 0.64 0.90
ALT Others→En 6.02 5.60 15.73 15.40
ALT En→Others 4.90 4.77 18.06 17.82

IWSLT’15 Vi→En 2.95 2.79 24.34 25.63
IWSLT’15 En→Vi 2.43 2.42 25.09 24.86
WMT’16 Ro→En 2.14 2.11 32.05 31.70
WMT’16 En→Ro 2.00 1.98 32.98 32.85
WMT’15 Fi→En 2.85 2.76 17.08 16.94
WMT’15 En→Fi 4.03 3.79 15.30 15.06
WMT’14 De→En 2.39 2.40 30.18 30.04
WMT’14 En→De 2.45 2.36 25.88 25.71

Table 4: Results of non-regularized models trained on data
using BPE tokenizer. We show the averaged results in En→
XX and XX→ En directions for the ALT dataset.

ble 4 presents word perplexities and BLEU scores
on non-regularized models using beam search or
SubMerge as the decoding algorithm.

We observed lower word perplexity using Sub-
Merge compared to using beam search. How-
ever, the improvement is not as significant (ap-
proximately 6%) as the improvement achieved by
SubMerge for subword regularized models. This
is consistent with our expectations. Models were
trained on a single tokenization for each training
word, so one tokenization accumulates the most
probability weight. For the non-regularized model,
results show the translation quality of SubMerge is
not as good as that of beam search. Therefore, the
proposed SubMerge method is only applicable to
subword regularized models in the NMT task.

For other tasks, such as question answering, the
word perplexity is greater because the task is less
structured than MT, where the source sentence is
a highly limiting constraint. For less constrained
tasks, it is possible that SubMerge will improve the
performance of even non-regularized models. We
leave this for future work to explore.

8 Related Work

SubMerge is designed for decoding with text gen-
eration models for which likely tokenization prob-
abilities diverge drastically from sentence proba-
bilities. In other words, there are multiple tok-
enizations for one target sentence, and the proba-
bility distribution is splintered among them. Our
objective is to enhance the inference algorithm
on the target side. On the source side, merging
probabilities of multiple tokenizations for a sin-
gle source sentence has been shown to improve
translation performance in low-resource scenar-
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ios (Takase et al., 2022). Although we only exper-
imented on models trained on data segmented by
BPE-dropout (Provilkov et al., 2020), it also works
for SentencePiece Regularization (Kudo, 2018a),
MaxMatch-Dropout (Hiraoka, 2022) and NMT
models with multiple subword segmenters (Kamb-
hatla et al., 2022). On the other hand, NMT
models trained on sentences segmented by de-
terministic segmenter only benefit from marginal
likelihood estimation in out-of-domain data or
long words (Cao and Rimell, 2021; Chirkova
et al., 2023). Deterministic subword segmen-
tation includes not only subword-level meth-
ods such as WordPiece (Schuster and Nakajima,
2012), BPE (Sennrich et al., 2016b), Sentence-
Piece (Kudo and Richardson, 2018), dynamic pro-
gramming encoding (He et al., 2020), BERT-
Seg (Song et al., 2022), but also byte-level (Sha-
ham and Levy, 2021), character-level (Tay et al.,
2021), word-level (Mikolov et al., 2013), and hy-
brid word-character methods (Luong and Man-
ning, 2016).

Marginal likelihood estimation can be imple-
mented in two ways: sampling and dynamic pro-
gramming. Sampling methods include summing
over n-best tokenizations (Cao and Rimell, 2021)
or important tokenizations (Chirkova et al., 2023).
Sampling can be easily applied to any genera-
tion model. However, a manageable number of
tokenizations cannot precisely estimate the prob-
ability of sentences with an exponentially large
number of tokenizations, which is the case dur-
ing the inference of the subword regularized mod-
els. On the other hand, dynamic programming
can handle an exponentially large number of to-
kenizations by merging the same historical states,
as introduced in sequence modeling via segmenta-
tions (Wang et al., 2017) and applied in the mixed-
character-subword models (He et al., 2020; Meyer
and Buys, 2023). However, they merge the his-
torical states by approximating the previous out-
put by character-level data. That is, after the de-
coder generates one subword, it is split into char-
acters and fed to the decoder. This is not applica-
ble to pure subword models. Based on the property
that each word is individually segmented in BPE-
dropout (Provilkov et al., 2020), we obtain n-best
tokenizations within a small search space and treat
the best tokenization of each word the historical
state, taking advantage of both marginal likelihood
estimation methods.

9 Conclusion and Future Work

We propose SubMerge to estimate the marginal
likelihood of the next word by merging equiva-
lent subword tokenizations during the inference of
subword regularized models. Results demonstrate
a significant improvement in word perplexity es-
timation and translation quality improvement in
terms of BLEU and chrF++ scores, especially in
low-resource scenarios.

Current inference algorithms are mostly based
on conditional probability, which is a short-term
value function. For future work of inference, we
suggest aligning the value function towards evalu-
ation metrics and human preference through rein-
forcement learning, where models are more aware
of longer-term rewards.

Limitations

We did not experiment with common techniques
in the beam search and SubMerge, such as length
penalty. This is because we use a nested beam
search, and the way to define the length (whether to
use the number of tokens or the number of words)
may differ from the definition in a traditional beam
search. However, combining SubMerge with such
techniques could be valuable for further work.

The word perplexity results reported in this pa-
per are on the generated texts rather than reference
texts. They do not correlate with fluency or trans-
lation quality, and we only use them to report how
much of the probability weight of a model is being
used during decoding, which is still useful.

We use the SentencePiece tool for the current
implementation of BPE and BPE-dropout algo-
rithms. Therefore, the SubMerge implementation
is also based on the format of this specific tool,
which uses ” ” (U+2581) to represent the begin-
ning of a new word. However, other tools may use
”@@” at the end of a subword to indicate that the
current word has not ended yet. Therefore, the im-
plementation of SubMerge may be slightly differ-
ent in terms of ending conditions in the inner beam
search.

We did not experiment on large-scale datasets
(e.g., datasets with more than 100M parallel sen-
tences). Reasons include 1) computational budget
limitations and 2) the goal is verifying the algo-
rithm rather than developing systems. We assume
that the improvement will be marginal in high-
resource scenarios.
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A BLEURT Results

Table 5 shows BLEURT score results using the
BLEURT-20 model (Pu et al., 2021). We can
observe a similar trend with other metrics such
as BLEU or chrF++, where the improvement is
large in low-resource directions and comparable in
higher-resource directions.

B Comparing with Non-Subword Models

We trained character-based and word-based mod-
els on IWSLT’15 Vi–En and WMT’16 Ro–En
datasets and showed inferior performance com-
pared to subword-based models using SubMerge
as shown in Table 6. This conclusion is aligned
with that in previous paper (Kudo, 2018b) and re-
port.7

C Full Results for Different Beam Sizes

Tables 7, 8 and 9 show negative sentence log prob-
ability, word perplexity and BLEU scores for dif-
ferent beam sizes. The conclusions still remain the
same where SubMerge improved probability es-
timation precision, which however did not bring
translation quality improvement.

BLEURT ↑
Beam Search SubMerge

Low-Resource Scenario
WMT’22 Liv→En 17.40 17.47
WMT’22 En→Liv 42.74 42.40

ALT Fil→En 55.35 56.70
ALT En→Fil 47.95 47.78
ALT Id→En 51.65 53.91
ALT En→Id 56.72 57.10
ALT Ja→En 41.54 41.88
ALT En→Ja 27.02 26.86

ALT Ms→En 56.87 57.83
ALT En→Ms 59.32 59.44
ALT Vi→En 49.61 50.97
ALT En→Vi 44.79 45.11
ALT Zh→En 40.95 41.38
ALT En→Zh 28.19 29.19

Middle- and High-Resource Scenario
IWSLT’15 Vi→En 51.75 52.57
IWSLT’15 En→Vi 47.13 47.46
WMT’16 Ro→En 61.52 61.35
WMT’16 En→Ro 52.08 51.76
WMT’15 Fi→En 57.12 56.84
WMT’15 En→Fi 53.67 53.41

WMT’14 De→En 60.01 59.82
WMT’14 En→De 54.97 54.27

Table 5: BLEURT Results of Subword Regularized Models.

7github.com/google/sentencepiece/blob/master/doc/experiments.md
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Models Vi→En En→Vi Ro→En En→Ro

Char-based 24.72 27.04 30.45 29.82
Word-based 21.40 25.24 26.33 25.67

Subword-based 28.43 28.16 33.77 34.50

Table 6: BLEU score results comparing different models on IWSLT’15 Vi–En and WMT’16 Ro–En datasets.

IWSLT’15
Vi→En

IWSLT’15
En→Vi

WMT’16
Ro→En

WMT’16
En→Ro

WMT’15
Fi→En

WMT’15
En→Fi

WMT’14
De→En

WMT’14
En→De

BeamSize=1
BPE w/ Beam Seach 25.67 24.37 19.86 19.08 23.64 23.30 21.91 21.01
BPE w/ SubMerge 24.82 24.06 22.87 20.62 23.40 23.07 28.98 20.25

BPE-dropout w/ Beam Seach 30.51 31.59 28.11 27.68 32.35 31.22 31.77 33.45
BPE-dropout w/ SubMerge 30.16 31.14 27.83 27.56 31.81 30.99 - 32.57

BeamSize=2
BPE w/ Beam Seach 23.54 22.52 18.75 17.99 21.83 21.21 19.90 20.11
BPE w/ SubMerge 22.15 22.18 18.42 18.96 21.36 20.69 18.71 19.32

BPE-dropout w/ Beam Seach 29.74 30.58 27.93 27.22 31.84 30.55 31.25 33.03
BPE-dropout w/ SubMerge 25.83 27.15 23.95 23.45 27.52 26.75 26.59 28.72

BeamSize=3
BPE w/ Beam Seach 22.95 21.90 18.39 17.53 21.18 20.43 19.31 19.75
BPE w/ SubMerge 21.33 21.66 18.12 18.17 20.66 19.95 18.44 18.97

BPE-dropout w/ Beam Seach 29.56 30.28 27.87 26.93 31.63 30.00 31.05 32.74
BPE-dropout w/ SubMerge 23.59 24.70 21.56 21.16 30.45 24.69 24.21 26.41

BeamSize=4
BPE w/ Beam Seach 22.59 21.61 18.21 17.31 20.80 20.10 19.08 19.54
BPE w/ SubMerge 20.97 21.31 17.84 17.20 20.39 19.75 20.16 18.82

BPE-dropout w/ Beam Seach 29.52 30.06 27.79 26.79 31.46 29.71 30.88 32.57
BPE-dropout w/ SubMerge 22.57 23.65 20.35 19.86 23.82 23.72 22.91 25.08

BeamSize=5
BPE w/ Beam Seach 22.43 21.42 18.07 17.18 20.50 19.81 18.88 19.43
BPE w/ SubMerge 20.66 21.14 17.70 17.64 20.16 19.53 19.33 18.70

BPE-dropout w/ Beam Seach 29.42 29.82 27.67 26.71 31.56 29.52 30.72 32.41
BPE-dropout w/ SubMerge 22.38 22.74 19.39 19.05 25.77 22.76 22.02 24.11

BeamSize=6
BPE w/ Beam Seach 22.21 21.31 18.01 17.06 20.42 19.67 18.77 19.37
BPE w/ SubMerge 20.46 20.96 17.69 16.97 20.09 19.41 19.18 18.62

BPE-dropout w/ Beam Seach 29.42 29.65 27.67 26.65 31.20 29.41 30.66 32.36
BPE-dropout w/ SubMerge 21.75 22.31 18.82 18.38 22.61 22.23 21.41 23.49

BeamSize=8
BPE w/ Beam Seach 21.95 21.13 17.85 16.87 20.21 19.45 18.66 19.25
BPE w/ SubMerge 20.26 20.77 17.53 17.44 19.80 19.18 18.74 18.51

BPE-dropout w/ Beam Seach 29.08 29.51 27.57 26.57 31.19 29.18 30.49 32.14
BPE-dropout w/ SubMerge 21.20 22.07 18.28 17.87 21.80 21.65 20.83 22.80

BeamSize=10
BPE w/ Beam Seach 21.77 20.93 17.75 16.72 20.06 19.24 18.60 19.16
BPE w/ SubMerge 20.08 20.62 17.41 17.06 19.69 19.02 18.41 18.39

BPE-dropout w/ Beam Seach 28.84 29.39 27.46 26.47 30.69 29.02 30.40 32.03
BPE-dropout w/ SubMerge 20.82 21.56 17.84 17.44 22.03 21.12 20.37 22.26

Table 7: Negative sentence log probability of the generated hypothesis using different beam sizes.
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IWSLT’15
Vi→En

IWSLT’15
En→Vi

WMT’16
Ro→En

WMT’16
En→Ro

WMT’15
Fi→En

WMT’15
En→Fi

WMT’14
De→En

WMT’14
En→De

BeamSize=1
BPE w/ Beam Seach 3.34 2.67 2.27 2.12 3.19 4.83 2.64 2.58
BPE w/ SubMerge 3.30 2.67 2.55 2.26 3.20 4.80 3.20 2.52

BPE-dropout w/ Beam Seach 4.42 3.42 3.20 2.99 4.79 8.32 4.19 4.59
BPE-dropout w/ SubMerge 4.42 3.41 3.18 3.00 4.76 8.28 - 4.47

BeamSize=2
BPE w/ Beam Seach 3.05 2.50 2.18 2.04 2.95 4.28 2.45 2.50
BPE w/ SubMerge 2.92 2.48 2.15 2.10 2.88 4.00 2.34 2.39

BPE-dropout w/ Beam Seach 4.30 3.29 3.19 2.95 4.76 8.01 4.13 4.54
BPE-dropout w/ SubMerge 3.56 2.92 2.70 2.53 3.85 6.06 3.35 3.68

BeamSize=3
BPE w/ Beam Seach 2.98 2.45 2.15 2.01 2.88 4.09 2.41 2.47
BPE w/ SubMerge 2.84 2.44 2.12 2.05 2.79 3.83 2.30 2.36

BPE-dropout w/ Beam Seach 4.31 3.26 3.19 2.92 4.77 7.82 4.12 4.51
BPE-dropout w/ SubMerge 3.25 2.67 2.46 2.32 4.29 5.28 3.02 3.34

BeamSize=4
BPE w/ Beam Seach 2.95 2.43 2.14 2.00 2.85 4.03 2.39 2.45
BPE w/ SubMerge 2.79 2.42 2.11 1.98 2.76 3.79 2.40 2.36

BPE-dropout w/ Beam Seach 4.31 3.26 3.19 2.91 4.77 7.74 4.11 4.50
BPE-dropout w/ SubMerge 3.09 2.56 2.34 2.21 3.25 4.94 2.86 3.15

BeamSize=5
BPE w/ Beam Seach 2.93 2.42 2.13 1.99 2.83 3.98 2.38 2.45
BPE w/ SubMerge 2.77 2.41 2.10 2.02 2.75 3.75 2.35 2.35

BPE-dropout w/ Beam Seach 4.26 3.24 3.18 2.91 4.80 7.68 4.10 4.49
BPE-dropout w/ SubMerge 2.97 2.52 2.26 2.15 3.48 4.68 2.75 3.03

BeamSize=6
BPE w/ Beam Seach 2.92 2.41 2.13 1.99 2.82 3.97 2.38 2.44
BPE w/ SubMerge 2.76 2.40 2.10 1.97 2.75 3.75 2.35 2.35

BPE-dropout w/ Beam Seach 4.27 3.23 3.18 2.91 4.76 7.64 4.10 4.49
BPE-dropout w/ SubMerge 2.88 2.46 2.21 2.09 3.09 4.51 2.68 2.95

BeamSize=8
BPE w/ Beam Seach 2.90 2.40 2.12 2.00 2.82 3.94 2.38 2.44
BPE w/ SubMerge 2.74 2.39 2.09 2.01 2.74 3.72 2.32 2.34

BPE-dropout w/ Beam Seach 4.23 3.22 3.19 2.90 4.76 7.56 4.08 4.48
BPE-dropout w/ SubMerge 2.82 2.43 2.16 2.05 2.98 4.35 2.63 2.87

BeamSize=10
BPE w/ Beam Seach 2.89 2.40 2.12 2.00 2.82 3.93 2.38 2.44
BPE w/ SubMerge 2.74 2.39 2.09 1.98 2.73 3.72 2.32 2.34

BPE-dropout w/ Beam Seach 4.20 3.22 3.17 2.89 4.69 7.51 4.08 4.46
BPE-dropout w/ SubMerge 2.79 2.41 2.13 2.03 3.03 4.22 2.58 2.82

Table 8: Word perplexity of the generated hypothesis using different beam sizes.
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IWSLT’15
Vi→En

IWSLT’15
En→Vi

WMT’16
Ro→En

WMT’16
En→Ro

WMT’15
Fi→En

WMT’15
En→Fi

WMT’14
De→En

WMT’14
En→De

BeamSize=1
BPE w/ Beam Seach 23.68 24.44 31.34 32.53 16.61 14.10 29.34 25.16
BPE w/ SubMerge 24.22 24.18 31.08 32.14 16.55 14.05 26.45 24.91

BPE-dropout w/ Beam Seach 29.28 28.52 34.45 34.87 18.21 16.09 29.08 24.46
BPE-dropout w/ SubMerge 29.13 28.56 34.10 34.53 18.31 16.28 - 24.31

BeamSize=2
BPE w/ Beam Seach 23.98 24.92 31.82 32.79 17.06 14.83 30.05 25.63
BPE w/ SubMerge 25.40 24.80 31.45 32.62 17.10 14.80 30.19 25.59

BPE-dropout w/ Beam Seach 29.87 29.21 35.02 35.25 18.64 16.70 29.48 24.73
BPE-dropout w/ SubMerge 30.01 29.16 34.56 35.19 18.80 16.30 29.53 24.72

BeamSize=3
BPE w/ Beam Seach 24.44 24.92 32.03 33.02 16.89 15.30 30.25 25.84
BPE w/ SubMerge 25.47 24.94 31.66 33.00 16.97 14.84 30.23 25.75

BPE-dropout w/ Beam Seach 29.77 29.34 35.06 35.55 18.77 16.98 29.58 24.89
BPE-dropout w/ SubMerge 29.64 29.20 34.45 35.36 18.26 16.49 29.51 24.84

BeamSize=4
BPE w/ Beam Seach 24.34 25.09 32.05 32.98 17.08 15.30 30.18 25.88
BPE w/ SubMerge 25.63 24.86 31.70 32.85 16.94 15.06 30.04 25.71

BPE-dropout w/ Beam Seach 29.65 29.40 34.96 35.44 18.80 16.95 29.75 24.79
BPE-dropout w/ SubMerge 30.03 29.61 34.75 35.39 18.87 16.64 29.70 24.94

BeamSize=5
BPE w/ Beam Seach 24.38 25.02 32.02 32.95 17.05 15.26 30.13 25.80
BPE w/ SubMerge 25.79 24.93 31.75 33.00 17.07 14.89 30.08 25.67

BPE-dropout w/ Beam Seach 29.36 29.44 34.99 35.55 18.97 17.14 29.69 24.82
BPE-dropout w/ SubMerge 29.50 28.67 34.48 35.43 18.37 16.74 29.61 24.87

BeamSize=6
BPE w/ Beam Seach 24.45 25.07 31.99 32.88 17.02 15.28 30.11 25.78
BPE w/ SubMerge 25.58 24.86 31.62 32.85 17.04 14.77 30.07 25.67

BPE-dropout w/ Beam Seach 29.35 29.53 34.96 35.47 19.05 17.26 29.61 24.81
BPE-dropout w/ SubMerge 29.58 29.18 34.46 35.32 14.41 16.99 29.50 24.91

BeamSize=8
BPE w/ Beam Seach 24.57 24.81 31.86 32.37 17.14 15.23 30.06 25.68
BPE w/ SubMerge 25.86 24.83 31.72 32.81 16.78 14.89 29.93 25.63

BPE-dropout w/ Beam Seach 29.33 29.52 34.99 35.58 18.95 17.21 29.54 24.73
BPE-dropout w/ SubMerge 29.73 29.52 34.76 35.27 18.88 17.06 29.46 24.87

BeamSize=10
BPE w/ Beam Seach 24.77 24.93 31.78 32.05 17.09 15.24 30.09 25.75
BPE w/ SubMerge 25.93 24.66 31.63 32.85 16.69 14.97 29.90 28.16

BPE-dropout w/ Beam Seach 29.32 29.41 34.97 35.59 19.08 17.32 29.58 24.80
BPE-dropout w/ SubMerge 29.39 28.92 34.45 35.39 18.88 16.92 29.28 24.68

Table 9: BLEU scores on test sets using different beam sizes.
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3 Faculty of Mathematics and Computer Science, Adam Mickiewicz University, Poznań, Poland
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Abstract

People use language for various purposes.
Apart from sharing information, individ-
uals may use it to express emotions or
to show respect for another person. In
this paper, we focus on the formality
level of machine-generated translations
and present FAME-MT – a dataset con-
sisting of 11.2 million translations between
15 European source languages and 8 Eu-
ropean target languages classified to for-
mal and informal classes according to tar-
get sentence formality. This dataset can
be used to fine-tune machine translation
models to ensure a given formality level
for each European target language con-
sidered. We describe the dataset creation
procedure, the analysis of the dataset’s
quality showing that FAME-MT is a re-
liable source of language register infor-
mation, and we present a publicly avail-
able proof-of-concept machine translation
model that uses the dataset to steer the for-
mality level of the translation. Currently,
it is the largest dataset of formality annota-
tions, with examples expressed in 112 Eu-
ropean language pairs. The dataset is pub-
lished online1.

1 Introduction

Motivation Different situations require using
different language depending on whether it is a for-
mal meeting or a casual talk with friends. Fre-

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1https://github.com/laniqo-public/
fame-mt/

quently, when speaking to an older or distin-
guished person, e.g., an owner of a company or a
university professor, we use appropriate language
forms to show respect. However, machine transla-
tion models may struggle with choosing an appro-
priate language form due to lack of context – of-
ten, we only have one sentence to translate, there
are cultural differences between source and target
language speakers, and models may be trained on
parallel corpora, which do not focus on formality
aspect of language enough.

For this reason, it is important to find ways
of enforcing machine translation models to use a
required formality level in translated sequences.
While there are methods that can be used to
achieve this goal, the existing datasets are scarce,
focusing either on formality classification for a few
selected languages (e.g., German or English) or
providing formality-annotated examples of trans-
lations between pairs of languages, which are lim-
ited in size and include a narrow selection of
target languages with English as the source lan-
guage. What we found missing is a large-scale
dataset providing formality-annotated examples of
translations for a much broader set of languages,
enabling easy fine-tuning of pre-trained machine
translation models not only for directions includ-
ing English but also other European languages.

Contribution In this paper, we present FAME-
MT, the biggest to date dataset of translation pairs
annotated with formality level. This dataset intro-
duces 100,000 annotated translation examples for
each of the 112 European language pairs consid-
ered. With 8 target languages (English, German,
French, Italian, Dutch, Polish, Portuguese, and
Spanish) classified according to formality and 15
European languages considered as the source lan-
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guages, the dataset introduces an 18-fold increase
of the European language-pair coverage over the
most diverse dataset CoCoA-MT (Nadejde et al.,
2022) and over 100-fold increase of the dataset
size considering the biggest formality-annotated
datasets available (Rao and Tetreault, 2018).

Providing translation examples for a wide selec-
tion of source and target languages, FAME-MT
allows for simple fine-tuning of machine transla-
tion models for the most popular European lan-
guage pairs.

In this paper, we discuss the dataset creation
process and analyze the data quality using various
metrics to prove the usefulness of FAME-MT. We
show how proof-of-concept models for formality-
aware machine translation can be trained using
Marian (Junczys-Dowmunt et al., 2018), provide
examples of outputs of those models, and publish
models online along with the dataset.

Research questions We formulated the follow-
ing research questions to be answered in this pa-
per:

• RQ1: Is it possible to create a good qual-
ity large-scale dataset for formality-aware
machine translation automatically based on
available resources?

• RQ2: Is 100,000 translation examples for a
given language pair enough to fine-tune a pre-
trained machine translation model to become
formality-aware?

• RQ3: Considering translation pairs coming
from MTData (Gowda et al., 2021), are for-
mal sentences always translated into formal
ones, and informal sentences translated into
informal ones?

2 Related work

The idea of identifying formality level in texts is
a widely analyzed area of (socio)linguistics (Biber
and Conrad, 2019). In linguistics, there are 5 main
language registers defined that can be used in par-
ticular situations. These are: frozen, formal, con-
sultative, casual (informal), and intimate registers.
Out of them, the formal and informal ones are most
often analyzed in the context of machine transla-
tion.

Existing formality datasets There are several
datasets proposed that help incorporate formality

awareness in various NLP tasks. The biggest one,
Grammarly’s Yahoo Answers Formality Corpus
(or GYAFC corpus for short (Rao and Tetreault,
2018)), introduces 110,000 pairs of formal and in-
formal sentences in English. The dataset is based
on Yahoo Answers L6 corpus 2 and is proposed to
be used for style transfer. The authors proposed
an LSTM-based baseline showing that style trans-
fer can be achieved using the machine translation
approach and propose metrics for automatic evalu-
ation of style-transfer models (e.g., fluency, mean-
ing preservation).

Another dataset, consisting of 6,574 English
sentences annotated with formality level, is pro-
posed by Pavlick and Tetreault (2016). This work
is aimed at the analysis of the formality level in
English, considering humans’ perceptions of for-
mality in four different genres.

There are also datasets that do not focus on En-
glish, for example, a dataset consisting of 3,000
German sentences annotated by human experts
on a continuous scale using comparative judg-
ments (Eder et al., 2023). Each annotator was pre-
sented with several examples, and their goal was
to rank the sentences according to formality level.
This dataset covers a set of 12 diverse data sources
(e.g., Twitter, Reddit, Wikipedia, or Springer Open
Science articles).

Apart from the datasets that focus on a single
language, there are several datasets with multilin-
gual data. One of them is XFORMAL (Briakou
et al., 2021). Similarly to GYAFC, the goal of
XFORMAL is to provide a benchmark for style
transfer by introducing pairs of informal sentences
and their formal counterparts. The dataset pro-
vides examples in three languages: French, Italian,
and Brazilian-Portuguese, and introduces 1,000
human-annotated examples for each of these lan-
guages. However, access to both GYAFC and
XFORMAL is limited as it requires access ap-
proval as described on the website 3.

A publicly available dataset called CoCoA-
MT (Nadejde et al., 2022) provides a set of triples
consisting of English sentences translated into for-
mal and informal versions for each of the sup-
ported languages, namely, German, Spanish, Ital-
ian, French, Dutch, Portuguese, Japanese, and
Hindi. The dataset provides around 1,000 exam-
ples divided into train and test sets for each tar-
2https://webscope.sandbox.yahoo.com/
catalog.php?datatype=l
3https://github.com/Elbria/xformal-FoST/
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get language. What distinguishes CoCoA-MT is
the presence of phrase annotations that tell which
phrases make a given example formal or infor-
mal. Even though CoCoA-MT provides trans-
lations between language pairs, they are always
translations from English to one of the supported
languages.

In general, although there are datasets focus-
ing on formality, the large ones (GYAFC) cover
only English or German, while those including
other languages are relatively small (XFORMAL)
and provide translations only from English to
a given language (CoCoA-MT). No large-scale
multi-language dataset exists up to date.

Formality control methods The tasks of style
transfer and machine translation can be controlled
using various methods. Here, we discuss the most
relevant ones in the context of formality control.

The most straightforward method of con-
trolling formality injects a special token in a
source sequence, which tells us what level
of formality should be achieved on the target
side. This method was utilized in various ap-
proaches, e.g.: controlling honorifics in English to
Japanese translation (Feely et al., 2019) using one
of {informal, polite, formal} tags in-
jected to the input of the Transformer model, con-
trolling formality of French to English translations
using one of predefined formality levels (Niu et al.,
2017) {low, neutral, high}, controlling
formality level by injecting a special token repre-
senting one of {informal, formal} classes
to control output formality presented as part of
CoCoA-MT evaluation (Nadejde et al., 2022),
controlling politeness of the output text using pre-
defined Latin tokens: {vos, tu} (Sennrich et
al., 2016), or controlling formality by attaching a
special token to both input and output sequences
for better control of the output (Niu and Carpuat,
2020).

Alternatively, one can add a special embed-
ding vector for each token (Schioppa et al., 2021)
to represent the desired formality level, craft
prompts (Garcia and Firat, 2022) for multilingual
T5 (Xue et al., 2021) models, or use Bayesian fac-
torization for constrained output generation (Yang
and Klein, 2021).

3 Dataset

The FAME-MT dataset creation process was di-
vided into three steps.

Step 1: Input data selection The aim of the
FAME-MT project was to provide translations be-
tween pairs of languages that are annotated with
formality information. For this purpose, the first
step was to identify parallel corpora for languages
of interest. We considered eight target languages,
i.e., languages into which we want to translate in-
put statements. These are: English (EN), German
(DE), French (FR), Italian (IT), Dutch (NL), Polish
(PL), Portuguese (PT), and Spanish (ES). For each
target language, our goal was to support a wide se-
lection of source languages, i.e., those from which
we translate into the target language.

We selected 15 source languages: Czech (CS),
Danish (DA), German (DE), English (EN), Span-
ish (ES), French (FR), Italian (IT), Dutch (NL),
Norwegian – including Norwegian Bokmål (NO +
NB), Polish (PL), Portuguese (PT), Russian (RU),
Slovak (SK), Swedish (SV), and Ukrainian (UK).
This selection of source and target languages re-
sulted in 112 potential language pairs, for each of
which we needed a parallel corpus of translations
between the given language pair. To collect such
a dataset, we used MTData tool that provides an
access to machine translation dataset collections,
e.g., OPUS (Tiedemann, 2016), gives an access to
popular datasets such as Europarl (Koehn, 2005),
or Paracrawl (Bañón et al., 2020), and covers ev-
ery language pair considered. For each language
pair, we acquired a corpus of translation exam-
ples from MTData and applied the following post-
processing to increase the quality of the collected
data: we rejected documents with more than 15%
of characters being digits, having less than 5 char-
acters in any sentence, having any token longer
than 28 characters, having any sentence longer
than 500 characters. We also rejected those with
the number of tokens in any sentence higher than
100. Moreover, we applied FastText’s LID-201
model (Burchell et al., 2023) to verify whether the
source and target sentences are indeed expressed in
the correct language (the expected language should
have probability score of at least 10%).

For language pairs where English is present as
a source or target language, we used Bicleaner AI
package, which estimates the likelihood of a pair
of sentences being mutual translations (Zaragoza-
Bernabeu et al., 2022). We set the bicleaner-score
threshold to 50%, rejecting everything below this
score. Bicleaner cannot be applied to other lan-
guages as for now because it does not provide
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open-source models for such language pairs.

Step 2: Formality classification The next step
involved extracting two subsets for each language
pair: those with formal and informal translations,
respectively. For this reason, for each target lan-
guage, we searched for formality classifiers or
golden standard annotations that can be used to
train a classifier. As discussed in Section 6, we
only need to classify the target language according
to its formality level. There were three scenarios
to address:

• Formality classifier available: For English,
there is a publicly available classifier avail-
able online 4, the quality of which is proven
by an accompanying research paper (Babakov
et al., 2023). As the classifier was pre-trained
on the biggest dataset available (GYAFC)
and produces the probability of a given ex-
ample to be formal, we selected this classifier
to process those pairs of sentences where the
target language is English.

• No formality classifier, but golden standard
dataset available: For German, French, Ital-
ian, Spanish, Portuguese, and Dutch, no for-
mality classifier accompanied by a research
paper could be found. For this reason, we
decided to train a classifier using CoCoA-
MT dataset, as it provides pairs of formal and
informal forms of sentences for each of the
aforementioned target languages.

• No formality classifier nor dataset available:
For Polish, we did not even have a golden
standard dataset to train a classifier on. For
that language, we created a hold-out subset
of sentences in Polish downloaded using MT-
Data, and then the set was annotated by a
group of six native speakers. This way, we
collected examples of formal and informal
sentences, which were of roughly the same
size as golden standard examples provided in
CoCoA-MT and were split into train and test
sets to mimic the structure of CoCoA-MT.

We decided to include the Polish dataset in ex-
amples collected from CoCoA-MT and tried to
fine-tune a single multilingual classifier to capture
inter-lingual relations.

4https://huggingface.co/s-nlp/
roberta-base-formality-ranker

However, early experiments with models de-
scribed later in this Section showed that fine-tuning
a pre-trained model using CoCoA-MT combined
with Polish leads to extreme probabilities assigned
to most sentences collected from MTData. As the
dataset contains only formal and informal exam-
ples, classifiers learn to treat every sentence as ei-
ther formal or informal, while in many cases (es-
pecially sentences that are not related to an inter-
locutor) they are neither formal nor informal.

An analysis of annotations from CoCoA-MT
showed that formality and informality are fre-
quently expressed using appropriate personal pro-
nouns. For this reason, we decided to generate an
additional neutral dataset for each language gener-
ated as a random hold-out sample of target sen-
tences from MTData that does not contain any
phrase marked in CoCoA-MT as either formal or
informal. For Polish, we continued the annotation
task, asking natives to identify neutral examples in
the hold-out dataset.

We fine-tuned several language models verify-
ing how big a neutral sample size should be to
maximize the scores. At each verification step,
we changed only the size of the neutral set in the
train set, while preserving a constant set of 600
neutral examples in the test set. We evaluated
accuracy score for mDeberta-v3-base (He et al.,
2021), XLM-RoBERTa-uncased (Conneau et al.,
2019), and BERT-base-multilingual-uncased (De-
vlin et al., 2019). The results, summarized in Ta-
ble 1 show that the best average accuracy score is
achieved using mDeberta-v3-base with a neutral
training sample size = 500. This comes in line
with the trainset size of original CoCoA-MT, as
it uses 400 formal and 400 informal examples for
each language pair, so including a neutral sample
of this size results in an approximately balanced
training dataset.

Diving deeper into per-language scores, as pre-
sented in Table 2, we observe that all CoCoA-MT
languages obtain very high accuracy scores. This
may be due to the fact that frequently examples
in CoCoA-MT distinguish formality based on per-
sonal pronouns. For Polish, the scores are lower as
personal pronouns are often dropped and the form
of a verb may be used to express a linguistic person
implicitly. However, even for Polish, the scores
are much higher than random guesses. For En-
glish, we report the scores for GYAFC obtained
from a research paper that a given model accom-
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NSS mDeberta XLM-RoBERTa mBERT
100 0.9304 0.9301 0.9297
200 0.9475 0.9437 0.9395
300 0.9519 0.9465 0.9454
400 0.9531 0.9511 0.9455
500 0.9552 0.9523 0.9499
600 0.9551 0.9534 0.9492

Table 1: Neutral sample size (NSS) for training vs. average
accuracy score (over all languages) of a given model. mDe-
berta stands for mDeberta-v3-base, XLM-RoBERTa stands
for XLM-RoBERTa-uncased, and mBERT stands for BERT
base multilingual uncased.

panies (Babakov et al., 2023).

Step 3: FAME-MT compilation The dataset
compilation process was performed as follows:
For each language src from source languages set
and each target language tgt, we classified all
targets among translations between src and tgt.
When the target language was English, we used a
model trained on GYAFC (Babakov et al., 2023).
For other languages, we used mDeberta-v3-base,
which we fine-tuned in the previous step. Since
mDeberta-v3-base returns probability distribution
over three possible classes: formal, informal, and
neutral, we chose the class with the highest proba-
bility as the final model decision. However, since
the model trained on GYAFC returns only the
probabilities of formal and informal classes (that
always sum up to one), we split the probability
range into three equal parts, treating examples as-
signed with formal class probability in ranges: <
0, 13 >, (13 ,

2
3 >, (23 , 1 > as informal, neutral, and

formal, respectively.
The classification process continued until we

reached 50,000 informal and 50,000 formal exam-
ples for each language pair. Finally, for each lan-
guage pair, we stored translations where the target
sentence was considered formal or informal into
separate files.

The dataset is published online5 along with
the scripts used for analysis, formality classifiers,
and MT models. It has the following struc-
ture: Each target language has its own folder as-
signed, and inside these folders, there is a sep-
arate folder for each source and target language
combination. In those folders, there is a pair of
files: informal.tsv and formal.tsv each

5https://github.com/laniqo-public/
fame-mt/

providing 50,000 translations between source and
target languages, where the target was considered
informal and formal, respectively.

4 Explorative analysis

To verify the quality of the dataset, we selected
several approaches that would show key character-
istics of the dataset.

Average length of sentences One of the basic
metrics that can describe the difference between
formal and informal language is the average sen-
tence length in each of the categories. We may ex-
pect that formal sentences may be longer than in-
formal, which are frequently used to share knowl-
edge quickly. Figure 1 proves that for each target
language, the formal translations are much longer
than informal ones in the collected dataset.

Per-category key tokens To check which tokens
characterize a given class, we aimed at understand-
ing classifier decisions and feature importance. As
the classifiers we used in the dataset creation pro-
cess were too big to be handled by the popular
explainable AI framework LIME (Ribeiro et al.,
2016), we decided to fit a lightweight linear model
to FAME-MT and interpret its features to under-
stand the difference between classes.

Having a set of sentences classified as formal
and informal for each target language, we applied
the TF-IDF vectorizer to a class-balanced sample
of target sentences to identify the 200,000 most
important tokens among target texts. Then, we
used those tokens as features for a logistic regres-
sion model with the intercept value set to 0. This
way, we ensure that the coefficients assigned by
the logistic regression model correlate with a given
class. As we modeled formal sentences as a pos-
itive class and informal ones as negative, tokens
that are assigned with high positive coefficient val-
ues are strongly related to the formal class, and
those associated with the highly negative values
are strongly related to the informal class. The co-
efficients selected during training were then sorted
for each language, and the top 100 tokens and bot-
tom 100 were selected as those describing formal
and informal categories, respectively.

Table 3 presents the most important features for
each category and each language considered. As
can be seen, for languages with formal you, the
most important words are personal pronouns (e.g.,
formal Sie vs. informal du in German or formal
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Language German French Italian Dutch Polish Portuguese English
Accuracy 0.9928 0.9926 0.9772 0.9962 0.7861 0.9789 0.9 (Babakov et al., 2023)

Table 2: Classification scores for each language using mDeberta-v3-base and neutral sample size = 500 in comparison to
English classifier trained on GYAFC. The average score of mDeberta-v3-base is equal to 0.9552.

Figure 1: Violin plots representing the distributions of sentence lengths interpreted as the number of characters. The upper
figure represents the distributions calculated over the original dataset. As it shows that there are some outliers with big values,
we provide the lower figure generated over a subset of texts whose lengths are between Q1 - 1.5 IQR and Q3 + 1.5 IQR (Q1=first
quartile, Q3=third quartile, IQR=inter-quartile range) to focus more on the most common scenarios.

usted and informal tu in Spanish). For languages,
where personal pronouns may be omitted in infor-
mal scenarios, the grammar form of verbs may in-
dicate informality (e.g., jesteś (informal you are)
in Polish). For English, where there is no formal
you, more sophisticated words are observed as the
most important formal tokens, and contractions or
swear words are found among the most character-
istic informal tokens.

Textual complexity We used textacy6 to mea-
sure the complexity of target sentences classified
as formal and informal. The motivation for this
step was the intuition that informal language may
be easier to comprehend while formal texts should
6https://pypi.org/project/textacy/

be harder. For English, we used the automated
readability index function, which calculates the
relation between the number of characters in a
given sequence related to the number of words
and sentences and is calculated using the follow-
ing formula: 4.71 · countchars/countwords + 0.5 ·
countwords/countsents − 21.43. We calculated
the score for all language pairs with English as
a target and calculated the mean value. We ob-
tained 11.54 for formal sentences and 4.28 for in-
formal ones, which means that formal sentences
are more complex than informal ones. Considering
each language pair with the target set to English,
formal translations are more complex every time.
The biggest difference between formal and infor-
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Language formal words informal words
German (DE) sie, ihre, ihr, ihnen, ihres, . . . du, deine, dir, dich, dein, . . .
English (EN) distinctive, relations, moreover, obtain, refers, . . . gotta, f*****g, gonna, ain, wanna, . . .
Spanish (ES) su, sus, usted, le, está, . . . tu, te, tus, estás, quieres, . . .
French (FR) vous, votre, vos, pouvez, avez, . . . tu, toi, te, ton, ta, . . .

Italian (IT) sua, suo, suoi, lei, le, voi, . . . ti, hai, tuo, tua, tuoi, sai, tu, . . .
Dutch (NL) uw, kunt, wilt, bent, hebt . . . je, jij, jullie, jouw, jou, . . .
Polish (PL) pan, pani, wam, państwa, państwo, . . . jesteś, ci, możesz, myślisz, musisz, . . .

Portuguese (PT) você, sua, seu, suas, seus, . . . te, teu, tua, tu, tens,. . .

Table 3: Words with the strongest relation to classes selected by analyzing feature coefficients in logistic regression model
fitted on FAME-MT.

mal sentence scores is seen in the case of French-
English (formal: 12.856, informal: 2.788) and the
smallest in the case of Czech and English (for-
mal: 11.175, informal: 7.005). We analyzed the
Flesch score, which indicates the reading ease for
sentences collected. We sampled 5,000 sentences
for each source - target language pair, where tar-
get sentence was among languages supported by
textacy (German, English, French, Italian, Span-
ish, Portuguese, Dutch). We present the full anal-
ysis in Table 10 provided in Appendix A. For each
language pair, the informal texts are scored higher
than formal ones, which indicates that informal
texts are easier to read. This follows the general
intuition. Averaging over all source languages, the
average Flesch scores for formal and informal texts
are (F and I represent formal and informal, respec-
tively): German: 51.99 F and 72.57 I, English:
63.19 F & 90.89 I, Spanish: 68.93 F & 80.45 I,
French: 78.33 F & 99.69 I, Italian: 77.65 F & 81.4
I, Dutch: 57.61 F & 76.32 I, Portuguese: 66.9 F &
76.32 I.

Source vs. target sentence formality To ex-
plore the relation between the formality level of
source sentence and its translation in target lan-
guage, we selected a subset of FAME-MT for
which we had classifiers for both source and tar-
get languages. As these are eight languages, from
all 112 language pairs, we selected 56 of them
(8 times 8 possible language pairs minus 8 pairs
where both source and target are the same). Then,
for each target language considered, we analyzed
formal translations and informal translations sepa-
rately: for each formal translation, we used appro-
priate classifier to verify whether a given source
sentence is also formal and for each informal
translation, we used appropriate classifier to ver-
ify whether a given source sentence is also infor-
mal. Then, we calculated the percentage of cases
where the agreement was observed. As presented

in Table 4, on average, 38.81% of examples for
which target sentence was considered formal had
the source sentence classified as formal. Anal-
ogously, 40.28% of examples classified as infor-
mal had the source sentence classified as informal.
These results show that the formality level of the
source does not determine the formality level of
the target text. However, there is some correla-
tion as the scores are higher than a random choice,
which would achieve 33% (assigning a random
class from: formal, informal, neutral). Diving into
language pairs as presented in Table 11 in Ap-
pendix A and considering translations that are for-
mal in target language, the strongest relation is be-
tween French sources and Dutch targets (82.8% of
formal cases in Dutch are also formal in French),
and the weakest between Polish sources and En-
glish targets (5.6% of formal cases in English are
also formal in Polish). Considering translations
that are informal in target language, the strongest
relation is between Polish sources and French tar-
gets (73.4% of informal cases in French are also
informal in Polish), and the weakest between Ger-
man sources and English targets (5.6% of informal
cases in English are also informal in German).

5 Application to Machine Translation

This section explores the application of the
FAME-MT dataset to enable control over the
formality tone of translated text. We con-
ducted experiments on two translation direc-
tions: English-German and English-Polish, lever-
aging pre-trained models from the OPUS collec-
tion (Tiedemann, 2020) for fine-tuning.

Fine-tuning pre-trained MT models To facil-
itate the fine-tuning process, we augmented the
existing model vocabulary with two new tokens:
<FORMAL> and <INFORMAL>. Additionally, we
expanded the existing model embeddings to ac-
commodate these new vocabulary items by initial-
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Language Formal S+T Informal S+T
German (DE) 42.82% 48.41%
English (EN) 17.71% 14.95%
Spanish (ES) 41.18% 40.82%
French (FR) 45.51% 54.4%

Italian (IT) 37.91% 37.36%
Dutch (NL) 55.56% 39.38%
Polish (PL) 37.16% 30.87%

Portuguese (PT) 35.67% 56.04%
Average 38.81% 40.28%

Table 4: Percentage of examples where formal source co-
occurs with formal target (Formal S+T), and percentage of
examples, where informal source co-occurs with informal tar-
get (Informal S+T). Formality of source and targets was de-
termined using classifiers. The row Average represents the
micro-average over all languages.

izing them with zeros.
To maintain consistency with the baseline mod-

els, we reused their Transformer-based (Vaswani
et al., 2017) architecture and training hyper-
parameters, except for batch size and learning
rate. The English-German direction utilizes the
Transformer-big architecture, while the English-
Polish direction uses the Transformer-base archi-
tecture due to the lack of a larger model in the
OPUS collection for this translation direction.
Both fine-tuned models employed a small batch
size of 5,000 target tokens and a learning rate of
1e-4. As the original models were trained using
the Marian (Junczys-Dowmunt et al., 2018) frame-
work, we utilized it for fine-tuning as well.

We pre-processed the FAME-MT dataset with
pre-trained SentencePiece (Kudo and Richard-
son, 2018) tokenizers included in the model
package, and then prepended <FORMAL> and
<INFORMAL> tags to the formal and informal
parts of the source input, respectively. To guaran-
tee a diverse validation set during training, we ran-
domly sampled 500 sentences from each formality
category and added 500 random neutral samples
not using personal pronouns, resulting in a total of
1500 validation samples per translation direction.
The remaining data was used for training.

Automatic evaluation and contrastive examples
Three decoding modes were evaluated for the fine-
tuned models: standard, formal tone, and in-
formal tone. Their performance was compared
to the baseline OPUS model on the Flores (de-
vtest) (Costa-jussà et al., 2022) and NTREX (Fe-
dermann et al., 2022) datasets, using BLEU (Pa-

pineni et al., 2002), chrF (Popović, 2015), and
COMET7 (Rei et al., 2020) metrics for evaluation.
The chrF and BLEU results were computed with
sacreBLEU89 (Post, 2018). The evaluation results
are presented in Tables 5 and 6 for Flores and
NTREX datasets, respectively.

The results for English-German translation were
encouraging. Fine-tuning on FAME-MT did not
negatively impact overall translation quality, and
automatic metrics even suggested a slight improve-
ment. However, the English-Polish model exhib-
ited a slight decrease in quality, potentially due to
the smaller model size being more susceptible to
the impact of embedding extension.

Tables 7 and 8 showcase various translations of
the same sentence with different formality levels
for each fine-tuned model. Interestingly, in lan-
guages like Polish, where gender neutrality is not
present in singular pronouns, formal translations
can introduce gender bias. For example, English
you can be translated as either Pan (masculine) or
Pani (feminine). In such cases, sentence-level ma-
chine translation might struggle to choose the cor-
rect form without additional context. As expected,
formal translations generally tend to be more lit-
eral compared to their informal counterparts.

Released models To promote further research
and facilitate accessibility, we have made the fine-
tuned models publicly available as open-source re-
sources 10.

This work demonstrates the potential of incor-
porating formality control datasets into machine
translation pipelines. While further investigation
is needed to refine the approach for different model
sizes and language pairs, the results show promise
for producing translations that accurately reflect
the desired level of formality. The open-sourced
models will enable researchers to build upon this
work and explore applications in diverse scenarios.

6 Discussion

As we have shown in the previous section, the
FAME-MT dataset can make pre-trained models
formality-aware. Also, metrics used to analyze the
dataset show that the characteristics of the dataset
7wmt22-comet-da COMET model was used
8BLEU signature: nrefs:1|case:mixed|eff:no|tok:13a
|smooth:exp|version:2.3.1
9chrF signature: nrefs:1|case:mixed|eff:yes|nc:6|nw:0
|space:no|version:2.3.1
10https://github.com/laniqo-public/
fame-mt/
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Model
Flores

English→ German English→ Polish
COMET chrF BLEU COMET chrF BLEU

OPUS-Finetuned-50k
Standard 0.8687 66.14 39.98 0.8566 50.54 19.87
Formal 0.8656 66.18 40.02 0.8523 50.47 19.70
Informal 0.8687 65.85 39.60 0.8539 50.48 19.84

OPUS (baseline) Standard 0.8675 66.20 39.90 0.8624 50.85 20.15

Table 5: Automatic evaluation results on the Flores dataset before and after fine-tuning the model on the FAME-MT dataset.

Model
NTREX

English→ German English→ Polish
COMET chrF BLEU COMET chrF BLEU

OPUS-Finetuned-50k
Standard 0.8295 60.25 32.23 0.8097 51.45 23.03
Formal 0.8256 60.21 31.98 0.8049 51.32 22.83
Informal 0.8328 60.15 31.95 0.8047 51.22 22.77

OPUS (baseline) Standard 0.8251 59.91 31.64 0.8125 51.89 23.41

Table 6: Automatic evaluation results on the NTREX dataset before and after fine-tuning the model on the FAME-MT dataset.

English Polish (Formal) Polish (Informal)
You have to tip your cap. Musi pan przechylić czapkę. Musisz przechylić czapkę.
They think you’re sad and will
be pleased because they got to
you.

Sądzą, że jest pan smutny i będą
zadowoleni, bo do pana doszli.

Sądzą, że jesteś smutny i będą
zadowoleni, bo cię dorwali.

They don’t know you’re furious. Nie wiedzą, że jest pani wś-
ciekła.

Nie wiedzą, że jesteś wściekła.

But on Saturday, North Korean
Foreign Minister Ri Yong-ho
blamed US sanctions for the lack
of progress since then.

Ale w sobotę, północnoko-
reański minister spraw za-
granicznych Ri Yong-ho
obarczył sankcje USA za brak
postępów od tego czasu.

Ale w sobotę, północnoko-
reański minister spraw za-
granicznych Ri Yong-ho
obwiniał USA o sankcje za brak
postępów od tego czasu.

Ring also settled a lawsuit with
competing security company,
the ADT Corporation.

Ring rozstrzygnął również
sprawę z konkurencyjnym
koncernem ochroniarskim,
korporacją ADT.

Ring rozstrzygnął również
sprawę z konkurencyjną firmą
ochroniarską, firmą ADT Cor-
poration.

Table 7: Examples of different machine translation results with formal/informal tone in English→ Polish translation.

English German (Formal) German (Informal)
You just have to pay them the
right amount of respect, he said..

Du musst ihnen nur den richti-
gen Respekt erweisen, sagte er.

Sie müssen ihnen nur die
richtige Menge an Respekt
zahlen, sagte er.

Sit down. Setzen Sie sich. Setz dich.
Would you like to go with me to
the cinema next week?

Möchtest du nächste Woche mit
mir ins Kino gehen?

Möchten Sie nächste Woche mit
mir ins Kino gehen?

I’ll be with you soon. Ich werde bald bei dir sein. Ich bin bald bei Ihnen.
I would like a word with your
boss.

Ich hätte gerne ein Wort mit
deinem Chef.

Ich möchte ein Wort mit Ihrem
Chef.

Table 8: Examples of different machine translation results with formal/informal tone in English→ German translation.
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are consistent with intuition: formal documents are
harder to read, they tend to be longer or use more
formal words.

An interesting observation is that even though
the CoCoA-MT dataset introduces a relatively
small dataset of formal and informal examples
per each language, the accuracy of the pre-trained
mDeberta-v3-base model, which is fine-tuned on
CoCoA-MT is very high when measured on
CoCoA-MT’s test set with neutral samples added
(0.9552). An analysis of the annotations provided
in CoCoA-MT reveals that it focuses on express-
ing formality using personal pronouns. However,
formality level, in general, can be expressed us-
ing various language constructs, e.g., contractions,
formal greetings, slang words, and appropriate per-
sonal pronouns. On the other hand, e.g., GYAFC
focuses more on constructs other than personal
pronouns due to the lack of formal you in English.
We think that this is the reason for the high scores
observed for a small dataset (CoCoA-MT) and
lower scores for a much bigger dataset (GYAFC).
The focus of CoCoA-MT on pronouns leads to
too optimistic quality estimates as compared to the
evaluation provided for the English classifier.

However, since formal constructs co-occur with
each other, classifiers trained using CoCoA-MT
work well in practice. As we can see in Tables 7
and 8 – models trained with FAME-MT introduce
subtle differences depending on the expected for-
mality level (e.g., hätte gerne vs. möchte or kon-
cernem ochroniarskim vs. firmą ochroniarską).

The motivation for using classifiers to classify
only sentences in target languages is supported by
the analysis of source vs. target sentence formality.
As we have shown that the formality level of the
source language does not determine the formality
of the target language, in FAME-MT, we collect
sentences of various levels of formality mapped to
a given target sentence formality level. This way,
we can inject a token representing the desired for-
mality level (be it formal or informal) to steer the
expected formality level. Thus, having only tar-
get sentences classified, we can fine-tune machine
translation models to become formality-aware, re-
gardless of the formality level of the source se-
quence.

7 Addressing research questions

In this paper, we stated three research questions
that can be answered now. Regarding the first

one, we show that using a set of classifiers for
the parallel corporas’ target languages, we cre-
ated a large dataset, which is useful for training
formality-aware MT models. We proved it by fine-
tuning general machine translation models and uti-
lizing metrics confirming intuitions, thus, the an-
swer to RQ1 is positive. Also, the experiments
show that fine-tuning pre-trained OPUS models
with 50,000 formal and 50,000 informal exam-
ples is enough for fine-tuning English-German and
English-Polish pairs of languages. The quality of
the English-German model is higher but the qual-
ity of English-Polish is also satisfactory. For this
reason, we can give the positive answer to RQ2.
Finally, the classifiers used reveal that the formal-
ity level of the source language does not determine
the formality level of the target language in the
datasets collected using MTData. This observa-
tion justifies the need to inject a special formality
token to ensure a given formality level of the trans-
lation. Thus, the answer to RQ3 is negative.

8 Conclusions

In this paper, we introduce FAME-MT - a dataset
consisting of 11.2 million translations between 112
European language pairs, where sentences in tar-
get languages are classified as formal or informal.
As the dataset is a computer-generated silver stan-
dard, we used a set of metrics to prove the good
quality of the data. Moreover, proof-of-concept
models fine-tuned using formality data show that
the dataset can be successfully utilized in prob-
lems requiring enforcing a given formality level
of the system’s output. Due to its size and large
number of language pairs selected, FAME-MT is
the largest and most diverse dataset available, in-
troducing 18 times more European language pairs
than biggest existing multilingual datasets (112
language pairs vs. 6 in CoCoA-MT) and provid-
ing over 100 times more sentences annotated with
formality level than the biggest datasets (11.2 mil-
lion vs. 110,000 in GYAFC). We made the dataset
publicly accessible, and provided all the source
codes for rerunning the analysis 11. We hope that
this dataset may help to produce better formality-
aware machine translation models especially for
pairs of languages that were not yet covered or un-
derrepresented in existing datasets (e.g., Czech→
French, Polish→ German, or Danish→ Dutch).

11https://github.com/laniqo-public/
fame-mt/
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A Detailed analysis of the FAME-MT
dataset

To understand the FAME-MT dataset deeper, we
include the extension of the explorative analysis by
adding figures and tables that may help understand
the dataset better.

Table 9 provides information about the size of
each language pair subset in FAME-MT. For each
language pair, 50% of examples (50,000) are ex-
amples with formal targets and 50% of examples
with informal ones.

Table 10 extends the discussion on reading
scores in terms of Flesch readability scores. Here,
for each language pair, we see that informal trans-
lations are easier to read than formal ones.

Table 11 provides an in-depth analysis of the
formality of source sentences in relation to the for-
mality of target sentences extending information
from Table 4. Here, we provide statistics for each
language pair considering all kinds of disagree-
ments separately, counting how many source sen-

tences were classified as formal/informal/neutral
when target sentence is formal or informal.

Finally, Figures 2 and 3 provide information
about the punctuation distribution and word length
distribution for formal and informal texts. While
formal documents tend to use longer words, the
distribution of punctuation marks is quite similar
for both categories.
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Source language
Target language German (DE) English (EN) Spanish (ES) French (FR) Italian (IT) Dutch (NL) Polish (PL) Portuguese (PT)

Czech (CS) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Danish (DA) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
German (DE) NOT ✓ ✓ ✓ ✓ ✓ ✓ ✓
English (EN) ✓ NOT ✓ ✓ ✓ ✓ ✓ ✓
Spanish (ES) ✓ ✓ NOT ✓ ✓ ✓ ✓ ✓
French (FR) ✓ ✓ ✓ NOT ✓ ✓ ✓ ✓
Italian (IT) ✓ ✓ ✓ ✓ NOT ✓ ✓ ✓
Dutch (NL) ✓ ✓ ✓ ✓ ✓ NOT ✓ ✓
Norwegian (NO+NB) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Polish (PL) ✓ ✓ ✓ ✓ ✓ ✓ NOT ✓
Portuguese (PT) ✓ ✓ ✓ ✓ ✓ ✓ ✓ NOT
Russian (RU) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Slovak (SK) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Swedish (SV) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
Ukrainian (UK) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 9: Language pairs in FAME-MT. The total size of FAME-MT = 11.2 million examples (14 source languages · 8 target
languages · 100,000 examples). Each cell with ✓represents a language pair with 100,000 examples (50% formal translations
and 50% informal). Each cell with NOT represents a language pair that is not supported because source language equals target
language.

Source language
Target language German (DE) English (EN) Spanish (ES) French (FR) Italian (IT) Dutch (NL) Portuguese (PT)

Czech (CS) 53.88/77.84 63.55/83.98 75.05/88.91 82.41/103.41 78.95/88.3 60.71/84.91 75.93/92.6
Danish (DA) 50.76/72.02 64.37/86.56 65.67/78.72 76.9/100.84 66.95/80.14 50.15/73.15 62.53/89.26
German (DE) -/- 61.56/83.35 66.11/76.03 76.54/95.52 65.74/75.74 56.96/72.34 61.56/85.69
English (EN) 49.81/63.57 -/- 63.49/72.15 76.55/95.33 67.05/75.14 57.84/72.29 63.55/83.46
Spanish (ES) 49.85/69.43 59.98/92.34 -/- 76.91/97.05 72.54/82.05 57.41/75.33 63.89/84.97
French (FR) 50.4/68.33 58.58/93.71 66.47/78.62 -/- 68.77/78.45 57.6/74.74 66.96/87.36
Italian (IT) 49.9/69.84 61.37/91.32 66.9/78.4 76.55/97.37 -/- 56.66/74.41 64.4/86.08
Dutch (NL) 51.31/71.75 67.11/94.6 69.67/81.12 77.03/101.03 70.41/82.1 -/- 68.43/90.56
Norwegian (NO+NB) 51.88/72.08 68.05/89.17 69.1/75.82 75.55/100.69 74.42/79.05 54.4/62.36 66.94/88.24
Polish (PL) 53.12/78.02 65.36/93.55 71.68/84.36 80.53/103.4 76.89/87.86 60.76/83.15 74.61/92.08
Portuguese (PT) 52.12/74.13 62.01/95.72 70.07/83.84 79.54/101.12 72.92/84.36 60.29/83.69 -/-
Russian (RU) 54.71/78.11 60.37/94.95 69.43/86.05 82.92/102.64 79.77/88.9 62.07/86.24 72.61/94.38
Slovak (SK) 52.15/73.61 62.26/90.41 66.31/81.35 77.27/99.28 65.89/78.68 56.78/76.96 63.21/88
Swedish (SV) 52.4/73.12 65.26/91.95 69.56/80.21 77.06/100.96 68.14/79.95 57.67/74.65 67.58/90.9
Ukrainian (UK) 55.63/74.16 64.76/90.88 70.1/80.79 80.79/96.98 74.69/78.82 57.27/74.29 64.38/84.51
Average 51.99/72.57 63.19/90.89 68.93/80.46 78.33/99.69 71.65/81.4 57.61/76.32 66.9/88.44

Table 10: Flesch readability scores between each pair of languages (higher value→ text easier to read). Each cell contains two
numbers separated by a slash sign. The first number represents the Flesch score calculated for a random sample of 5000 formal
sentences expressed in a given language pair. The second number represents an analogous score for informal target sentences.
In each sample, for each language pair, informal texts are easier to read (higher scores marked in bold).
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Formal target Informal target
Source and target languages Formal source Neutral source Informal source Informal source Neutral source Formal source

English (EN)→ German (DE) 35070 (70.14%) 12390 (24.78%) 2540 (5.08%) 5281 (10.56%) 14562 (29.12%) 30157 (60.31%)
Spanish (ES)→ German (DE) 17555 (35.11%) 21012 (42.02%) 11433 (22.87%) 32253 (64.51%) 11288 (22.58%) 6459 (12.92%)
French (FR)→ German (DE) 33929 (67.86%) 15242 (30.48%) 829 (1.66%) 18925 (37.85%) 9963 (19.93%) 21112 (42.22%)

Italian (IT)→ German (DE) 5496 (10.99%) 31903 (63.81%) 12601 (25.2%) 30364 (60.73%) 16867 (33.73%) 2769 (5.54%)
Polish (PL)→ German (DE) 6498 (13.0%) 25771 (51.54%) 17731 (35.46%) 35236 (70.47%) 12164 (24.33%) 2600 (5.2%)

Portugal (PT)→ German (DE) 29499 (59.0%) 19213 (38.43%) 1288 (2.58%) 12310 (24.62%) 12770 (25.54%) 24920 (49.84%)
Dutch (NL)→ German (DE) 21803 (43.61%) 15463 (30.93%) 12734 (25.47%) 35478 (70.96%) 10576 (21.15%) 3946 (7.89%)

German (DE)→ English (EN) 8444 (16.89%) 39829 (79.66%) 1727 (3.45%) 2783 (5.57%) 42584 (85.17%) 4633 (9.27%)
Spanish (ES)→ English (EN) 8489 (16.98%) 36997 (73.99%) 4514 (9.03%) 9080 (18.16%) 35870 (71.74%) 5050 (10.1%)
French (FR)→ English (EN) 8760 (17.52%) 40154 (80.31%) 1086 (2.17%) 5765 (11.53%) 36896 (73.79%) 7339 (14.68%)

Italian (IT)→ English (EN) 4204 (8.41%) 40544 (81.09%) 5252 (10.5%) 7748 (15.5%) 39355 (78.71%) 2897 (5.79%)
Polish (PL)→ English (EN) 2821 (5.64%) 38964 (77.93%) 8215 (16.43%) 14810 (29.62%) 32751 (65.5%) 2439 (4.88%)

Portugal (PT)→ English (EN) 13104 (26.21%) 35920 (71.84%) 976 (1.95%) 3234 (6.47%) 35328 (70.66%) 11438 (22.88%)
Dutch (NL)→ English (EN) 5585 (11.17%) 37794 (75.59%) 6621 (13.24%) 8831 (17.66%) 39525 (79.05%) 1644 (3.29%)

German (DE)→ Spanish (ES) 21142 (42.28%) 26750 (53.5%) 2108 (4.22%) 17301 (34.6%) 10018 (20.04%) 22681 (45.36%)
English (EN)→ Spanish (ES) 36314 (72.63%) 10132 (20.26%) 3554 (7.11%) 8148 (16.3%) 14101 (28.2%) 27751 (55.5%)
French (FR)→ Spanish (ES) 16087 (32.17%) 32477 (64.95%) 1436 (2.87%) 13417 (26.83%) 10920 (21.84%) 25663 (51.33%)

Italian (IT)→ Spanish (ES) 15430 (30.86%) 27140 (54.28%) 7430 (14.86%) 27970 (55.94%) 18995 (37.99%) 3035 (6.07%)
Polish (PL)→ Spanish (ES) 7099 (14.2%) 30481 (60.96%) 12420 (24.84%) 34870 (69.74%) 12181 (24.36%) 2949 (5.9%)

Portugal (PT)→ Spanish (ES) 34107 (68.21%) 14891 (29.78%) 1002 (2.0%) 9874 (19.75%) 12240 (24.48%) 27886 (55.77%)
Dutch (NL)→ Spanish (ES) 14564 (29.13%) 27806 (55.61%) 7630 (15.26%) 31427 (62.85%) 9942 (19.88%) 8631 (17.26%)

German (DE)→ French (FR) 36371 (72.74%) 7966 (15.93%) 5663 (11.33%) 29805 (59.61%) 14752 (29.5%) 5443 (10.89%)
English (EN)→ French (FR) 33675 (67.35%) 12696 (25.39%) 3629 (7.26%) 15148 (30.3%) 12471 (24.94%) 22381 (44.76%)
Spanish (ES)→ French (FR) 17940 (35.88%) 15202 (30.4%) 16858 (33.72%) 30891 (61.78%) 13582 (27.16%) 5527 (11.05%)

Italian (IT)→ French (FR) 5948 (11.9%) 27005 (54.01%) 17047 (34.09%) 29517 (59.03%) 16683 (33.37%) 3800 (7.6%)
Polish (PL)→ French (FR) 8272 (16.54%) 18179 (36.36%) 23549 (47.1%) 36702 (73.4%) 10877 (21.75%) 2421 (4.84%)

Portugal (PT)→ French (FR) 33897 (67.79%) 13684 (27.37%) 2419 (4.84%) 14252 (28.5%) 14079 (28.16%) 21669 (43.34%)
Dutch (NL)→ French (FR) 23659 (47.32%) 7537 (15.07%) 18804 (37.61%) 34132 (68.26%) 14393 (28.79%) 1475 (2.95%)

German (DE)→ Italian (IT) 17323 (34.65%) 31410 (62.82%) 1267 (2.5%) 15333 (30.67%) 8605 (17.21%) 26062 (52.12%)
English (EN)→ Italian (IT) 34491 (68.98%) 10309 (20.62%) 5200 (10.4%) 8882 (17.76%) 12870 (25.74%) 28248 (56.5%)
Spanish (ES)→ Italian (IT) 28522 (57.04%) 16438 (32.88%) 5040 (10.08%) 30705 (61.41%) 9555 (19.11%) 9740 (19.48%)
French (FR)→ Italian (IT) 11666 (23.33%) 36215 (72.43%) 2119 (4.24%) 13321 (26.64%) 10083 (20.17%) 26596 (53.19%)
Polish (PL)→ Italian (IT) 9932 (19.86%) 27943 (55.89%) 12125 (24.25%) 34979 (69.96%) 12180 (24.36%) 2841 (5.68%)

Portugal (PT)→ Italian (IT) 31358 (62.72%) 17083 (34.17%) 1559 (3.12%) 10006 (20.01%) 11631 (23.26%) 28363 (56.73%)
Dutch (NL)→ Italian (IT) 8003 (16.01%) 34786 (69.57%) 7211 (14.42%) 29321 (58.64%) 9900 (19.8%) 10779 (21.56%)

German (DE)→ Polish (PL) 20330 (40.66%) 26744 (53.49%) 2926 (5.85%) 12171 (24.34%) 20941 (41.88%) 16888 (33.78%)
English (EN)→ Polish (PL) 31044 (62.09%) 10617 (21.23%) 8339 (16.68%) 13598 (27.2%) 11868 (23.74%) 24534 (49.07%)
Spanish (ES)→ Polish (PL) 16357 (32.71%) 28082 (56.16%) 5561 (11.12%) 18445 (36.89%) 18661 (37.32%) 12894 (25.79%)
French (FR)→ Polish (PL) 19355 (38.71%) 27293 (54.59%) 3352 (6.7%) 13362 (26.72%) 21551 (43.1%) 15087 (30.17%)

Italian (IT)→ Polish (PL) 11410 (22.82%) 32094 (64.19%) 6496 (12.99%) 20093 (40.19%) 26253 (52.51%) 3654 (7.31%)
Portugal (PT)→ Polish (PL) 20408 (40.82%) 27196 (54.39%) 2396 (4.79%) 8348 (16.7%) 22168 (44.34%) 19484 (38.97%)

Dutch (NL)→ Polish (PL) 11248 (22.5%) 28816 (57.63%) 9936 (19.87%) 22401 (44.8%) 22483 (44.97%) 5116 (10.23%)
German (DE)→ Portugal (PT) 22322 (44.64%) 20169 (40.34%) 7509 (15.02%) 27060 (54.12%) 15757 (31.51%) 7183 (14.37%)
English (EN)→ Portugal (PT) 33023 (66.05%) 11556 (23.11%) 5421 (10.84%) 14020 (28.04%) 12330 (24.66%) 23650 (47.3%)
Spanish (ES)→ Portugal (PT) 21487 (42.97%) 14667 (29.33%) 13846 (27.69%) 31533 (63.07%) 14485 (28.97%) 3982 (7.96%)
French (FR)→ Portugal (PT) 21263 (42.53%) 22366 (44.73%) 6371 (12.74%) 25245 (50.49%) 15808 (31.62%) 8947 (17.89%)

Italian (IT)→ Portugal (PT) 10367 (20.73%) 24452 (48.9%) 15181 (30.36%) 29337 (58.67%) 17779 (35.56%) 2884 (5.77%)
Polish (PL)→ Portugal (PT) 5696 (11.39%) 20486 (40.97%) 23818 (47.64%) 35852 (71.7%) 11792 (23.58%) 2356 (4.71%)
Dutch (NL)→ Portugal (PT) 10915 (21.83%) 19712 (39.42%) 19373 (38.75%) 33186 (66.37%) 15465 (30.93%) 1349 (2.7%)
German (DE)→ Dutch (NL) 40742 (81.48%) 7124 (14.25%) 2134 (4.27%) 16806 (33.61%) 11831 (23.66%) 21363 (42.73%)
English (EN)→ Dutch (NL) 36558 (73.12%) 10737 (21.47%) 2705 (5.41%) 8698 (17.4%) 12496 (24.99%) 28806 (57.61%)
Spanish (ES)→ Dutch (NL) 22760 (45.52%) 15556 (31.11%) 11684 (23.37%) 28258 (56.52%) 13826 (27.65%) 7916 (15.83%)
French (FR)→ Dutch (NL) 41421 (82.84%) 7746 (15.49%) 833 (1.67%) 14766 (29.53%) 9928 (19.86%) 25306 (50.61%)

Italian (IT)→ Dutch (NL) 6583 (13.17%) 28871 (57.74%) 14546 (29.09%) 25372 (50.74%) 20634 (41.27%) 3994 (7.99%)
Polish (PL)→ Dutch (NL) 10729 (21.46%) 21618 (43.24%) 17653 (35.31%) 33024 (66.05%) 13191 (26.38%) 3785 (7.57%)

Portugal (PT)→ Dutch (NL) 35708 (71.42%) 13140 (26.28%) 1152 (2.3%) 11072 (22.14%) 13441 (26.88%) 25487 (50.97%)

Table 11: Relations between source sentence formality and target sentence formality in FAME-MT determined using our
classifiers. For each formal and informal target sentence, the classifier is used to determine the formality of the corresponding
source sentence. Then, the number of source sentences classified as formal, informal, and neutral is reported for each target
category.
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Figure 2: Plots representing the distributions of the number of punctuation signs in a sentence for a given language. The upper
figure represents the distributions calculated over the original dataset. As it shows that there are some outliers, we provide the
lower figure generated over a subset of texts whose lengths are between Q1 - 1.5 IQR and Q3 + 1.5 IQR (Q1=first quartile,
Q3=third quartile, IQR=inter-quartile range) to focus more on the most common scenarios.
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Figure 3: Plots representing the distributions of the mean word length in a given sentence per given language. The upper figure
represents the distributions calculated over the original dataset. As it shows that there are some outliers, we provide the lower
figure generated over a subset of texts whose lengths are between Q1 - 1.5 IQR and Q3 + 1.5 IQR (Q1=first quartile, Q3=third
quartile, IQR=inter-quartile range) to focus more on the most common scenarios.
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Abstract

We propose iteratively prompting a large
language model to self-correct a translation,
with inspiration from their strong language
capability as well as a human-like trans-
lation approach. Interestingly, multi-turn
querying reduces the output’s string-based
metric scores, but neural metrics suggest
comparable or improved quality after two
or more iterations. Human evaluations in-
dicate better fluency and naturalness com-
pared to initial translations and even human
references, all while maintaining quality.
Ablation studies underscore the importance
of anchoring the refinement to the source
and a reasonable seed translation for quality
considerations. We also discuss the chal-
lenges in evaluation and relation to human
performance and translationese.

1 Introduction

Large language models (LLMs), e.g. generative pre-
trained Transformers (GPT), have made notable
advancements in natural language processing (Rad-
ford et al., 2019; Brown et al., 2020; Kaplan et al.,
2020; Ouyang et al., 2022). In machine translation
(MT), where the convention is to use an encoder-
decoder architecture to deal with source and tar-
get sentences respectively (Bahdanau et al., 2015;
Vaswani et al., 2017), recent papers have examined
the feasibility of LLM prompting for translation
(Vilar et al., 2023; Zhang et al., 2023; Hendy et al.,
2023; Agrawal et al., 2023).

With autoregressive decoding being the conven-
tion, machine translation models yield output in

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

a single attempt, and so do post-editing models.
Rather, a human translator can read and edit trans-
lations repeatedly, or even pass the outcome to an-
other translator for a second opinion. We explore
such an iterative refinement process with LLMs,
where the proposed method simply feeds a source-
translation pair into an LLM for an improved trans-
lation in multiple rounds. It is worth noting that
this method can be applied to an initial translation
from any model, not just LLM outputs. We further
conduct a qualitative evaluation of the outputs. Our
approach offers two insights from a fluency and
naturalness perspective: 1) LLMs are pre-trained
on natural texts that are orders of magnitude larger
than traditional MT data, and 2) the method does
not require complicated prompt engineering, yet
allows for iterative and arbitrary rephrasing com-
pared to automatic post-editing, which is limited
to token-level error correction without style editing
(Ive et al., 2020).

Empirical results show that the refinement pro-
cedure introduces significant textual changes re-
flected by the drop in BLEU and chrF++, but at-
tains similar or higher COMET scores compared to
initial translations. Native speakers prefer refined
outputs in terms of fluency and naturalness when
compared with GPT translations and even human
references. Reference-based human evaluation con-
firms that such gains are made without sacrificing
general quality. As corroborated by recent works,
automatic metrics like BLEU and COMET are wit-
nessed to move in opposite directions (Freitag et al.,
2019; Freitag et al., 2022). Our human-like LLM
prompting method contributes to translation natu-
ralness which can enhance utility as perceived by
the target language users. On a broader scope, this
work touches on the concept of involving LLMs in
a collaborative translation editing strategy.
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Mode Prompt

Translate Source: ${source}
Please give me a translation in ${lang} without any explanation.

Refine Source: ${source}
Translation: ${prev translation}
Please give me a better ${lang} translation without any explanation.

RefineContrast Source: ${source}
Bad translation: ${prev translation}
Please give me a better ${lang} translation without any explanation.

RefineRandom Source: ${source}
Bad translation: ${random target} if first-round, else ${prev translation}
Please give me a better ${lang} translation without any explanation.

Paraphrase Sentence: ${prev translation}
Please give me a paraphrase in ${lang} without any explanation.

Table 1: Prompts used in our work, where a ${variable} is substituted with its corresponding content.

2 Methodology

Having an input source sentence x and an optimiz-
able model θmt, the process to obtain a translation
y can be modelled as y = argmaxy P (y|x; θmt).
Next, an automatic post-editor θape creates a
refined translation y′ through modelling y′ =
argmaxy′ P (y′|x, y; θape). Conventional transla-
tion or automatic post-editing models are trained
on (x, y) or (x, y, y′) data pairs.

Extending prior work on LLM prompting, our
study uses zero-shot prompting by affixing a task
description to form a prompt p and querying an
LLM θLLM to elicit a response (Brown et al., 2020).
We introduce five prompts in our study:

1. Translate: it queries for a translation
of a source input, extending the trans-
lation process with a prompt p: y =
argmaxy P (y|p, x; θLLM ). This is vanilla
LLM prompting for MT.

2. Refine: similar to post-editing, the LLM is
given the source sentence and the previous
translation to produce a better translation y′ =
argmaxy′ P (y′|p, x, y; θLLM ).

3. RefineContrast: as a contrasting prompt to the
above, we insert the word “bad” to hint that
the previously translated text is unwanted, re-
gardless of its actual quality.

4. RefineRandom: same prompt as RefineContrast,
but in the first iteration, a random sentence is
fed instead of a translation to imitate a gen-
uinely “bad translation”.

5. Paraphrase: a contrasting experiment to trans-
lation prompting, we ask an LLM to rephrase
a translation without feeding the source sen-
tence x: y′′ = argmaxy′′ P (y′′|p, y; θLLM ).

We propose to iteratively call the refinement
prompts, where the source stays the same but the
previous translation is updated each turn. To encour-
age a parsable model response, we ask the LLM to
not give any explanation. Such prompting does not
require model parameters θLLM to be accessible.
Through ablation prompts, RefineRandom and Para-
phrase, we analyse to what degree the source input
and seed translations are helpful. The exact prompt
texts are displayed in Table 1.

3 Experiments

3.1 Data and model details
We select language pairs from the news and gen-
eral domain translation tasks hosted at WMT 2021
and 2022 (Farhad et al., 2021; Kocmi et al.,
2022), which are supported by COMET to ob-
tain reliable scores. In total, we tested seven
translation directions: English↔German (en→de,
de→en), English↔Chinese (en→zh, zh→en),
German→French (de→fr), English→Japanese
(en→ja), and Ukrainian→Czech (uk→cs). We di-
rectly benchmark on the test sets, and in situations
where multiple references are available, we use hu-
man reference “A” released by the WMT organizers
as our reference.

We experiment with GPT-3.5, a powerful closed-
source model from OpenAI that can be accessed by
all users.1 As the API call tends to be slow, we ran-
domly sample 200 instances from the official test
set to form our in-house test. In the refinement and
paraphrase experiments, we use the response from
1We accessed a version of gpt-3.5-turbo with training data
up to Sep 2021, so it should not have seen WMT 2021 or 2022
test references. Nevertheless, our findings are mostly drawn
from reference-free metrics and human evaluation.
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the LLM Translate query as the seed translation
to be improved upon. We do not keep the query
(multi-turn) history so as to prevent an LLM from
seeing that the previous translation is produced by
itself. In experiments later on, we also tested with
translations from encoder-decoder systems that par-
ticipated in WMT, human references, and online
systems. Overall, translation refinement is iterated
four times at maximum considering the API costs.

3.2 Evaluation setup

We consider four automatic metrics: string-based
BLEU (Papineni et al., 2002) and chrF++ (Popović,
2017) as well as embedding-based COMETDA and
COMETQE (Rei et al., 2020). The difference be-
tween the DA and QE versions is that COMETDA
requires a source, a translation, and a reference,
whereas COMETQE is reference-free. BLEU and
chrF++ are as implemented in the sacrebleu
toolkit.2 We also use this toolkit to obtain test
sets with references as well as past WMT systems’
outputs. Specifically for tokenization in BLEU cal-
culation, we use “zh” for Chinese, “ja-mecab” for
Japanese, and “13a” for the rest. The BLEU and
chrF++ signatures are footnoted.3,4 For COMET
metrics, we used the official implementation re-
leased by the authors.5

3.3 Refinement results

WMT21 We first experiment with en↔de and
en↔zh from WMT21, which are high-resource lan-
guages in terms of both translation data and LLM
training data. We run all five prompts and dis-
play results in Table 2. For iterative refinement
and paraphrasing experiments, the best iteration
is picked according to COMETQE. We observe
that the refined translations record a drastic drop
in string-based metrics compared to initial transla-
tions, indicating lexical and structural variations. In
terms of COMETDA, refined outputs surpass initial
GPT translations in three out of four cases, and in
terms of COMETQE, the refinement strategy ends as
the highest with substantial improvement for into-
English directions. As a contrasting experiment,
Paraphrase sees a decline in all metrics, suggesting
the importance of feeding the source input as an
anchor during iterations to prevent semantic drift.

2https://github.com/mjpost/sacrebleu
3#:1|c:mixed|e:no|tok:13a|s:exp|v:2.3.1
4#:1|c:mixed|e:yes|nc:6|nw:2|s:no|v:2.3.1
5https://github.com/Unbabel/COMET

BLEU chrF++ COMETDA COMETQE

de
↓
en

ReferenceA - - - .0919

Translate 30.90 57.55 .8606 .1128
Refine 23.14 51.91 .8525 .1116
RefineContrast 22.88 52.47 .8452 .1162
RefineRandom 18.83 51.79 .7777 .0770
Paraphrase 11.01 40.05 .8044 .0919

en
↓
de

ReferenceA - - - .1127

Translate 25.39 53.54 .8427 .1083
Refine 22.35 50.57 .8478 .1153
RefineContrast 22.54 51.21 .8211 .0929
RefineRandom 19.36 46.56 .7906 .0832
Paraphrase 13.60 43.54 .8197 .1006

zh
↓
en

ReferenceA - - - .0708

Translate 25.64 53.74 .8199 .0867
Refine 20.26 49.06 .8156 .0921
RefineContrast 24.81 51.77 .8538 .1132
RefineRandom 24.24 47.11 .8323 .1022
Paraphrase 12.76 40.92 .7931 .0885

en
↓
zh

ReferenceA - - - .0956

Translate 29.28 20.61 .8300 .0761
Refine 28.26 19.28 .8417 .0870
RefineContrast 29.28 19.69 .8395 .0881
RefineRandom 25.71 17.49 .8126 .0763
Paraphrase 21.95 17.14 .8144 .0716

Table 2: Automatic scores of different strategies with GPT on
high-resource pairs from WMT 2021 news translation.

WMT22 Moving to lower-resourced languages
with non-English translation, we gather numbers
for three translation directions from WMT22 in
Table 3. Since RefineRandom results are not desir-
able for WMT21, we omit experiments with this.
The overall pattern remains the same as before: Re-
fine works best, obtaining higher COMETQE than
vanilla translations and RefineContrast. Also, the re-
duction in string-based scores becomes less obvi-
ous, which might be attributed to seed GPT transla-
tions in lesser-resourced languages being lower in
quality in the beginning.

Online systems, encoder-decoder systems, and
human translations In addition to translation re-
finement from GPT-3.5 itself, we also apply our
refinement calls to outputs from conventional MT
systems and human translators. These translations
can represent genuine errors, if any, introduced
during the translation process. Out of the seven
WMT21 submissions, we select outputs from four
models built by research labs that, based on human
evaluation, have been ranked at significantly dif-
ferent positions on the German-to-English leader-
board: Tencent (Wang et al., 2021), Facebook AI
(Tran et al., 2021), Edinburgh (Chen et al., 2021),
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BLEU chrF++ COMETDA COMETQE

de
↓
fr

Reference - - - .0772

Translate 36.25 59.50 .8395 .0807
Refine 32.47 55.83 .8353 .0851
RefineContrast 33.12 56.37 .8308 .0805
Paraphrase 16.06 44.28 .7937 .0682

en
↓
ja

Reference - - - .1345

Translate 23.00 25.89 .8863 .1255
Refine 22.63 27.30 .8941 .1305
RefineContrast 22.82 26.71 .8928 .1282
Paraphrase 17.69 23.18 .8592 .1086

uk
↓
cs

Reference - - - .1273

Translate 29.91 54.64 .9074 .1173
Refine 28.60 53.06 .9040 .1183
RefineContrast 28.90 54.29 .9036 .1151
Paraphrase 13.59 40.04 .8625 .0969

Table 3: Automatic scores of different strategies with GPT
on low-resource and medium-resource pairs from WMT 2022
news translation.

and Huawei TSC (Wei et al., 2021). These are
competitive systems built with data augmentation,
multilingualism, ensembling, re-ranking, etc. We
then include two online engines used in WMT 2021:
Online-A and Online-Y. Finally, human reference
“B” is added so that we can experiment with our
refinement strategy on human translations.6 Ref-
erences “A” and “B” are sourced from different
translation agencies (Farhad et al., 2021).

We report automatic scores from the refinement
process in Table 4. A pattern similar to previ-
ous GPT translation refinement is noticed: for five
out of seven WMT entries, the refinement strat-
egy reaches a higher COMETQE score, surprisingly,
with up to one-third drop in BLEU. RefineContrast in
all but one system surpass Refine, and without the
initial translation, Paraphrase iterations record the
lowest scores compared to the original submissions
and refinements.

4 Human Evaluation

String-based and neural scores are observed to vary
in opposite directions, which may suggest volatile
changes in texts. Since it is questionable to con-
clude a quality degradation in this case, we set up
human evaluations to measure two characteristics
in the refined translations: text naturalness and over-
all quality. Human evaluators involved in this study
6The overview paper of WMT 2021 states that “for
German↔English, the ‘B’ reference was found to be a post-
edited version of one of the participating online systems”.
We discover that it refers to English→German only, and
German→English is not affected.

BLEU chrF++ COMETDA COMETQE

ReferenceA - - - .0919

R
ef

er
en

ce
B Submission 30.05 56.00 .8497 .1050

Refine 23.39 51.80 .8527 .1123
RefineContrast 25.10 53.82 .8566 .1116
Paraphrase 12.52 41.03 .8031 .0894

O
nl

in
e A

Submission 34.45 60.78 .8582 .1061
Refine 23.37 51.67 .8494 .1098
RefineContrast 25.14 52.84 .8534 .1137
Paraphrase 12.22 41.34 .8097 .0942

O
nl

in
e Y

Submission 32.70 59.32 .8500 .0981
Refine 22.92 50.85 .8522 .1080
RefineContrast 24.40 53.32 .8517 .1134
Paraphrase 11.97 40.29 .8054 .0892

Te
nc

en
t Submission 35.35 61.28 .8584 .1055

Refine 23.75 52.16 .8488 .1095
RefineContrast 26.89 54.75 .8553 .1116
Paraphrase 12.43 41.35 .8116 .0947

Fa
ce

bo
ok Submission 34.67 60.78 .8677 .1146

Refine 22.97 51.05 .8505 .1113
RefineContrast 25.74 53.88 .8548 .1130
Paraphrase 11.80 40.99 .8099 .0922

E
di

nb
ur

gh Submission 34.20 60.03 .8588 .1087
Refine 22.04 50.29 .8496 .1097
RefineContrast 25.24 52.87 .8546 .1147
Paraphrase 12.79 40.18 .8067 .0921

H
ua

w
ei

Submission 35.13 61.17 .8643 .1126
Refine 22.24 50.82 .8519 .1097
RefineContrast 24.95 52.47 .8560 .1124
Paraphrase 12.20 40.74 .8078 .0909

Table 4: Automatic scores of refining WMT 2021 news shared
task German-to-English submissions.

are practitioners in the field of natural language
processing but are unaware of the goal of this study.

4.1 Fluency and naturalness

We mimic the human evaluation of fluency in (Lem-
bersky et al., 2012, p819). Native speakers of
the target language are with two translations but
without the source sentence; then we ask “Please
choose the translation that is more
fluent, natural, and reflecting better
use of ${language}”, where ${language} is
substituted with the target language name. The
evaluator has three options: they can select one
of the two translations, or a “tie” if they consider
both equally (un)natural. We conduct such pairwise
evaluation to compare the first-round output from
RefineContrast against human references, as well as
against Translate separately.

We evaluate 50 samples from en↔de and en↔zh
experiments in Section 3.3, and report in Figure 1
(left). Native speakers prefer RefineContrast to vanilla
Translate in all four directions, and even favour
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Figure 1: Human preferences on fluency and naturalness (source-free, left) and overall quality (source-based, right).

RefineContrast over human references when trans-
lating into English. It demonstrates that our sim-
ple strategy enhances the naturalness of GPT out-
puts and that WMT human references could be less
favourable than GPT outputs in some cases.

4.2 Overall quality

We also evaluate for general quality as a safeguard.
In this setup, a source sentence and two transla-
tions are given to an evaluator who is fluent in both
languages. They are asked to pick the translation
with better quality or indicate a tie. We only evalu-
ated two translation directions, English to and from
Chinese, due to the limited availability of bilingual
speakers. Similar to the previous evaluation, we
compare RefineContrast against human references, as
well as RefineContrast against Translate separately.

We report evaluator preferences in Figure 1
(right). It shows that GPT Refine attains slightly bet-
ter performance in zh→en and similar performance
in en→zh when compared with human references.
On the other hand, it is more favourable than GPT
Translate in terms of human judgements. Com-
bining evaluation outcomes, we conclude that the
refinement strategy could improve the target-side
naturalness without undermining general quality.

5 Analysis and Discussions

5.1 Performance through iterations

To investigate the behaviour of refinement strate-
gies through different iterations, we plot BLEU,
COMETDA, and COMETQE at different iterations
in Figure 2 for four translation directions: en↔de
and en↔zh. We find that Refine and RefineContrast
usually attain their best after undergoing more than
one refinement iteration, showing superiority to
one-off editing.7 However, in almost all Paraphrase

7The first iteration is equivalent to a one-off translation editing
using an LLM.

experiments, scores decrease monotonically, indi-
cating that semantics drift away as paraphrasing
iterates. Moreover, RefineRandom results start low,
gradually catch up, but never reach as high as Re-
fine or RefineContrast. This means that iterative re-
finement is indeed useful in fixing translations, but
starting with a reasonable translation is also crucial
for obtaining a strong result.

5.2 Diverging automatic scores

According to automatic string-based metrics, our
queries deliver lower-quality translations through it-
erations, but COMETDA scores remain comparable
and COMETQE scores mostly increase. We argue
that the string-based metrics might not accurately
indicate quality, but rather reflect text variations
with respect to the reference. We further verified
this via human evaluation that fluency and overall
quality are not impacted.

In Table 5 we show outputs from different strate-
gies for a single source input, where a native
speaker marked preference for RefineContrast. It il-
lustrates that the word choice is diverse for both
directions and specifically for Chinese→English,
there are substantial structural changes. The huge
variety in expressions across translations can result
in low BLEU with respect to human references, but
without much change in meaning, for instance, as
in Table 2 where BLEU can decline up to one-third,
but neural metric scores change little. In the field
of MT, a leap in BLEU is usually associated with
performance improvement; however, in our case, a
drop cannot be simply interpreted as performance
degradation. This can be attributed to the lexical
and structural diversity in the refined translations.

5.3 Human performance

A human translator is deemed to be fluent in their
native language, which intuitively is difficult for
a model to compete with. In our human evalua-
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Figure 2: BLEU, COMETDA, and COMETQE at different refinement and paraphrase iterations for high-resource translation.

tion, GPT fluency can be as good or even better
than reference translations—we offer two possible
explanations. First, the WMT references might
have been created by translators with varying exper-
tise, which may not represent upper-bound human
performance, especially when compared with ad-
vanced LLMs. More importantly, translations can
exhibit awkwardness in word and syntax choices,
potentially due to source language interference or
“shining through” (Gellerstam, 1986; Teich, 2003).

5.4 Relation to translationese

Both human and machine translations might be
more explicit, language-normalized, and simpler
(Baker, 1996; Koppel and Ordan, 2011). On a
broader scope, translationese is regarded as the dis-
tinct features in translations to include influences
from both the source and target sides. Although

MT normally learns from human translation data,
researchers found that human and machine trans-
lation patterns do not fully overlap (Bizzoni et al.,
2020). While translationese occurs in translations
inevitably, consumers could prefer translations that
are more natural in their native language, provided
that the semantics and utility are preserved.

From a narrow aspect, our method relates to ma-
chine translationese mitigation in terms of reducing
unnaturalness and literalness, instead of focusing
on state-of-the-art metric scores. It may be viable
to create diverse translations through iterations, as
we observe huge changes in BLEU scores. Mea-
suring these using automatic metrics at the moment
is challenging, especially given that most transla-
tion metrics are reference-based, where the refer-
ence can be translationese-prone in the first place.
COMETQE might be more robust to this end.
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Source Der 17-Jährige floh zunächst vom Tatort, seine Personalien konnten aber im Nachhinein ermittelt werden.
Reference The 17 year-old proceeded to flee the crime scene, however, his personal details could be retrieved later.
Translate The 17-year-old initially fled from the crime scene, but his personal information was later determined.
RefineContrast The 17-year-old initially fled from the scene of the crime, but his personal details could later be identified.
Paraphrase At first, the 17-year-old ran away from where the crime occurred, but eventually, the authorities were able to

identify him by his personal details.

Source 新法令规定，坎帕尼亚大区自即日起室内公共场所必须戴口罩，违者最高可处以1000欧元罚金。
Reference According to a new decree, people must wear masks in indoor public places in Campania from now on, and

offenders can be fined up to 1,000 euros.
Translate A new regulation stipulates that in Campania, indoor public places must wear masks. Violators can be fined

up to 1000 euros.
RefineContrast A new regulation states that in the Campania region, masks must be worn in indoor public places, with a

maximum fine of 1000 euros for those who violate the rule.
Paraphrase A new rule in Campania requires people to wear masks in indoor public places, and those who don’t follow

this rule may be charged up to 1000 euros.

Table 5: German→English and Chinese→English examples showing rich lexical variations across translation strategies.

6 Related Work

6.1 Translation post-editing
Closely related to our refinement prompting is au-
tomatic post-editing (APE), which trains a neural
network to fix translation errors by learning from
human correction data, that can be traced back to as
early as (Knight and Chander, 1994). While it has
shown advancements in statistical machine trans-
lation, it has been suspected to be less effective in
the deep learning era due to original translations
being high-quality and lack of post-editing data
(Junczys-Dowmunt and Grundkiewicz, 2018; Chat-
terjee et al., 2018). Whilst one way to facilitate this
is more data provision (Chollampatt et al., 2020;
Ive et al., 2020), our workaround utilizes a large
language model, which possesses the post-editing
capability without the need for specific training
or fine-tuning. Furthermore, post-editing models
might have limited power to alleviate awkwardness,
because human editing data is collected from an-
notators who are usually instructed to not make
style improvements (Ive et al., 2020). Compared to
APE, our method allows LLMs to re-generate an
entirely different translation, which could escape
the “post-editese” phenomenon, where Toral (2019)
demonstrated that human-edited machine transla-
tions still exhibit translationese features.

Some post-editing models do not rely on the
source translation or human editing data (Simard et
al., 2007). For instance, Freitag et al. (2019) trained
a post-editor solely on monolingual data by recon-
structing the original text given its round-trip trans-
lation. In our work, we incorporate stronger natural
language modelling into post-editing by employ-
ing LLMs. Other translation refinement research
includes combining statistical and neural systems

(Novak et al., 2016; Niehues et al., 2016), merging
APE into the NMT framework (Pal et al., 2020;
Chen et al., 2022), and debiasing translationese in
the latent embedding space (Dutta Chowdhury et
al., 2022). The iterative editing mechanism mostly
lies in non-autoregressive translation, where each
output token is independent of other target positions
and iterative decoding enhances output quality (Lee
et al., 2018; Gu et al., 2019; Xu and Carpuat, 2021).

6.2 Translation prompting with large
language models

Large language models have recently become
highly effective tools for various NLP tasks (Rad-
ford et al., 2019; Brown et al., 2020; Chowdhery
et al., 2022; Ouyang et al., 2022). Nowadays, op-
timising LLMs directly for specific tasks becomes
less important since they generalize to downstream
tasks even without explicit supervision. With more
parameters and training data, LLMs may offer
stronger performance than dedicated translation or
post-editing models. The method we use to elicit a
response from GPT is zero-shot prompting (Brown
et al., 2020), which means affixing a description to
the original task input to form a query to the model.
Researchers have benchmarked LLMs’ capability
to translate (Vilar et al., 2023; Zhang et al., 2023;
Jiao et al., 2023; Hendy et al., 2023), and to in-
terpret translation quality (Kocmi and Federmann,
2023; Lu et al., 2023; Xu et al., 2023).

Among the recent papers on LLM translation
prompting, we identify the following to be most
relevant to us. Previous findings show that GPT pro-
duces less literal translations, especially for out-of-
English translations (Raunak et al., 2023a), which
to some extent stands in contrast with our later hu-
man evaluation results on naturalness and fluency.

187



Raunak et al. (2023b) formalized post-editing as
a chain-of-thought process (Wei et al., 2022) with
GPT-4 and achieved promising results. Different
from their focus, our work features the iterative re-
finement process as a means to enhance naturalness
and fluency. Our work reveals that iterated refine-
ment is better than one-off editing. The observed
improvement, especially for into-English, may be
attributed to the abundant English pre-training data
available for LLMs. To the best of our knowledge,
although the concept of iterative refinement is not
new, ours is the pioneering paper in applying such
strategies to LLMs for translation.

7 Conclusion and Future Work

We presented a simple way to leverage an LLM
for translation refinement, which greatly helps flu-
ency and naturalness. It is shown that our method
maintains translation quality and introduces lexical
and structural changes, especially for high-resource
into-English translation. We have also discussed the
potential of using our work to obtain diverse, fluent
translations that are less translationese, as well as
the limitation in automatic metrics to measure this.

On a broader note, this work connects to the con-
cept of using LLMs to imitate collaborative transla-
tion refinement. Yet, it is important to acknowledge
the high cost of running a multi-round LLM re-
finement. Future work can explore sentence-level
refinement decisions to reduce cost.
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Abstract

Post-editing is crucial in the real world be-
cause neural machine translation (NMT)
sometimes makes errors. Automatic post-
editing (APE) attempts to correct the out-
puts of an MT model for better transla-
tion quality. However, many APE mod-
els are based on sequence generation, and
thus their decisions are harder to interpret
for actual users. In this paper, we pro-
pose “detector–corrector”, an edit-based
post-editing model, which breaks the edit-
ing process into two steps, error detec-
tion and error correction. The detec-
tor model tags each MT output token
whether it should be corrected and/or re-
ordered while the corrector model gener-
ates corrected words for the spans iden-
tified as errors by the detector. Experi-
ments on the WMT’20 English–German
and English–Chinese APE tasks showed
that our detector–corrector improved the
translation edit rate (TER) compared to the
previous edit-based model and a black-box
sequence-to-sequence APE model, in ad-
dition, our model is more explainable be-
cause it is based on edit operations.

1 Introduction

Neural machine translation (NMT) (Sutskever et
al., 2014; Bahdanau et al., 2015; Luong et al.,
2015; Wu et al., 2016; Vaswani et al., 2017) some-
times make errors (Ott et al., 2018), and post-
editing is crucial in the real world to correct the

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Figure 1: Overview of the post-editing process of our
detector–corrector model. The detector tags as “Jeden
Abend” is untranslated, “drink” and “I” should be reordered,
etc. The corrector generates the word sequence for replace-
ment and insertion.

mis-translations. Automatic post-editing (APE) at-
tempts to correct and refine the translations gen-
erated by MT models (MT sentences) for better
translation quality. However, many APE mod-
els are based on sequence generation (Junczys-
Dowmunt and Grundkiewicz, 2018; Correia and
Martins, 2019; Sharma et al., 2021; Chatterjee et
al., 2019; Chatterjee et al., 2020; Bhattacharyya
et al., 2022), and their decision for correction is
harder to interpret due to the black-box nature of
the generation models.

Some prior work (Malmi et al., 2019; Gu et
al., 2019; Omelianchuk et al., 2020; Stahlberg and
Kumar, 2020; Mallinson et al., 2020; Mallinson
et al., 2022) showed that edit-based models im-
prove interpretability in monolingual text editing,
e.g., grammatical error correction (GEC), com-
pared with sequence-to-sequence models. The
APE task can be regarded as a text edit task in
terms of rewriting MT sentences, but differs from
general monolingual text editing tasks in that it
uses cross-lingual information from source sen-
tences, such as inserting untranslated words and re-
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ordering translation words. For example, if an edit-
based model cannot perform reordering, it is rep-
resented as deletion and insertion, which increases
the number of edit operations and makes it harder
for humans to interpret the edit.

In this paper, we propose “detector–corrector”,
an edit-based post-editing model, in which the
post-editing process is broken into two steps for
assisting human post-editing: error detection and
error correction. We designed our model after
interviewing with professional translators regard-
ing the post-editing process; specifically, they first
spot errors and then make corrections, and omis-
sion errors are crucial for the editing process. The
overview of our detector–corrector model is shown
in Figure 1. The detector model, which extends
a word-level quality estimation (QE) model, tags
each MT output token as whether it should be
corrected and/or reordered and identifies which
source tokens are not translated in the MT sen-
tence. Then, the corrector model receives the
annotated source and MT sentences and corrects
words for each span identified as incorrect in the
detector model. Our corrector model can insert any
number of spans of variable length. In addition,
we propose data augmentation methods especially
designed for the detector and corrector models to
enhance each model, and lightweight iterative re-
finement to improve the inference speed.

Experiments on the WMT’20 English–German
(En–De) and English–Chinese (En–Zh) APE tasks
showed that our detector–corrector improved
translation edit rate (TER) (Snover et al., 2006)
compared to not only an edit-based model (Gu
et al., 2019) but also a black-box sequence-to-
sequence model by 0.7 points in En–De and En–
Zh. Moreover, our model is more explainable
than sequence-to-sequence models because it is
based on edit operations and it can be integrated
into computer-aided translation tools (Herbig et
al., 2020).

2 Background and Related Work

2.1 Edit-Based Model

Chen et al. (2020) have built an edit-based GEC
system that detects erroneous spans and then cor-
rects the words within the detected erroneous
spans. GECToR (Omelianchuk et al., 2020) is also
an edit-based GEC mode, in which the model pre-
dicts the error type tag for each word, and then
words identified as errors are corrected according

to the rules for each tag type.
Levenshtein Transformer (Gu et al., 2019), a

non-autoregressive Transformer encoder-decoder
model, predicts deletion, placeholder insertion,
and word filling. It can be used for the APE task
by rewriting an MT sentence, but it cannot repre-
sent reordering and detecting untranslated words.
Seq2Edits (Stahlberg and Kumar, 2020) edits an
input text by span tagging and replacement pre-
diction to improve interpretability for text-editing
tasks. However, it is not suitable for the APE task
because it only monotonically edits an MT output
from left to right according to the tags and cannot
perform reordering of spans or inserting missing
words which often occur in erroneous translations.
FELIX (Mallinson et al., 2020) breaks down text
editing into three components: tagging, reorder-
ing, and word in-filling. It performs tagging using
a pre-trained encoder model like BERT, reorder-
ing using a pointer network, and predicting words
of replacement and insertion using a masked lan-
guage model. However, it does not explicitly use
source information. In addition, word insertion is
predicted non-autoregressively; thus, the number
of words to be inserted must be given in advance
for the insertion operation, which is not trivial.
EdiT5 (Mallinson et al., 2022) uses the T5 (Raf-
fel et al., 2020) encoder-decoder and decomposes
the editing process into (1) tagging that decides
which tokens are kept, (2) reordering the input to-
kens, and (3) insertion that infills the missing to-
kens. Unlike FELIX, Edit5 uses the autoregressive
T5 decoder for word prediction, allowing for vari-
able length insertion. However, the positions that
can be inserted depend on the special tokens used
in pre-training of T5 for filling masked spans, e.g.,
<extra id 6> as <pos6>; thus, the number of
positions that can be inserted is limited to those
observed in pre-training.

2.2 Word-Level Quality Estimation

The word-level quality estimation task estimates
the word-level quality of MT sentences, which is
closely related to the post-editing task. It is di-
vided into three binary classifications (Specia et
al., 2020): MT-tag, MT-gap, and SRC-tag. MT-
tag detects erroneous words in MT sentences. MT-
gap predicts where to insert untranslated words in
MT sentences, and SRC-tag detects untranslated
source words.

Predictor-estimator model (Kim et al., 2017a;
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Kim et al., 2017b) is a well-known architecture
for the word-level quality estimation task, in which
the predictor is used for feature extraction from
translation results while the estimator estimates
the translation quality based on the features from
the predictor. Ding et al. (2021) used Leven-
shtein Transformer (Gu et al., 2019) for the word-
level quality estimation task. Their method uses
the edit probabilities of deletion and insertion of
Levenshtein Transformer as tag prediction prob-
abilities instead of explicitly predicting OK/BAD
tags. DirectQE (Cui et al., 2021) is a pre-training
method designed for the QE task, which consists
of two components: generator and detector. In pre-
training, The generator rewrites words by a cross-
lingual masked language model, then the detec-
tor detects the replaced words. After pre-training,
the detector model is fine-tuned with real QE data.
SiameseTransQuest (Ranasinghe et al., 2020) em-
ployed the word-level QE architecture using XLM-
R for the sentence-level quality estimation task,
and they showed that using XLM-R is effective
in the QE task. Ranasinghe et al. (2021) demon-
strated that the fine-tuned XLM-R predicts word-
level QE on other language pairs than a language
pair that is trained explicitly, i.e., the model can
perform zero-shot QE.

2.3 Automatic Post Editing

The automatic post-editing (APE) task aims to im-
prove the translation quality by editing translations
generated from black-box MT models (Chatter-
jee et al., 2020). The APE system receives the
source and MT sentences and generates the post-
edited (PE) sentence. This task mainly evaluates
correction performance using translation edit rate
(TER) (Snover et al., 2006) based on the edit dis-
tance between the human-revised translation and
the corrected sentence.

Correia and Martins (2019) built a sequence-
to-sequence APE system by only fine-tuning pre-
trained BERT models, in which weight initializa-
tion is carefully designed to employ pre-trained
weights for both encoder and decoder. In the
APE shared task, the high-ranked systems of-
ten employ Transformer encoder-decoder architec-
tures with pre-trained models (Chatterjee et al.,
2020; Bhattacharyya et al., 2022; Yang et al.,
2020; Wang et al., 2020; Lee et al., 2020; De-
oghare and Bhattacharyya, 2022; Huang et al.,
2022). The sequence-to-sequence model, which

Figure 2: Overview of our detector model. The model detects
OK and BAD tags as 0 and 1, respectively.

learns post-editing in an end-to-end manner, can
achieve high translation quality; however, it can-
not explicitly expose the editing process, making
it hard to utilize the model in scenarios that re-
quire manual checking. The copy mechanism (Gu
et al., 2016) can be used for APE tasks by copying
words in MT sentences that do not need to be mod-
ified (Huang et al., 2019). This model can show us
edited and non-edited words using the copy prob-
ability. Neural Programmer-Interpreter (NPI) (Vu
and Haffari, 2018) generates PE sentences by pre-
dicting the edit actions and the target tokens com-
prising three editing operations: keep, delete, and
insert. Although NPI is more interpretable than
the sequence-to-sequence models, it cannot repre-
sent reordering nor differentiate replacement and
insertion. Deoghare et al. (2023) incorporated the
word-level quality estimation into an APE model.
Their model predicts which word should be edited
through multi-task learning; however, it cannot use
human-annotated QE tags because the information
of QE tags, which is passed to the decoder, is rep-
resented as hidden vectors.

3 Proposed Model: Detector–Corrector

3.1 Detector

Our detector model (Figure 2) predicts shift and
edit operations based on translation edit rate
(TER) (Snover et al., 2006). TER iteratively re-
orders an input sequence to minimize the edit dis-
tance from the target sequence, called “shift” op-
eration, then calculates edit distance between the
reordered input sequence and the target sequence,
called “edit” operations. To represent this TER
behavior, our detector model performs tagging
to predict whether edits are need needed (“Tag-
ging” in Figure 2), and reordering of the given
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MT sentence with a pointer network (Vinyals et
al., 2015) (“Reordering” in Figure 2). Let x =
(x1, . . . , x|x|) ∈ V∗ and y = (y1, . . . , y|y|) ∈ V∗
denote the given source sentence and its transla-
tion generated by machine translation (MT sen-
tence), respectively, where V∗ is the Kleene clo-
sure of the vocabulary1 V . Note that both x
and y always have the end-of-sentence symbol
“</s>” as the last tokens, i.e., x|x| = y|y| =
“</s>”. Let x ◦ y be the concatenated se-
quence, where ◦ represents the join operation
with a separator token between the sequences2.
XLM-RoBERTa (XLM-R) encoder (Conneau et
al., 2020) encodes the concatenated sequence x◦y
into D-dimensional hidden vectors through L lay-
ers H(L) = (h

(L)
1 , . . . ,h

(L)
|x◦y|)

⊤ ∈ R|x◦y|×D.

Tagging To perform tagging, we train a word-
level quality estimation model. In particular, the
detector model performs three binary classifica-
tions as defined by Specia et al. (2020): MT-tag,
MT-gap, and SRC-tag.

Let oT ∈ {0, 1}|y| denote the MT-tag which
represents whether an MT token would be edited,
i.e., oTi = 1 if yi is deletion or replacement in a
TER edit sequence, e.g., “bier” in Figure 2. The
MT-tag classification identifies whether an MT to-
ken should be edited based on the bad probabili-
ties:

pTi := p(oTi = 1|x,y) = σ(w⊤
T h

(lT )
yi ), (1)

where wT ∈ RD is a learned parameter for MT-tag
prediction, 1 ≤ lT ≤ L denotes the layer used for
MT-tag prediction, and σ : R→ [0, 1] is a sigmoid
function. Note that h(l)

yi is a row of H(l), which is
the hidden vector corresponding to the token yi in
the l-th layer.

Similarly, MT-gap classification predicts
whether some words need to be inserted at a
token boundary in the MT sentence based on the
insertion probabilities:

pGi := p(oGi = 1|x,y) = σ(w⊤
G[h

(lG)
yi−1

;h(lG)
yi ]),

(2)
where oG ∈ {0, 1}|y| represents insertion in a TER
edit sequence, e.g., the token boundary between
1We employ XLM-R, a multilingual encoder; thus, the vocab-
ulary is shared between the source and target languages.
2In XLM-R, the class token is represented by “<s>”, and two
sentences are joined by “</s>” symbols, like “<s> a b c
</s> </s> A B </s>”. We regard the first symbol as the
end-of-sentence symbol of the first sentence, i.e., x|x|, and
the second one as the separator token.

“bier” and “</s>” in Figure 2. wG ∈ R2D is
a learned parameter for MT-gap prediction, 1 ≤
lG ≤ L denotes the layer used for MT-gap pre-
diction, and [·; ·] denotes the concatenation of two
vectors. Note that y0 is the separator token be-
tween the source and MT sentences.

Likewise, the SRC-tag oS ∈ {0, 1}|x| is con-
structed from a source-target word alignment as
xi = 1 if xi is not aligned to any target token like
“Jeden” and “Abend” in Figure 2. In this paper, we
used AWESOME-ALIGN (Dou and Neubig, 2021)
to obtain the gold alignment. The SRC-tag classi-
fication predicts whether a source token is untrans-
lated or not using the probabilities:

pSi := p(oSi = 1|x,y) = σ(w⊤
S h

(lS)
xi

), (3)

where wS ∈ RD is a learned parameter for SRC-
tag prediction and 1 ≤ lS ≤ L denotes the layer
used for SRC-tag prediction.

During inference, each tag oT , oG, and oS are
respectively predicted to be “BAD” when each
probability pi is greater than 0.5, and “OK” oth-
erwise.

Reordering Our detector also predicts reorder-
ing by generating the reordered sequence ȳ =
(ȳ1, . . . , ȳ|ȳ|) using the pointer network (Vinyals
et al., 2015) at the top of the decoder. It autore-
gressively selects the next token for each timestep
from the MT sentence according to the probability
pR, as follows:

ȳ∗ = argmax
(ȳ1,...,ȳ|ȳ|)

|y|∏

i=1

pR(ȳi|x,y, ȳ<i), (4)

pR(ȳi = yj |x,y, ȳ<i) ∝ exp(k⊤
yjqȳi), (5)

kyj = Wkhyj , (6)

qȳi = WqDecoder(ȳ<i,H
(L)), (7)

where Decoder : V∗ × R|x◦y|×D → RD is a
Transformer decoder that computes a hidden vec-
tor of the i-th step qȳi from the given encoder hid-
den vectors and the prefix of reordered sequence.
Wq ∈ RD×D and Wk ∈ RD×D are the learned
parameters, and ȳ∗ is the reordered sequence pre-
dicted by the model. Note that the hidden vec-
tors H(L) are computed using the same encoder
as used in tagging.

During inference, the tokens of the MT sentence
and their corresponding MT-tag and MT-gap are
reordered according to the order of ȳ∗. Note that
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the MT-gap tags are reordered in accordance with
the order of their right-side tokens of boundaries.
For example, in Figure 2, the MT-gap model pre-
dicts that some words need to be inserted at the to-
ken boundary between “bier” and “</s>”, and the
boundary position is attached to the left of “</s>”
after reordering.

Objective function We trained the MT-tag, MT-
gap, and SRC-tag classifications by minimizing
their objective functions, LT , LG, and LS , com-
puted by the binary cross-entropy, as follows:

−
∑

i

(oi log pi + (1− oi) log(1− pi)) , (8)

where oi ∈ {0, 1} is the ground truth label of the
probability pi. The model is also trained to gen-
erate reordered MT sentences by minimizing the
following cross-entropy:

LR = −
|y|∑

i=1

log pR(ȳi|x,y, ȳ<i), (9)

where the gold reordered sequence is created from
the TER shift alignment. Finally, our detector
model is trained by minimizing the following ob-
jective L through multi-task learning:

L = LT + LG + LS + LR. (10)

Note that all loss functions in L are computed dur-
ing a single forward pass since the encoder param-
eters are shared between all tagging and reordering
predictions.

3.2 Corrector
The corrector model (Figure 3) corrects the re-
ordered MT sentence by generating tokens corre-
sponding to the erroneous spans identified by MT-
tag and MT-gap predictions. The corrector repre-
sents edit operations by predicting zero words in a
bad span for deletion, one or more words in a bad
span for replacement, and one or more words in an
insertion span for insertion, as shown on the output
of the decoder in Figure 3.

First, the tags predicted by the detector model
are used to annotate the source sentence and its
corresponding reordered MT output as span tags.
In the source sentence, <bad> and </bad> tags
are inserted to the beginning and end of untrans-
lated spans, respectively, using the SRC-tag oS , as
shown on the left side of the input of the XLM-
R encoder in Figure 3. Similarly, <bad> and

Figure 3: Token generation within each tagged span by our
corrector model.

</bad> tags are inserted into reordered MT out-
put where identified by the MT-tag tagging oT in
addition to the <ins> and </ins> tags to the po-
sitions that need to be inserted words, as shown on
the right side of the input of the XLM-R encoder
in Figure 3.

Next, the annotated source and reordered MT
sentences are concatenated with the separator to-
ken and fed into the encoder. We initialize the
corrector encoder with XLM-R as well as the de-
tector model in order to preserve consistency with
the subword unit tags used in the detector. Then,
the decoder generates tokens for all tagged spans
in the left-to-right manner until the number of cor-
rected spans satisfies the number of bad and inser-
tion spans in the annotated reordered MT sentence.
Finally, our detector–corrector outputs a corrected
target sentence by replacing each tagged span of
the MT sentence with a token sequence predicted
by the corrector decoder.

Our corrector can be regarded as a translation
suggestion (TS) model (Yang et al., 2022a; Yang
et al., 2022b), in which better alternative transla-
tions are suggested phrase-by-phrase by replacing
incorrect translation spans. Our model differs from
TS models in that untranslated spans in source sen-
tences are explicitly identified and incorrect trans-
lations and/or insertions are clearly differentiated
by the bad and insertion tags, respectively. Fur-
thermore, MT sentences are reordered and multi-
ple spans are corrected in our model, which are out
of the scope of the TS task3.

3The TS task assumes only a single incorrect span for each
sentence and does not treat reordering.
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3.3 Data Augmentation
3.3.1 Data Augmentation for Detector

Since the detector–corrector is trained to cor-
rect only erroneous spans identified by the detec-
tor, improving the tagging accuracy will directly
lead to improved translation quality. For this pur-
pose, we create the synthetic data from the refer-
ence translations of the training data and let the
detector learn the editing operations of deletion,
replacement, and insertion. We randomly delete
tokens with a probability of 5%, insert tokens with
a probability of 10%, and replace tokens with a
probability of 30%. We employ XLM-R to fill the
masked tokens for the replacement and insertion
decision.

3.3.2 Data Augmentation for Corrector
The training data for the corrector model is cre-

ated from the tokens for each span identified as
an error using the oracle annotated source and
MT sentences. However, the detector might make
wrong decision during inference, which might
cause a large discrepancy between the training and
inference for the corrector. In addition, the perfor-
mance of the corrector might suffer from the lim-
ited coverage of the vocabulary in the training data
when compared with a conventional sequence-to-
sequence MT model. For these reasons, we em-
ploy two simple data augmentation methods for
the corrector model without additional computa-
tional cost: MT training and PE training. These
two augmentation methods are orthogonal with
each other; thus, they can be combined.

MT Training In MT training, the corrector
model is trained to predict the PE sentence from
only the source sentence without the correspond-
ing MT sentence. To preserve the model consis-
tency, an MT output is treated as an empty text
by augmenting with “<ins> </ins>” so that the
model learns to insert the whole PE sentence from
the empty MT sentence. The encoder input se-
quence of MT training is formulated as follows:

<bad> x </bad> ◦ <ins> </ins>, (11)

and the corrector is trained to generate the
post-edited sentence with the insertion, i.e.,
<ins> yPE </ins>, where yPE ∈ V∗ is the
post-edited sentence.

PE Training PE training differs from MT train-
ing in that the MT sentences are given. The cor-
rector model is trained to generate the whole PE

sentence from the given source and MT sentences.
This is the same setting as the standard sequence-
to-sequence APE model training, except that the
MT sentence is explicitly annotated as “<bad>”.
To maintain model consistency, the whole MT sen-
tence is treated as a bad span to be corrected:

x ◦ <bad> y </bad>, (12)

and the model learns to replace the MT sentence
with the PE sentence, i.e., the model is trained to
generate <bad> yPE </bad>.

3.4 Lightweight Iterative Refinement
The detector model detects each erroneous span
in a non-autoregressive manner; thus, a single in-
ference may not generate sufficiently correct PE
sentences that are consistent across the entire sen-
tence. To address such issues, some prior non-
autoregressive models (Gu et al., 2019; Kasai et
al., 2020; Omelianchuk et al., 2020) decode se-
quences by iteratively feeding the output into the
model. We follow the practice by iteratively re-
fining an MT sentence by treating the post-edited
sentence corrected by our model as an MT output,
i.e., the corrected sentence in the k− 1-th iteration
is used as the input of the detector model in the
k-th iteration. However, the iterative refinement
approach demands huge computation in particular
for our approach, in which an end-to-end inference
predicts three edit operations in the following or-
der: tagging, reordering, and correcting.

Tagging can be predicted with only a single for-
ward pass of the detector encoder, and correcting
can be finished very quickly since it generates only
a few words for each erroneous span. In contrast,
reordering is relatively slower than the other oper-
ations because the decoder runs for the length of
the MT sentence in an auto-regressive manner.

In order to overcome such bottleneck, we pro-
pose lightweight refinement, in which inference is
carried out only by predicting tags and generating
correct tokens without reordering after the second
time in the iterative refinement.

4 Experiments

4.1 Setup
We compared the translation quality of our
detector–corrector with that of the sequence-to-
sequence (seq2seq) APE model and Levenshtein
Transformer (LevT) (Gu et al., 2019). We evalu-
ated TER (↓T), BLEU (↑B), and COMET (↑C) us-
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ing SACREBLEU (Post, 2018) and COMET4 (Rei
et al., 2020; Rei et al., 2022) in the WMT’20
English–German (En–De) and English–Chinese
(En–Zh) automatic post-editing tasks.

Datasets Training data came from WMT’20
APE tasks, which were created from wikipedia ar-
ticles that contain 7,000 sentences, and we applied
upsampling by 20 times to them. In addition to
the provided data, we created additional training
data that consists of ⟨source sentence, MT sen-
tence, PE sentence⟩ triplets using a parallel corpus
following the idea from Negri et al. (2018). In par-
ticular, we randomly sampled 2 million sentences
from the training data of the WMT’19 En–De and
En–Zh translation tasks and translated them with
MT models, which were used to generate the data
for the APE tasks (Fomicheva et al., 2020). As
described in Section 3.3, the training data for the
detector and corrector were further augmented.
The data statistics are shown in the appendix (Ta-
ble 10).

Models The seq2seq APE model, LevT, and our
detector–corrector comprise the XLM-R large en-
coder and Transformer decoder. The seq2seq,
LevT, and corrector models were trained in 60,000
steps, and the detector model was trained in 40,000
steps. All models were optimized by Adam opti-
mizer (β1 = 0.9, β2 = 0.98). The learning rate
was linearly increased up to 4,000 steps and then
decayed proportional to the inverse square root of
the training steps. The beam size was set to 5,
and the length penalty was set to α = 1.0. We
saved checkpoints of all models for every 1,000
steps and took an average of the last 5 checkpoints.
The LevT edited the MT sentences 5 times itera-
tively, and the detector–corrector edited 4 times,
i.e., k = 4, by tuning on the development set. For
tagging, we used the intermediate representations
of the 20th layer, i.e., lT = lG = lS = 20 in En–
De, and the 24th layer, i.e., lT = lG = lS = 24
in En–Zh. The details of each model are shown in
the appendix (Table 9).

4.2 Results

Our main results are shown in Table 1. Our
detector–corrector model improved TER and
BLEU from both LevT and seq2seq models. Espe-
cially in TER, detector–corrector outperforms the

4https://huggingface.co/Unbabel/
wmt22-comet-da

Dataset Model ↓T ↑B ↑C
En–De do nothing (MT) 31.3 50.2 77.1

seq2seq 28.4 53.3 77.7
LevT (Gu et al., 2019) 31.9 49.4 75.6
detector–corrector 27.7† 53.6 79.6†

En–Zh do nothing (MT) 58.3 24.3 86.3
seq2seq 56.7 26.0 89.4†

LevT (Gu et al., 2019) 59.3 23.6 86.0
detector–corrector 56.0 26.1 89.2

Table 1: Comparison of post-editing performance in the
WMT’20 En–De and En–Zh APE tasks. Do nothing (MT)
does not edit MT sentences and the scores are calculated be-
tween MT and PE sentences. The best scores of each dataset
are emphasized by the bold font. The symbol † indicates that
the score difference is statistically significant (p < 0.05) be-
tween seq2seq and detector–corrector.

En–De En–Zh

Model ↓T ↑B ↑C ↓T ↑B ↑C
ours 27.7† 53.6† 79.6† 56.0† 26.1† 89.2†

- light-iter 28.9 52.1 77.7 56.6 25.5 88.0
-- MT training 29.3 51.5 77.7 56.6 25.4 88.3
-- PE training 29.2 51.8 77.7 56.6 25.2 88.3
-- DAug for corrector 30.2 50.1 77.6 57.0 24.9 88.6
--- DAug for detector 31.2 49.0 77.1 61.2 22.7 86.7

Table 2: Ablation study of our methods in the WMT’20 En–
De and En–Zh APE tasks. The symbol † indicates that the
score difference is statistically significant (p < 0.05) between
“ours” and “- light-iter”.

black-box seq2seq model by 0.7 % in En–De and
En–Zh while providing the editing process.

Table 2 shows the ablation study of our pro-
posed methods. In the table, “light-iter” denotes
the lightweight iterative refinement, and “DAug”
denotes data augmentation. The results show that
both lightweight iterative refinement and data aug-
mentation for the detector and corrector are ef-
fective, which improve the TER scores by 3.5 %
in En–De and 5.2 % in En–Zh compared to the
vanilla detector–corrector.

Our data augmentation for the detector can
be used for other baseline models, seq2seq and
LevT5. To confirm that the data augmentation is
effective for our model, we also trained the base-
line models using the augmented data. Table 3
shows that the translation quality of baseline mod-
els trained on the augmented data. Unlike the
“DAug for detector” row in Table 2, there is no
improvement in all metrics of more than 1 % even
if the augmented data is used. This is because the

5The data augmentation for corrector cannot be applied to
other models because they have been already trained to gen-
erate the whole target sentence.
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↓T ↑B ↑C
Dataset Model w/o w w/o w w/o w

En–De seq2seq 28.4 28.4 53.3 52.9 77.7 78.0
LevT 31.9 32.1 49.4 49.0 75.6 75.8

En–Zh seq2seq 56.7 57.0 26.0 26.0 89.4 89.5
LevT 59.3 59.9 23.6 23.4 86.0 86.1

Table 3: Translation quality of baseline models trained using
our data augmentation for the detector.

Tagging Dataset DAug MCC F1-OK F1-BAD

Target En–De w/o 0.468 0.935 0.523
w/ 0.475 0.937 0.526

En–Zh w/o 0.505 0.893 0.602
w/ 0.537 0.902 0.619

Source En–De w/o 0.782 0.985 0.794
w/ 0.791 0.985 0.805

En–Zh w/o 0.641 0.943 0.695
w/ 0.676 0.948 0.724

Table 4: Word-level quality estimation performance of our
detector model.

data augmentation for the detector is designed to
enhance word-level quality estimation.

To summarize, we confirmed that our model
outperformed LevT and a black-box seq2seq
model, and our approaches mitigate the transla-
tion quality degradation issue caused by predict-
ing tags in a non-autoregressive manner and being
trained from only a vocabulary limited to correc-
tion words.

5 Discussion

5.1 Accuracy of the Detector

We evaluated the tagging performance of our de-
tector model and investigated the effectiveness of
data augmentation for the detector. Since tags are
predicted on subword units, we assigned a BAD
tag to a word if one of the subwords in the word
was assigned a BAD tag. The gold tags are cal-
culated from the TER edit sequence after applying
the shift operations in the same way as described
in Section 3.1.

Table 4 shows the results of the word-level
quality estimation. In the table, “MCC” de-
notes Matthews correlation coefficient (Matthews,
1975). “Target” and “Source” are the target-side
tagging, i.e., MT-tag and MT-gap without distinc-
tion, and the source-side tagging, i.e., SRC-tag, re-
spectively. We only compared our models with and
without data augmentation. This is because in the

Dataset Model ↓T ↑B ↑C
En–De do nothing (MT) 31.3 50.2 77.1

detector–corrector 27.7 53.6 79.6
w/ oracle tags 13.8 74.6 82.9

(-13.9) (+21.0) (+3.3)

En–Zh do nothing (MT) 58.3 24.3 86.3
detector–corrector 56.0 26.1 89.2

w/ oracle tags 33.2 46.6 90.1
(-22.8) (+20.5) (+0.9)

Table 5: Correction performance in the WMT’20 En–De and
En–Zh APE tasks when the erroneous spans are given manu-
ally.

WMT’20 word-level QE task, the target-side tags
are produced from TER edit operations without
shift operations, and the source-side tags are pro-
duced by FAST ALIGN6 (Dyer et al., 2013), while
in our model the target-side tags include the shift
operation and the source-side tags are produced
by AWESOME-ALIGN. The results show that the
data augmentation for the detector improved the all
MCC scores, which has the direct impact to the im-
provements measured by BLEU and TER for our
detector–corrector as shown in Table 2.

5.2 Correction Performance of Oracle
Tagged Sentences

We evaluated the performance of the corrector
model for oracle tags, assuming a setting in which
error spans are given manually. Oracle tags were
given from the TER alignment between the MT
sentence and the reference translation as well as
the supervision in the training data.

In Table 5, “w/ oracle tags” shows the result
of oracle correction in the WMT’20 En–De and
En–Zh APE tasks. The results showed that when
given the ideal tags, the correction performance
significantly improved by -13.9 and -22.8 % TER,
+21.0 and +20.5 % BLEU, and +3.3 and +0.9 %
COMET in En–De and En–Zh, respectively. This
means that the corrector model has been success-
fully trained, and a further improvement in post-
editing performance can be achieved by improving
the accuracy of the detector model.

5.3 Ablation Study of Reordering

We also investigated the effectiveness of using the
reordering operation. The training data for the
model without reordering was created from the
edit alignments based on the edit distance. We

6SIMALIGN (Jalili Sabet et al., 2020) is employed since the
WMT’21 word-level QE task.
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En–De En–Zh

Reordering ↓T ↑B ↑C ↓T ↑B ↑C
w/ 28.9 52.1 77.7 56.6 25.5 88.0
w/o 28.9 52.4 78.2 57.4 24.9 88.1

Table 6: Translation quality of detector–corrector with and
without reordering. Note that we evaluated translation quality
on the results of the first iteration in iterative refinement.

En–De En–Zh

Reordering # of edits TERMT # of edits TERMT

w/ 2,506 17.6 5,603 31.6
w/o 2,614 18.5 7,410 38.0

Table 7: The total number of spans tagged by the detector and
TER scores that measured the amount of editing from the MT
sentence to the post-edited sentence corrected by the corrector
in the WMT’20 APE En–De and En–Zh tasks.

compared the translation quality in the first iter-
ation. Table 6 shows the experimental results of
detector–corrector with and without reordering. In
TER, which indicates the number of edits to the
reference translation, detector–corrector without
reordering resulted in the same score as detector–
corrector with reordering in En–De and degraded
in En–Zh.

To investigate this gap in TER scores, we
counted the total number of spans tagged by the
detector and evaluated the TER score that mea-
sured the number of edits from the MT sentence to
the post-edited sentence corrected by our detector–
corrector (TERMT). Table 7 shows that the num-
ber of edited spans was decreased by reordering,
especially in En–Zh. In addition, the reordering
operation reduces the TERMT by 0.9% and 6.4%
in En–De and En-Zh, respectively. This means
that the number of edits from the MT sentence and
the number of edits to the reference translation de-
creases by using the reordering operation; hence,
the editing process becomes easier for humans to
interpret.

In summary, we confirmed that reordering is ef-
fective in reducing the number of edits, as shown
by the TER scores in Table 6 and Table 7.

5.4 Effectiveness of Iterative Refinement

To verify the effectiveness of iterative refine-
ment, we evaluated BLEU and TER scores in the
WMT’20 En–De APE task at various numbers of
inference iterations k ∈ {1, 2, 3, 4, 5} on the de-
velopment set. We also compared the difference
between including (“full-iter”) and not including
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(a) Comparison of TER scores for each iteration.
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(b) Comparison of BLEU scores for each iteration.

Figure 4: Comparison of various iterations in iterative refine-
ment. The scores were evaluated on the development set in
the WMT’20 En–De APE task.
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Figure 5: Number of tagged spans per sentence in the
WMT’20 En–De APE task.

(“light-iter”) reordering when k ≥ 2. Figure 4(a)
and 4(b) shows that the first iterative refinement
(k = 2) significantly improved the TER and BLEU
scores from the first inference (k = 1). From
k = 2 to 4, we see a slight improvement in both
TER and BLEU. Comparing the iterative refine-
ment methods, light-iter was slightly more accu-
rate than full-iter, but the difference is lower than
0.1 % in both metrics.

Figure 5 shows the average number of bad- and
insertion-tagged spans of MT sentences, which
was corrected by the corrector. The figure shows
that the number of corrected spans decreases in
each iteration, especially when it significantly de-
creases in the second refinement, i.e., k = 2, which
corresponds to the decrease of TER and BLEU in
Figure 5.
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Source Georgia Lee , 89 , Australian jazz and blues singer .
Reference 乔治亚 ·李 ( Georgia Lee ) , 89岁,澳大利亚爵士和蓝调歌手。
MT (TER=64.7) 89岁的佐治亚州李 ,澳大利亚爵士乐和布鲁斯歌手 .

Reordered MT 的佐治亚州李 89岁 ,澳大利亚爵士乐和布鲁斯歌手 .

k = 1 Annotated source Georgia Lee <bad>, </bad> 89 , Australian jazz and blues singer .

Annotated MT <bad>的</bad> 佐治亚 <bad>州</bad> 李 <ins></ins> 89岁,澳大利亚爵

士乐和 <bad>布鲁斯</bad> 歌手 <bad>.</bad>

Correction <bad></bad> <bad> · </bad> <ins>,</ins> <bad>蓝调</bad>

<bad>。</bad>
Output (TER=35.3) 佐治亚 ·李 , 89岁 ,澳大利亚爵士乐和蓝调歌手。

k = 2 Annotated source Georgia Lee , 89 , Australian jazz and blues singer .
Annotated MT 佐治亚 ·李 <ins></ins> , 89岁,澳大利亚爵士乐和蓝调歌手。
Correction <ins> ( George Lee ) </ins>
Output (TER=17.7) 佐治亚 ·李 ( George Lee ) , 89岁 ,澳大利亚爵士乐和蓝调歌手。

Table 8: An example of the editing process.
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Figure 6: Cumulative time taken for each inference step. “k-
D” and “k-C” denote the k-th inference step of the detector
model and corrector model, respectively.

We also measured the cumulative time for each
inference step. Figure 6 shows the total inference
time in seconds for full-iter and light-iter when
processing 1,000 sentences. In the figure, “k-D”
and “k-C” denote the k-th inference step of the de-
tector model and corrector model, respectively. It
can be seen that light-iter infers faster than full-
iter because light-iter does not predict reordering,
which is time-consuming, in the detector inference
at each iteration in k ≥ 2.

From the results, our detector–corrector is fur-
ther improved by using iterative refinement at least
twice, and the inference speed is reduced by two-
thirds using our lightweight iterative refinement
without losing qualities.

5.5 Case Study: Editing Process
We analyzed examples of the editing processes of
detector–corrector. Table 8 shows an example of
the editing process of an MT sentence. In the ta-
ble, the “Annotated source” line is the source sen-
tences annotated with SRC-tag by the detector, and

the “Annotated MT” line is the reordered MT sen-
tences annotated with MT-tag and MT-gap by the
detector. The “Correction” and “Output” lines are
the correction sequence generated by the corrector
and the outputs of the detector–corrector, respec-
tively. The table shows that our model detects and
corrects the erroneous spans iteratively, and out-
puts the sentence with 17.7 TER in the second it-
eration. Note that the detector did not detect any
erroneous spans in this example when k ≥ 3. The
table also shows that our model swaps two spans,
“89 岁” and “佐治亚州 李”, which makes the
word order align with the source sentence and ref-
erence translation.

6 Conclusion

We proposed “detector–corrector”, the edit-based
automatic post-editing (APE) model, which ex-
plains which words are wrong in MT sentences
and how to correct them for human post-editors.
Experiments on the WMT’20 English–German
and English–Chinese APE tasks showed that our
detector–corrector model provides the editing pro-
cess and outperformed the previous edit-based
model, Levenshtein Transformer, and a black-box
sequence-to-sequence APE model in TER.

In the future, we will further investigate what
is needed to reduce the workload of human post-
editors.
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ana Neves, Martin Popel, Marco Turchi, and Marcos
Zampieri, editors, Proceedings of the Seventh Con-
ference on Machine Translation (WMT), pages 109–
117, Abu Dhabi, United Arab Emirates (Hybrid),
December. Association for Computational Linguis-
tics.

Chatterjee, Rajen, Christian Federmann, Matteo Ne-
gri, and Marco Turchi. 2019. Findings of the
WMT 2019 shared task on automatic post-editing.
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Herbig, Nico, Tim Düwel, Santanu Pal, Kalliopi
Meladaki, Mahsa Monshizadeh, Antonio Krüger,
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A Ethical Considerations

We trained all models from open datasets; there-
fore, if their datasets have toxic text, the models
may have the risk of generating toxic content.

B Limitations

Our model can show the editing process and cor-
rection candidates by taking into account the opin-
ions of professional translators, but we have not
conducted a human evaluation of how much they
affect the actual post-editing process.

Our method may demand a larger memory foot-
print than a single seq2seq model because it runs
two models, the detector and corrector.

Our study focuses on correcting translation er-
rors, and thus our model cannot detect and correct
non-factual information when including them in a
source sentence.

Our model only corrects the erroneous spans de-
tected by the detector; thus, spans that the detector
fails to detect may remain uncorrected.

C Tools, Models, and Datasets

Tools We implemented all models in FAIRSEQ

which is published under the MIT-license.

Models We used the following pre-trained NMT
models implemented in FAIRSEQ to create the
training data.

• En–De: https://www.quest.dcs.
shef.ac.uk/wmt20_files_qe/
models_en-de.tar.gz

• En–Zh: https://www.quest.dcs.
shef.ac.uk/wmt20_files_qe/
models_en-zh.tar.gz

Our models were trained by using NVIDIA
A6000 GPU. The training costs, “GPU hours”,
multiplied by the number of GPUs and computa-
tion time, are shown in Table 9. Note that the trans-
lation performance for each model was evaluated
with only a single training.

Datasets We evaluated all models using
WMT’20 APE datasets published under the
Creative Commons Zero v1.0 Universal license.
Parallel data of the WMT’19 En–De and En–
Zh translation tasks, used in our training data,
can be used for research purposes as described
in https://www.statmt.org/wmt19/
translation-task.html.

In the En–Zh task, we tokenized the test set of
the En–Zh APE task using JIEBA7 to calculate the
TER and BLEU scores.
7https://github.com/fxsjy/jieba
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Seq2Seq

Encoder XLM-R large (24 layers)
Decoder Transformer decoder

Number of layers 6
Hidden size 1024
FFN hidden size 4096

Learning rate 1e-4
Batch size 24,000 tokens
Training steps 60,000
Training cost 24.6 GPU hours

LevT

Encoder XLM-R large (24 layers)
Decoder Transformer decoder

Number of layers 6
Hidden size 1024
FFN hidden size 4096

Learning rate 1e-4
Batch size 12,000 tokens
Training steps 60,000
Training cost 12.4 GPU hours

Detector

Encoder XLM-R large (24 layers)
Decoder Transformer decoder

Number of layers 4
Hidden size 1024
FFN hidden size 4096

Learning rate 3e-5
Batch size 6,000 tokens
Training steps 40,000
Training cost 8.0 GPU hours

Corrector

Encoder XLM-R large (24 layers)
Decoder Transformer decoder

Number of layers 6
Hidden size 1024
FFN hidden size 4096

Learning rate 1e-4
Batch size 24,000 tokens
Training steps 60,000
Training cost 29.0 GPU hours

Table 9: Hyperparameters of the models.

The statistics of the training data are shown in
Table 10.

DAug for detector

w/o w/

(1) APE task data 7,000 7,000
(2) Translation task data 2,000,000 2,000,000

Training data of detector
Base data: (1)×20 + (2) 2,140,000 4,280,000

Training data of corrector
Base data: (1)×20 + (2) 2,140,000 4,280,000

+ MT training 4,280,000 8,560,000
+ PE training 4,280,000 8,560,000
+ MT & PE training 6,420,000 12,840,000

Table 10: Statistics of the training data. “DAug” denotes data
augmentation. In the experiment, to make the difference in
data size fair, we trained with the same number of parameter
updates without using the number of epochs, i.e., the number
of training epochs decreases as the data size increases.
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Abstract

Generative Large Language Models
(LLMs) have achieved remarkable ad-
vances in various NLP tasks. In this work,
our aim is to explore the multilingual capa-
bilities of large language models by using
machine translation as a task involving
English and 22 Indian languages. We
first investigate the translation capabilities
of raw large-language models, followed
by exploring the in-context learning
capabilities of the same raw models. We
fine-tune these large language models using
parameter-efficient fine-tuning methods
such as LoRA and additionally with full
fine-tuning. Through our study, we have
identified the model that performs best
among the large language models available
for the translation task.

Our results demonstrate significant
progress, with average BLEU scores of
13.42, 15.93, 12.13, 12.30, and 12.07,
as well as chrF scores of 43.98, 46.99,
42.55, 42.42, and 45.39, respectively,
using two-stage fine-tuned LLaMA-13b
for English to Indian languages on IN22
(conversational), IN22 (general), flores200-
dev, flores200-devtest, and newstest2019
testsets. Similarly, for Indian languages to
English, we achieved average BLEU scores
of 14.03, 16.65, 16.17, 15.35 and 12.55
along with chrF scores of 36.71, 40.44,
40.26, 39.51, and 36.20, respectively,
using fine-tuned LLaMA-13b on IN22

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

(conversational), IN22 (general), flores200-
dev, flores200-devtest and newstest2019
testsets. Overall, our findings highlight the
potential and strength of large language
models for machine translation capabilities,
including languages that are currently
underrepresented in LLMs.

1 Introduction

Generative Large Language Models (LLMs) have
made significant performance improvements in vari-
ous natural language processing (NLP) tasks, show-
casing exceptional progress in a wide range of
applications (Xuanfan and Piji, 2023; Xi et al.,
2023). These tasks range from open domain ques-
tion answering, where LLMs excel in providing
accurate and coherent responses, to instruction-
based tasks such as code completion, where LLMs
can generate code snippets based on given prompts
(Vaithilingam et al., 2022). LLMs have also demon-
strated proficiency in tasks such as writing essays,
grammar checks (Wu et al., 2023a), and text sum-
marization, where they can produce high quality
results (Chang et al., 2023). These advances have
been observed mainly in tasks centered on En-
glish. The popular LLMs support several natural
languages. The performance of some languages
other than English is not yet on par or yet to be
evaluated (Lai et al., 2023; Zhu et al., 2023).

A multilingual country like India, where over
364+ languages and dialects 1 are spoken across
its vast territory, presents a multitude of chal-
lenges across various domains due to language bar-
riers (Zieliński and others, 2021), such as day-to-
day communication, education (Steigerwald et al.,
2022), business, healthcare (Mehandru et al., 2022),
1https://en.wikipedia.org/wiki/
Linguistic_Survey_of_India
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Figure 1: LLMs based Machine Translation performance comparison with public systems for English to Indian Languages.
BLEU and chrF scores are averaged over 22 Indian Languages and 5 different benchmark data sets. The available MT systems
are GPT-3.5 (GPT-3.5 Davinci, by OpenAI), IndicTrans-2, Google Translation, LTRC-IIIT-H, SeamlessM4T. LLaMA-2-7b
and LLaMA-2-13b are evaluated as LLM based fine-tuned MT systems are namely LLaMA-2-7b+lora (Multi), LLaMA-2-
13b+lora (Multi), and LLaMA-2-13b+FF+lora (Multi). Encoder-Decoder BPCC (H) represents scores for encoder decoder based
transformer model trained on BPCC Human Training data.

tourism, governance, and more. Recent advance-
ments in the field of Large Language Models may
offer solutions to these challenges tailored to Indian
languages.

To test whether decoder-based LLMs can effec-
tively overcome language barriers, it is crucial to
assess the proficiency of large language models in
handling Indian languages. Machine Translation, as
a critical multilingual task, could be an ideal option
to explore the multilingual capabilities of existing
models. Hence, we can formulate the question to
assess the proficiency of large language models
in handling Indian languages as follows: How ef-
fectively do large language models perform in
multilingual tasks like Machine Translation, par-
ticularly when dealing with Indian languages?

In this work, our main contribution is to address
the following points in response to the above ques-
tion.

• What are the directions for utilizing or adapt-
ing available Large Language Models for In-
dian Languages?

– How do LLMs perform in translating
a wide range of Indian languages un-

der zero-shot and in-context learning set-
tings?

– Does LLM fine-tuning improve the trans-
lation capabilities of Large Language
Models? How do they perform in low-
resourced MT languages?

– The Impact of LLM Vocabulary on the
Performance of Large Language Models
in Translation Tasks.

To address the above questions, we assess the
translation capabilities of popular large language
models (opt, bloom, LLaMA-1, MPT, Falcon,
LLaMA-2, and Mistral (§B)) that involve English
and 22 scheduled Indian languages (Assamese,
Bangla, Bodo, Dogri, Konkani, Gujarati, Hindi,
Kannada, Kashmiri, Maithili, Malayalam, Marathi,
Meitei, Nepali, Odia, Punjabi, Sanskrit, Santali,
Sindhi, Tamil, Telugu, and Urdu). We initially ex-
amine the translation capabilities of these raw large
language models mentioned above (§4.1). Subse-
quently, we explore their in-context learning abili-
ties (§4.1). Additionally, we fine-tune the base mod-
els using parameter-efficient fine-tuning methods,
specifically LoRa (§5). Furthermore, we investigate
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the potential of two-stage fine-tuning for large lan-
guage models, which involves full parameter fine-
tuning in the first stage, followed by LoRa-based
adapter fine-tuning (§5).

The key findings of our work, summarized in
Figure 1, highlight the performance of our LLM-
based machine translation fine-tuned models com-
pared to various known translation engines. These
engines range from commercial (Google2, GPT-
3.53) to open source (IndicTrans-24, LTRC-IIIT-
H5, seamlessm4t6),our trained Encoder-Decoder
BPCC (H) model (Appendix A), traditional super-
vised encoder-decoder translation models (Google,
IndicTrans-2, LTRC-IIIT-H), and decoder-driven
causal large language model-based translation sys-
tems (GPT-3.5).

Our findings underscore the significant potential
of large language models for translation tasks in-
volving English and Indian Languages. Although
raw LLMs (LLaMA-2-7b and LLaMA-2-13b) do
not perform well in translation tasks, our two-stage
MT fine-tuned models (LLaMA-2-13b + FF + lora
(Multi)) yield comparative results even with min-
imal parallel corpora. This suggests that LLMs
have the potential to possess multilingual capabili-
ties for translating into underrepresented languages,
which can be further enhanced by fine-tuning. This
work will be a crucial and pioneering milestone in
evaluating LLMs for language representation and
assessing their translation capabilities for a diverse
range of Indian languages, especially those with
limited available resources.

2 Related Work

Recent advancements in machine translation have
shown that neural machine translation (NMT) has
made significant strides in terms of output fluency
and translation quality, especially when ample par-
allel data are available (Barrault et al., 2020). How-
ever, the scarcity or absence of parallel data poses
a challenge for most language pairs. In the case of
Indian languages, recent developments have tried
to address this issue by introducing a new state-of-
the-art approach: multilingual machine translation
involving Indian languages and English (Wang et
al., 2021; Dabre et al., 2020; Madaan and Sadat,
2https://translate.google.co.in/
3https://chat.openai.com/
4https://github.com/AI4Bharat/IndicTrans2
5https://ssmt.iiit.ac.in/translate
6https://github.com/facebookresearch/
seamless_communication

2020). This approach uses a single script for ma-
chine translation, taking advantage of the lexical
and syntactic similarities that arise from genetic
and contact relatedness among Indian languages
(Gala et al., 2023; Eriguchi et al., 2022; Bapna and
Firat, 2019).

In the field of LLM driven machine translation,
in-context learning has gained significant attention
(Wu et al., 2023b). The use of large language mod-
els (LLMs) for multilingual machine translation has
been a topic of interest (Zhang et al., 2023). Recent
studies have evaluated the translation capabilities
of LLMs for different language directions, with a
focus on models like ChatGPT (Bang et al., 2023).

In particular, (Xu et al., 2023) proposed a two-
stage fine-tuning approach for machine translation
using LLM, involving fine-tuning in monolingual
data followed by fine-tuning on a small set of high-
quality parallel data. Our work represents the first
study to specifically explore machine translation
involving Indian languages using large language
models. The details on Large Language Models are
presented in the Appendix B.

3 Indian Languages representation in
LLMs

Pre-trained (or Base/Raw) large language models
are trained on a huge amount of language data,
and some of these models are trained on multiple
languages (Naveed et al., 2023). However, their
training mainly focuses on the English text (Penedo
et al., 2023a). The emphasis on English is due
to its substantial presence on the Internet and its
widespread usage in business contexts. For the pur-
pose of this work, our objective is to assess the
effectiveness of these models in Machine Trans-
lation tasks that involve both English and Indian
Languages. Consequently, it becomes crucial to
investigate the representation of Indian languages
within these large language models.

An approach to investigating the representation
of Indian languages within a large language model
can involve analyzing the frequency of language-
specific words and sentences used during the train-
ing of these models. Unfortunately, it is not possible
to perform this analysis as the training data used for
these models are not publicly accessible. LLaMA-
2, in particular, has mentioned that its pretraining
corpus consists mainly of English and may not be
optimal for other languages (Touvron et al., 2023b).
However, it is worth mentioning that approximately
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Language Family Indo-Aryan Dravidian Sino-Tibetan Austroasiatic
Language asm ban kas snd urd doi hin gom mai mar nep san guj odi pan kan mal tam tel mni brx sat

Language Script Bangla Perso-Arabic Devanagari Gujarati Odia Gurmukhi Kannada Malayalam Tamil Telugu Meitei Devanagari Ol Chik
No of Letters in Unicode 96 256 128 91 91 80 91 118 72 100 56 96 48
Models (Vocab)
BLOOM (250680) (48,48) (49,207) (67,61) (57,34) (56,35) (55,25) (62,29) (66,52) (46,26) (61,39) (00,56) (67,29) (00,48)
FALCON (65024) (00,96) (12,244) (2,126) (00,91) (00,91) (00,72) (0,100) (00,56) (02,70) (04,96) (00,56) (02,94) (00,48)
LLAMA-1,2 (32024) (24,72) (45,211) (38,90) (01,90) (00,91) (04,76) (02,89) (33,155) (19,53) (01,99) (00,56) (38,58) (00,48)
MISTRAL (32052) (34,62) (47,209) (43,85) (05,86) (00,91) (02,78) (18,73) (04,116) (22,50) (11,89) (00,56) (43,53) (00,48)
MPT (50277) (05,91) (35,221) (22,106) (02,89) (00,91) (00,80) (00,91) (01,117) (05,67) (03,97) (00,56) (22,74) (00,48)
OPT (50265) (00,96) (13,243) (1,127) (00,91) (00,91) (00,80) (00,91) (0,118) (00,72) (0,100) (00,56) (01,95) (00,48)

Table 1: The language support of various LLMs for 22 Indian languages, along with the corresponding families, scripts, and
letters representing each language. In each tuple (xx, yy), the first value, xx represents the number of language-specific characters
present in respective LLM, while the second value, yy indicates the number of language-specific characters supported in the
form of bytes in respective LLM and for the respective language.

8.38% of the data includes languages other than
English and codes in LLaMA-2.

On the other hand, studying the vocabulary (or
letters/characters) of a corpus can provide valuable
insights into the representation and coverage of
language within that corpus. The writing system
or script used plays a crucial role in representing a
language. Therefore, the analysis of the vocabulary
can be considered a proximal task. Fortunately,
we have access to the sub-word vocabulary for the
considered large language models. By comparing
the characters present in the subword vocabulary
with those in the corresponding language script, we
can approximate the language representation within
the respective LLM.

For this work, we include a total of 22 sched-
uled Indian languages for translation, which can be
categorized into four main language families: Indo-
Aryan, Dravidian, Sino-Tibetan, and Austroasiatic.
These 22 Indian languages are written using 13 ma-
jor scripts. It is interesting to note that most of these
scripts can be traced back to the Brahmi script 7,
which served as the basis for the development of
several Indian scripts (Salomon, 1995). Each of
these 13 writing systems has its own unique set of
letters and characters 8, reflecting the phonetic and
linguistic characteristics of the respective languages
they represent.

Table 1 presents an overview of the scripts, the
languages that use these scripts, and the correspond-
ing vocabulary sizes of the subwords for LLMs.
The numbers indicated in ‘(X,Y)’ represent the
counts of native script letters (characters in unicode
9) present and not present in the respective LLM.
Specifically, X denotes the number of characters in
the native language that are present in the vocab-
ulary, while Y denotes the number of characters

7https://tinyurl.com/2r4zjd2d
8https://en.wikipedia.org/wiki/Official_
scripts_of_the_Republic_of_India
9https://unicode.org/

represented as predefined (multiple) hexadecimal
values. In other words, there is no direct repre-
sentation for these many Unicode characters. On
analysis, we observe that, in general, the 22 Indian
languages have a very limited presence in most
LLMs. However, the Devanagari, Perso-Arabic,
and Bangla scripts demonstrate a few subword vo-
cabularies among 22 Indian Languages, whereas
other scripts have minimal or near-zero representa-
tion within the vocabulary.

4 Experiment setup: Machine Translation
using LLMs

To evaluate the performance of large language mod-
els (LLMs) in machine translation tasks involv-
ing English and 22 Indian languages, we mainly
conducted two experiments. The first experiment
focused on assessing the performance of the pre-
trained (raw) LLM, and example-based in-context
learning for the machine translation. In the second
experiment, we explore the fine-tuning of the best-
performing large language models for the transla-
tion task. Both directions of translation were ex-
plored, including English to 22 Indian languages
and 22 Indian languages to English. All experi-
ments were carried out using translation benchmark
data, as discussed in Section 5.

As part of our experimental setup, we use the
prompt pipeline shown in Figure 2. This pipeline
involved using a Prompt Generator to generate spe-
cific prompts for the source and target language
along with the source text. Subsequently, an LLM
call is triggered to generate a response, which was
then processed by a translation parser to obtain the
actual translation. To ensure high-throughput and
memory-efficient inference and serving of LLM,
we utilized the vLLM library10 (Kwon et al., 2023).
We conducted all experiments using a temperature
parameter of 0, which ensures that the model be-

10https://github.com/vllm-project/vllm
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Figure 2: Prompting Mechanism for Translation

haves deterministically. When setting the temper-
ature to 0, the model is restricted to selecting the
word with the highest probability, effectively lim-
iting its choice to the most likely option (Aksitov
et al., 2023). All of our experiments are conducted
using the vLLM library on A100, 40GB GPUs.

4.1 Machine Translation on Raw LLM
To optimize the machine translation task on our
selected LLMs, we performed manual trials with
various prompts. Through these trials, we found
that directly asking for translation and presenting
the text in JSON format yielded better results, as
the models seemed to comprehend the JSON struc-
ture more effectively (Reinauer et al., 2023). After
multiple iterations, we finalized two prompts to
translate sentences using raw (pretrained) LLMs,
as illustrated in the following examples. These
prompts were used to evaluate the efficiency of the
models.

Example: Translation Prompt-1

Translate this to <Target Language> from
<Source Language>

Text: <Source Language Text>
Translated Text:

Similarly, we identified and modified the prompt
for example-based in-context learning with LLM.
This prompt is specified in Example above (ICL
Translation Prompt). In the case of in-context learn-
ing, all of our experiments involved providing a sin-
gle translation sample as a contextual learning ex-
ample prior to the actual translation command. We
ensured that this example remained consistent for
the same language pair in all LLM calls. The sam-
ple itself was randomly selected from the Human-
BPCC translation training corpus (AI4Bharat et
al., 2023). We present the results of both of these
experiments in the Performance and Discussions

section.

Example: Translation Prompt-2

Translate this from <Source Language> to
<Target Language>

<Source Language>: <Source Language
Text>
<Target Language>:

4.2 Fine-tuning LLM for Machine Translation

To examine the potential improvement in multilin-
gual understanding or translation performance of
LLM beyond the baseline pre-trained LLM (Raw
/ Base), we conducted fine-tuning experiments for
the translation task.

Example: ICL Translation Prompt

If the <Source Language> to <Target
Language> translation for “<Source
Example>” is “<Target Example>” from
<Source Language>, following that,
translate this to <Target Language> from
<Source Language>

Text: <Source Language Text>
Translated Text:

4.2.1 Training Data
To fine-tune large language models (LLMs) for

the machine translation task, we used the Bharat
Parallel Corpus Collection (BPCC) (AI4Bharat et
al., 2023). This corpus is publicly available and
specifically translated in English to 22 Indian lan-
guages. It consists of two main parts: BPCC-Mined
and BPCC-Human, comprising a total of approx-
imately 230 million parallel text pairs. For the
fine-tuning process, we focus on the BPCC-Human
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English- #Sents S-AvgL T-AvgL S-Words T-Words S-Types T-Types
Assamese (asm) 138208 16.88 14.39 2333583 1988395 125480 185151
Bangla (ban) 180219 17.80 15.07 3208203 2715959 161820 227468
Bodo (brx) 113139 17.79 13.96 2012274 1579042 116963 227180
Dogri (doi) 24157 15.32 17.68 370047 427110 48256 41370
Konkani (gom) 97555 17.13 14.03 1671465 1368512 82783 145300
Gujarati (guj) 135664 17.71 15.96 2402552 2164831 123935 174886
Hindi (hin) 222356 17.84 19.69 3966247 4378231 183737 202423
Kannada (kan) 117222 16.83 12.44 1972881 1458053 100778 208803
Kashmiri (kas) 19824 16.02 17.68 317634 350577 43197 66210
Maithili (mai) 23690 16.11 15.79 381720 374042 52920 57423
Malayalam (mal) 137950 16.30 11.13 2248081 1535654 120999 299146
Marathi (mar) 175893 17.94 14.81 3154904 2604119 167822 299983
Meitei (mni) 56617 17.77 15.73 1006271 890828 86175 161043
Nepali (nep) 85442 16.76 14.13 1431858 1207687 105411 145175
Odia (odi) 36923 17.07 15.49 630148 571958 68765 79932
Punjabi (pan) 80951 17.22 18.29 1394286 1480835 63510 74451
Sanskrit (san) 33189 16.30 11.69 541034 387957 61591 119856
Santali (sat) 24368 16.95 19.28 412918 469791 51307 56053
Sindhi (sin) 10503 17.10 19.32 179592 202952 28945 30782
Tamil (tam) 150254 17.76 13.34 2668252 2004981 139214 290917
Telugu (tel) 111808 16.81 12.64 1879737 1413466 96105 191792
Urdu (urd) 150747 17.62 20.20 2656814 3044480 144001 129856

Table 2: English to Indian Languages machine translation Fine-tuning data from BPCC-Human (AI4Bharat et al., 2023). In this,
the term “#Sents” refers to the total number of parallel sentences. “S-AvgL” and “T-AvgL” represent the average sentence length,
in terms of words, for the source and target languages, respectively. Likewise, “Words” denotes the total number of words, while
“Type” represents the total number of unique words.

Method Hyper-parameter Value

LoRA

LoRA modules PEFT11

rank 8
dropout 0.05
learning rate 1e-4
global batch size 8
epochs 6

Full-parameter FSDP
learning rate 1e-4
global batch size 4
epochs 5

Table 3: Hyper-parameter configurations of LoRA based and
full fine-tuning for 4*A100 40GB GPUs

dataset, which contains 2.2 million English-Indic
pairs. Additionally, this data set includes subsets
derived from sentences from English Wikipedia and
everyday usage scenarios. For more information on
this corpus, we present Table 2. It shows a diverse
representation of multilingual parallel corpora in
terms of sentence length and the number of charac-
ters per token (compare T-AvgL with S-AvgL) for
22 Indian languages.

4.2.2 Fine-tuning Details
Considering the raw LLM performance, model

parameters, and resource constraints, we selected a
subset of LLMs for the fine-tuning process. Specif-
ically, we chose LLaMA-2-7b, LLaMA-2-13b, and
Mistral-7B for the fine-tuning experiment. For
the selected LLMs, we decided to perform fine-
tuning considering multiple options to check their
performance. These options included bilingual
translation fine-tuning, multilingual translation fine-
tuning, low-rank adaptation-based fine-tuning, and
a two-stage fine-tuning approach: full fine-tuning
followed by low-rank adaptation-based fine-tuning.
Due to limitations in training resources, we priori-
tize full fine-tuning only for best performing Large
Language Models.

Specifically, we performed LoRa-based fine-
tuning (Hu et al., 2021) for all English to 22 In-
dian languages (in both directions) in bilingual set-
tings using LLaMA-2-7b and LLaMA-2-13b. Fur-
thermore, we performed LoRa-based multilingual
fine-tuning for English to the combined 22 Indian
languages, as well as for the combined 22 Indian
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TestSet #Sent Details

IN22 conv test 1502
(AI4Bharat et al., 2023) released MT benchmark data covering English to 22 Indian Languages.

IN22 gen test 1023

Flores200-dev 997
(Goyal et al., 2022) released MT benchmark data which includes English to 17 Indian Language pairs considered in this work.

Flores200-devtest 1012

Newstest2019 1997 (Federmann et al., 2022) released MT benchmark data which includes English to 10 Indian Language pairs considered in this work.

Table 4: Benchmark data details covering English to 22 Indian Languages

Figure 3: Evaluation of English - 22 Indic language Translation over 5 benchmark-sets (averaged): Raw LLM vs. In-Context
Learning (ICL); Raw LLM models: LLaMA-2-7b, LLaMA-2-13b)

languages to English, using LLaMA-2-7b, LLaMA-
2-13b and Mistral-7B. Based on the overall perfor-
mance, we proceeded with a two-stage fine-tuning
approach for the multilingual translation task specif-
ically on LLaMA-2-13b. In the first stage, we
performed a full fine-tuning for the multilingual
translation objective. Subsequently, in the second
stage, we performed LoRa-based fine-tuning based
on same multilingual translation tasks on the fully
fine-tuned model.

For both types of LLM fine-tuning, we utilize the
llama-recipes codebase12 that provides an efficient
implementation for LoRa-based adapter fine-tuning
with PEFT (Mangrulkar et al., 2022). For more
details, the llama-recipes documentation can be
referred to. Hyperparameters for the fine-tuning
process are specified in Table 3. Training data used
for fine-tuning experiments will be presented in
Subsection 4.2.1.

5 Machine Translation Benchmark Data

We evaluated the performance of multilingual trans-
lation using three different benchmark datasets, as
outlined in Table 4. The table provides a compre-
hensive overview of each translation benchmark
dataset, highlighting the availability of n-way par-
allel data for the specified number of Indian lan-
guages from English as the source direction.
12https://github.com/facebookresearch/
llama-recipes/

6 Performance Evaluation

We evaluated the performance of the translation
outputs using the BLEU (Papineni et al., 2002)
and chrF (Popović, 2015) evaluation methods on
benchmark data described in Section 5. However,
we did not include COMET (Rei et al., 2022) as
an evaluation method due to the absence of support
for many low-resource Indian languages at the time
of evaluation. We used sacreBLEU library (Post,
2018) for BLEU 13 and chrF 14 calculation. To
mitigate the impact of randomness in scores, we
present our findings as the average of two runs for
all our results.

Raw (Zero shot) vs ICL based Translation on
LLMs Figure 3 presents the comparison of the
overall results when evaluating the quality of trans-
lation for LLM outputs based on raw LLM and In
Context Learning (ICL) based LLM outputs. The
left subfigure represents the results for English to 22
Indian languages, while the right subfigure presents
the results for 22 Indian languages to English trans-
lation. We observed amplified performance for the
Bloom large language model for certain languages,
which can be attributed to the known leak of MT
benchmark data in the pretraining (Zhu et al., 2023).

13footprint for BLEU: nrefs:1—case:mixed—
eff:no—tok:13a—smooth:exp—version:2.1.0
14footprint for chrF: nrefs:1—case:mixed—
eff:yes—nc:6—nw:0—space:no—version:2.1.0
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Figure 4: Performance comparison of GPT-3.5 vs our Fine-Tuned LLM Translation models (LLaMA-2-7b+lora (Multi),
LLaMA-2-13b+lora (Multi), and LLaMA-2-13b+FF+lora (Multi)): English to 22 Indian languages over 5 benchmark sets
(averaged). Here, LORA stands for Low-Rank Adaptation of Large Language Models-based fine-tuning. Multi stands for the
multilingual model, FF stands for full fine tuning, and FF + lora stands for 2-stage fine tuning.

Consequently, that was the reason for excluding this
language model from further experiments.

LLM models such as OPT, MPT, LLAMA-1 and
Falcon exhibited poor performance, which can be
correlated with the absence or minimal presence of
characters for our focused Indian Languages in their
vocabulary (Table 1). Therefore, we have omitted
reporting the results for these models. Figure 3
indicates that Llama-2 models show relatively bet-
ter performance with ICL settings compared to the
raw models. Detailed results are presented in the
appendix D.

Through manual analysis, we observed that less-
represented (in vocabulary) languages such as Gu-
jarati, Kannada, Odia, etc. (Table 1), ICL-driven
translation tends to repeat the same translation
given in the context of learning. On the other hand,
raw models tend to hallucinate and repeat words
throughout translation (Guerreiro et al., 2023) for
these languages.

An important finding from manual analysis is
that these raw LLMs demonstrate the ability to ac-
curately identify languages (e.g., when asked for
Gujarati translation, it gives inaccurate translations
but correctly hallucinates text in the Gujarati script).
This is a positive aspect and indicates a significant
advantage of these LLMs in terms of their under-
standing and differentiation of languages and lan-
guage scripts. In response to the question asked
in the Introduction, it is true that the major LLMs
available are primarily focused on English. How-
ever, they exhibit minimal potential for zero shot
and example-based translation capabilities.

Fine-Tuned LLM driven Translations: English
to Indian Languages We conducted an evalua-
tion to compare the performance of our Fine-Tuned
LLM models with GPT-3.5, as both models use

the same decoder-based approach in architecture.
Figure 4 illustrates the comparison of English to 22
Indian language translations in terms of the BLEU
and CHRF scores. The scores for GPT-3.5 are
generally lower compared to our fine-tuned meth-
ods; also, our fine-tuned models have higher num-
bers than our previously mentioned zero-shot and
example-based learning baseline. This indicates
that with minimal parallel translation corpora, we
are able to achieve considerable translations for
translating into Indian languages from English.

Furthermore, we observed that multilingual fine-
tuning yielded a better overall performance com-
pared to bilingual fine-tuning. The two-stage
fine-tuning approach also outperformed other fine-
tuning methods for the translation task. The im-
pressive results of the two-stage fine-tuning ap-
proach, as shown in Figures 4 and 1, are compara-
ble to those of traditional encoder-decoder-based
translation models. Note that this performance im-
provement was achieved using only a few thousand
parallel data (Encoder-Decoder BPCC (H) model
vs. LLM-based models in Figure 1), whereas tra-
ditional NMT models typically require a larger
amount of data. From Figure 4, we can see that
translating to low-resource languages such as Do-
gri, Konkani, Kashmiri, Meitei, Sanskrit and Sindhi
yielded favorable evaluation numbers (Detailed re-
sults are presented in the Appendix D) compared
to existing translation systems. In response to the
question posed in the Introduction, the fine-tuning
of LLM enhances translation capabilities, partic-
ularly when using multilingual fine-tuning. These
models also demonstrate proficiency in translating
low-resource languages.

Fine-Tuned LLM driven Translations: Indian
Languages to English Figure 5 shows the com-
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Figure 5: Performance comparison of GPT-3.5 vs our Fine-Tuned LLM Translation models (LLaMA-2-7b+lora (Multi),
LLaMA-2-13b+lora (Multi), and LLaMA-2-13b+FF+lora (Multi)) on BLEU and CHRF scores: English to 22 Indian languages
over 5 benchmark sets (averaged). Here, LORA stands for Low-Rank Adaptation of Large Language Models-based fine-tuning.
Multi stands for the multilingual model.

parison of Indian language to English transla-
tion. The scores for GPT-3.5 are generally higher
compared to our fine-tuned methods, while our
fine-tuned models still outperform the previously
mentioned zero-shot and example-based context
learning-driven LLM results. In particular, the
performance improvement for the Indian-language
to English translation is comparatively lower than
that for the English-to-Indian-language translation.
Compared to translations from English to Indian
languages, the LoRa-based single-stage fine-tuning
here performs the best among all the fine-tuning
approaches. Detailed results are presented in the
appendix D.

This disparity can also be attributed to the rep-
resentation of the Indian language vocabulary in
these LLMs. As presented in Table 1, the subword
vocabulary for Indian languages is limited in the
LLMs considered. Consequently, when input is pro-
cessed in Indian languages, characters that are not
present in the vocabulary receive multiple hexadec-
imal representations of the vocabulary. This creates
a bottleneck in finding the correct representation
and, hence, the underlying meaning, making it chal-
lenging for the LLM network to perform the corre-
sponding semantic translations. However, this issue
is not prominent when translating from English to
Indian languages, as the underlying understanding
of English is robust for these large language mod-
els. This enables the network to effectively map the
respective language translations.

6.1 Human Evaluation

For human machine translation evaluation, we used
the direct assessment (DA) method (Stanchev et al.,
2020). This method enables human evaluators to
directly rate translations based on predetermined
quality criteria. It involved a meticulous analysis

and comparison of machine-generated output with
the source text, resulting in a continuous scale
score ranging from 1 to 100. A score of 1 signifies
non-sensical output, while a score of 100 indicates
a perfect translation. This method provides a more
objective and reliable assessment of the quality of
machine translation.

For our evaluation, we conducted a direct as-
sessment (Stanchev et al., 2020) for four language
pairs: English to Hindi, Marathi, Tamil, and Tel-
ugu in both directions. We used the Flores 200
devtest corpus and randomly selected 120 pairs of
sentences. Three different raters were engaged to
evaluate each pair of translations. The evaluated
translation engines include Google Translate, In-
dicTrans2, GPT3.5, Llama-2-13b+FF+lora (Multi),
and Llama-2-7b+lora(BI). The overall results for di-
rect assessment scores (averaged on 120 sentences
and 3 different ratings) are shown in Figure 6 for
both translation directions. The overall ranking of
different systems is similar to the automatic eval-
uation methods such as BLEU and CHRF scores.
Our finetuned models on smaller parallel corpora
for English-to-Indian-language machine translation
perform better compared to GPT3.5. However,
when we compare Indian Languages to English
human evaluation, the performance is not the same.
This is mainly attributed to the limited or near-zero
vocabulary coverage in the LLM models. Further-
more, as already discussed, direct assessment in-
dicates the superiority of encoder-decoder-based
models for the translation task, such as IndicTrans2
and Google Translate.

Therefore, automatic and human evaluation sug-
gest the need for large language models (LLMs)
with sufficient representation for Indian languages.
Future LLM development must address this require-
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Figure 6: Human Evaluation comparison of Google Translate, Indictrans2, GPT-3.5 vs our Fine-Tuned LLM Translation models
(LLaMA-2-13b+lora (BI), and LLaMA-2-13b+FF+lora (Multi)): English to 4 Indian languages on 120 sentences each with 3
ratings (averaged) and 4 Indian Languages to English on 120 sentences each with 3 ratings.

ment.

7 Conclusion

Our experiments and results have provided promis-
ing insights into the use of LLMs for translation
tasks. We have found that LLMs have the poten-
tial to perform translations involving English and
Indian languages without the need for an exten-
sive collection of parallel data, which distinguishes
them from traditional translation models. Further-
more, our findings indicate that the models based on
LLaMA-2 outperform other models in the zero-shot
and in-context example-based learning. In particu-
lar, the LLaMA-2-13b-based model demonstrates
superior performance compared to its counterparts.
To enhance the LLM’s understanding of English
and Indian languages, we have introduced a two-
stage fine-tuning process. This process begins with
an initial full fine-tuning, followed by LoRa-based
fine-tuning. Through this approach, we have sig-
nificantly improved the LLM’s comprehension of
content in both languages.

However, our experiments suggest that further
work is required on LLMs to surpass the perfor-
mance of traditional encoder-decoder-based transla-
tion models. This work could involve the develop-
ment of LLMs specific to Indian languages, which
would improve vocabulary and alphabet coverage,
resulting in a better representation of Indian lan-
guages.

However, in the future, we plan to incorporate
Indian-to-Indian language translation using LLM
by exploring vocabulary expansion approaches.
Furthermore, our objective is to develop a single
LLM model capable of translating all Indian lan-
guages, as well as English, in both directions. By
doing so, we aim to push the boundaries of lan-
guage capabilities within LLMs and further ad-
vance the field.

8 Limitations

To conduct our experiments, we relied on high-
performance GPUs, specifically the A100-40GB.
However, we acknowledge that not everyone may
have access to such powerful computing resources,
making it challenging to reproduce our experiments
and achieve identical results. To overcome this lim-
itation, our objective is to provide open access to
all outputs, including models and results, to facil-
itate further research and exploration. By making
these resources openly available, we aim to pro-
mote collaboration and allow others to build on our
work.

9 Ethics statement

To perform the experiments, we use publicly avail-
able data sets. Since we fine-tune the models on
publicly available datasets, the models might not
be prone to any ethical concerns. To encourage the
reproducibility, we mention all the experimental
details.
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A Encoder-Decoder BPCC (H) Model

We have trained a machine translation model using
the human training data from BPCC in English to
22 Indian languages (AI4Bharat et al., 2023) on an
A100 40GB GPU. The following are the details of
the model configuration for training:

• Input: 32K merge operations-based subword
tokens; Embedding size: 512, 4096 feedfor-
ward size; Layers: Encoder: 6, Decoder:6 and
Attention heads: 8; Dropout: 0.30; Max word
sequence length: 200; Steps: 200000; Batch
Size: 8192 tokens; Initial learning rate: 2e-5;
Optimizer: Adam; Label-smoothing: 0.1; 16-
bit floating point precision; Early stop with no
increase on training loss (10 epochs); Beam
size: 15

B Large Language Models

Language modeling, a well-established task in the
field of natural language processing, has attracted
significant attention over the years (Bellegarda,
2004; Bengio et al., 2000). This task involves
predicting the probability of the next token in a
sequence of words. Transformers have emerged as
the fundamental architecture underlying many ex-
isting large-language models (Vaswani et al., 2017).

Transformer-based autoregressive models, such
as GPT (Brown et al., 2020; Radford et al., 2019)
have played a crucial role in the advancement of nat-
ural language processing (NLP). GPT-3, with 175
billion parameters, is a standout in this category. It
is similar in structure to GPT-2 and GPT-1 but ben-
efits from a more extensive and varied dataset, mak-
ing it exceptionally powerful in NLP. In addition,
prompt-based ChatGPT (GPT-3.5 text-davinci-003
and GPT-3.5 turbo) has been performing excep-
tionally utilizing the reinforcement-based human
feedback strategy. Although these models exhibit
impressive performance on several NLP tasks, pri-
vacy and bias of the models have been a bottle-
neck. To mitigate such issues, LLaMA (Touvron
et al., 2023a) is an open source foundation model
trained on publicly available datasets. Similarly,
Falcon-40B (Almazrouei et al., 2023) is another
open-source LLM trained on a RefinedWeb corpus
of 1500 billion tokens. Falcon even comes with 7
and 40 billion instruction versions trained on con-
versation data.

The recent adaptation of Large Language Models
(LLMs) for instruction tuning has proven to be a

promising approach to improve the performance of
various natural language processing tasks. Specifi-
cally, in languages like Chinese and Swedish, this
shows the impressive zero-shot and generation abil-
ities of the low-rank adaptation of LLaMA for non-
English languages (Cui et al., 2023; Holmström
and Doostmohammadi, 2023). The recent devel-
opment of INDICLLMSUITE (Khan et al., 2024)
is an initiative for large language models focusing
on Indian languages. However, it is worth noting
that the current focus of these instruction models is
primarily on English. Therefore, there is an imme-
diate need to explore ways to adapt these models to
low-resource Indian languages (Aktar Husain et al.,
2024).

B.1 Base/Raw Models

In this work, we use the following base LLM mod-
els to test the levels of language coverage and ex-
plore their potential for machine translation tasks
involving English and Indian languages.

• opt-6.7b15 : The OPT-6.7b (Zhang et al.,
2022) model has been extensively trained on
the objective of causal language modeling
(CLM) using English text. Although most of
the training data are in English, a small portion
of non-English data from CommonCrawl has
also been included. This model utilizes 6.7
billion parameters, consisting of 32 layers and
32 attention heads, and employs an embedding
size of 4096.

• Bloom-7B16 : BLOOM (Scao et al., 2022) was
the first multilingual large language model
with a causal language modeling objective
and supports 46 languages and 13 program-
ming languages. Its overall training data con-
tains 1.1% of Indian languages. We opted
for Bloom model with 7,069,016,064 parame-
ters with 30 layers, 32 attention heads, 4096
embedding dimensional where the maximum
token length is 2048.

• LLaMA-7B17: LLaMA is a collection of
foundation language models that range from
7B to 65B parameters. These models are

15https://huggingface.co/facebook/opt-6.
7b
16https://huggingface.co/bigscience/
bloom-7b1
17https://huggingface.co/
decapoda-research/llama-7b-hf
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multilingual models and are trained on tril-
lions of tokens. Data include CCNet, C4,
GitHub, Wikipedia, Books, ArXiv, and Stack
Exchange. In our experiments, we evaluated
the LLaMA model with 7B parameters where
4096 is the embedding dimension and 32 lay-
ers and 32 attention heads.

• MPT-7B18 : Similarly to the above models,
the MPT-7B model is trained on a large num-
ber of 1T data tokens in the causal language
modeling objective.

• Falcon19 : Falcon (Penedo et al., 2023b) is an-
other large language model trained on causal
language modeling (CLM). Here, we utilized
Falcon-7B model which is a 7B parameters
and trained on 1.5 trillion tokens of Refined-
Web (a novel massive web data set based on
CommonCrawl) enhanced with curated cor-
pora. The model has multilingual capabilities,
but Indian languages are not explicitly present.
We used Falcon-7B for our experiments.

• LLaMA-2-7B20 and LLaMA-2-13B21 :
LLaMA 2 based models (Touvron et al.,
2023b) are also trained on the causal language
modeling (CLM) objective and pretrained on
2 trillion tokens of data from publicly avail-
able sources of up to September 2022. These
models are available in different range parame-
ters from 7 billion to 70 billion. These models
have 4k subwords as the context length. In
our experiments, we have experimented with
7B and 13B LLaMA-2 models. LLaMA-2-7B
network has 32 layers and 32 attention heads,
while the LLaMA-2-13B network has 40 lay-
ers and 40 attention heads.

• Mistral-7B22 : Mistral-7B Large Language
Model (LLM) (Jiang et al., 2023) is a pre-
trained with causal language modeling (CLM)
objective with 7 billion parameters. It uses
Sliding-Window Attention (SWA) to handle
longer sequences at a lower cost and grouped
query attention (GQA) for faster inference,

18https://huggingface.co/mosaicml/mpt-7b
19https://huggingface.co/tiiuae/falcon-7b
20https://huggingface.co/meta-llama/
Llama-2-7b-hf
21https://huggingface.co/meta-llama/
Llama-2-13b-hf
22https://huggingface.co/mistralai/
Mistral-7B-v0.1

which reduces the memory requirement during
decoding. It has 4096 embedding dimensions,
32 layers, and 32 attention heads with context
length of 8192 context length.
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C MT systems outputs

We have added some examples of our best-performing models for zero-shot, ICL, fine-tuning and 2-stage
fine-tuning strategies in Figures 7, 8, 9, 10, 11, 12.

Figure 7: Translation example for Llama-2-13b model with zero-shot setting.

Figure 8: Translation example for Llama-2-13b finetuned model.

Figure 9: Translation example for Llama-2-13b 2-stage-finetuned model.

Figure 10: Translation example for Llama-2-13b 2-stage-finetuned model.
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Figure 11: Translation example for Llama-2-7b In-context learning strategy.

Figure 12: Hallucinated translation example for Llama-2-13b 2-stage-fine-tuned model.

D Detailed experimental results

We have listed the detailed experimental results in for all the 22 languages, with various combinations of
data sets and models in Tables 5, 6, 7, 8.
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DataSet Model asm ban bod doi kon guj hin kan kas mai mal mar mei nep odi pun san sat sin tam tel urd

IN22 conv

GPT-3.5 2.40 9.60 - 1.20 0.20 11.10 22.30 2.60 0.10 1.60 1.60 5.70 0.10 9.50 2.30 12.30 0.50 - - 2.80 4.70 21.90
IndicTrans-2 15.90 16.60 12.00 26.10 13.40 26.80 27.60 5.40 2.70 17.20 5.50 18.80 7.10 19.40 9.40 30.00 5.40 6.30 5.20 7.40 13.50 38.40
Google Translate 13.90 - - 14.30 11.90 26.60 28.80 5.20 - 9.20 5.50 17.60 - 14.50 9.30 - - - - 8.00 13.10 37.10
LTRC, IIIT-H - - - - - 17.10 22.50 3.40 - - 3.50 11.90 - - - - - - - 5.70 10.20 21.80
SeamlessM4T 16.20 15.60 0.00 0.00 0.00 - 24.50 4.70 0.00 15.40 5.50 18.00 0.00 15.70 12.60 28.40 0.00 0.00 0.00 7.20 9.20 28.00
Encoder-Decoder BPCC (H) 9.17 0.06 8.81 17.98 6.69 12.58 16.45 3.3 1.14 8.75 2.22 8.66 0.02 10.08 6.41 14.55 3.31 5.95 4.43 3.0 5.61 4.38
Llama-2-7b+lora(BI) 4.88 4.31 7.73 4.08 2.00 6.01 19.16 2.47 0.21 3.51 1.30 5.14 0.04 7.96 2.89 4.83 1.39 0.14 0.27 1.61 2.65 9.10
Llama-2-7b+lora(Multi) 5.22 5.70 3.77 5.11 3.19 6.36 15.84 2.57 0.27 4.07 1.72 6.31 0.10 8.17 3.62 5.56 1.06 0.03 0.53 1.40 2.80 11.32
Llama-2-13b+lora(BI) 9.16 8.29 9.97 9.93 3.81 10.25 21.06 3.33 0.61 6.94 2.29 8.61 1.05 11.37 4.81 9.10 0.16 0.31 0.28 2.95 5.22 17.49
Llama-2-13b+lora(Multi) 8.24 6.71 5.34 8.20 4.56 9.45 19.36 2.83 0.46 4.68 2.42 7.66 0.99 10.42 4.38 9.60 2.33 0.09 1.59 1.84 3.89 16.88
Llama-2-13b+FF+lora(Multi) 15.89 14.31 13.74 25.42 11.42 18.52 23.74 5.73 4.66 14.83 4.76 15.87 8.46 18.58 11.17 22.38 5.73 8.83 6.52 5.38 9.06 30.35
Mistral-7B-v0.1+lora(Multi) 5.25 6.46 2.03 4.18 2.64 6.06 15.63 2.14 0.11 2.77 2.12 6.11 0.02 6.92 1.54 5.68 1.05 0.01 0.54 1.43 1.75 8.71

IN22 gen

GPT-3.5 2.90 8.70 0.20 2.80 1.40 8.40 22.40 4.60 0.60 4.60 3.30 5.50 - 8.00 3.40 9.60 0.90 - 0.10 3.50 5.70 20.00
IndicTrans-2 17.40 16.40 15.10 . 29.40 18.30 25.40 32.80 14.80 6.40 18.10 12.40 21.20 9.80 15.40 11.70 22.10 8.50 5.30 13.30 14.00 18.20 45.90
Google Translate 13.80 - - 19.80 11.40 22.70 29.10 11.60 - 8.40 10.50 15.60 - 12.60 9.90 - - - - 14.00 16.90 40.60
LTRC, IIIT-H - - - - - 14.00 24.70 6.00 - - 4.80 9.50 - - - - - - - 10.00 12.50 26.30
SeamlessM4T 12.60 13.00 0.00 0.00 0.00 19.40 27.40 11.30 0.00 14.40 10.00 14.70 0.00 14.10 13.60 21.60 0.00 2.30 0.50 13.00 15.70 35.30
Encoder-Decoder BPCC (H) 9.17 0.06 8.81 17.98 6.69 12.58 16.45 3.3 1.14 8.75 2.22 8.66 0.02 10.08 6.41 14.55 3.31 5.95 4.43 3.0 5.61 4.38
Llama-2-7b+lora(BI) 6.22 5.84 8.48 5.06 3.10 5.19 20.16 4.41 0.63 4.51 2.95 8.21 0.20 7.00 4.57 4.23 3.54 0.14 1.01 2.99 3.86 10.68
Llama-2-7b+lora(Multi) 8.99 7.78 6.02 7.93 6.42 8.00 17.01 6.60 1.32 7.21 4.52 10.03 0.17 8.37 5.65 5.24 3.35 0.05 2.66 3.05 4.93 12.13
Llama-2-13b+lora(BI) 9.65 9.55 12.00 10.53 6.30 8.39 23.12 7.12 1.73 8.17 4.50 10.90 3.19 10.84 8.02 6.90 0.70 0.55 2.82 5.12 6.46 18.75
Llama-2-13b+lora(Multi) 10.66 9.70 7.46 10.98 8.88 9.73 20.66 7.45 1.97 7.12 5.70 12.34 2.02 10.46 7.56 7.67 4.93 0.08 4.66 4.44 6.03 17.10
Llama-2-13b+FF+lora(Multi) 17.18 16.11 16.08 27.40 15.06 16.26 27.01 14.22 7.10 17.53 11.30 20.31 11.72 17.39 15.20 15.74 10.40 7.07 11.30 10.75 12.55 32.88
Mistral-7B-v0.1+lora(Multi) 8.07 7.10 3.63 7.04 6.37 7.78 16.04 4.81 0.61 5.87 3.65 9.59 0.03 7.23 3.06 4.37 2.86 0.03 2.65 2.4 4.04 8.05

flores200-dev

GPT-3.5 1.60 8 .40 - - - 8.60 23.30 6.90 0.50 4.30 3.30 4.00 0.00 6.60 2.10 11.60 0.50 0.00 0.00 2.90 5.30 14.90
IndicTrans-2 9.50 21.00 - - - 27.10 36.80 21.00 7.70 17.50 20.60 19.30 - 22.80 16.00 28.90 2.60 3.30 0.00 23.00 25.10 27.30
Google Translate 7.70 - - - - 26.60 36.80 22.90 - 9.70 22.10 20.60 - 21.30 24.60 - - - - 22.40 25.40 27.40
LTRC, IIIT-H - - - - - 18.10 33.10 10.00 - - 4.10 14.40 - - - - - - - 15.90 20.40 17.70
SeamlessM4T 9.00 18.50 - - - 24.00 35.30 19.80 0.00 14.40 16.60 18.10 0.00 18.50 17.20 27.80 0.00 0.00 0.00 20.30 23.00 24.00
Encoder-Decoder BPCC (H) 4.52 0.29 - - - 13.04 18.65 6.21 0.8 7.87 2.73 7.9 0.2 6.58 7.22 13.38 1.08 2.48 0.1 8.0 6.88 7.71
Llama-2-7b+lora(BI) 2.80 4.88 - - - 5.34 22.78 2.94 0.29 2.89 1.97 4.69 0.07 4.91 2.41 4.31 0.62 0.00 0.06 3.15 4.13 7.77
Llama-2-7b+lora(Multi) 3.82 6.11 - - - 6.71 17.53 4.01 0.76 5.23 2.35 6.03 0.11 5.90 3.46 5.31 0.66 0.06 0.10 3.31 4.80 8.79
Llama-2-13b+lora(BI) 5.00 8.18 - - - 9.28 24.90 5.65 0.82 5.53 4.22 7.22 0.09 7.84 4.73 7.76 0.09 0.40 0.06 5.75 7.13 12.69
Llama-2-13b+lora(Multi) 4.99 7.76 - - - 8.60 20.67 5.02 1.21 6.55 3.05 7.82 0.12 8.49 4.99 7.84 0.92 0.08 0.13 4.58 6.16 11.79
Llama-2-13b+FF+lora(Multi) 9.08 13.70 - - - 17.48 29.16 12.32 3.35 11.88 11.36 14.65 0.05 15.84 13.24 20.79 2.09 4.43 0.14 13.28 15.97 21.64
Mistral-7B-v0.1+lora(Multi) 3.01 5.26 - - - 6.64 15.75 3.58 0.39 3.89 1.85 5.23 0.05 5.24 1.61 4.33 0.47 0.01 0.09 2.26 3.18 5.51

flores200-devtest

GPT-3.5 1.80 8.20 - - - 9.60 23.90 7.00 0.30 4.10 3.00 5.40 0.00 7.50 3.30 11.20 0.70 0.00 0.00 3.30 5.50 16.60
IndicTrans-2 9.60 21.20 - - - 27.40 36.60 22.70 6.80 17.20 20.30 19.60 - 23.10 15.70 26.10 3.00 3.40 0.00 22.40 26.70 26.30
Google Translate 8.10 - - - - 27.00 36.20 24.10 - 10.30 21.20 20.30 - 21.50 23.40 - - - - 21.00 26.50 25.20
LTRC, IIIT-H - - - - - 18.00 32.70 11.60 - - 3.90 14.70 - - - - - - - 15.30 20.90 17.00
SeamlessM4T 8.80 18.80 - - - 24.40 34.80 20.50 0.00 14.60 16.60 17.80 0.00 19.60 16.40 25.30 0.00 0.00 0.00 19.70 24.40 22.90
Encoder-Decoder BPCC (H) 5.20 0.29 - - - 12.79 17.83 6.37 0.81 7.46 2.96 8.09 0.18 6.87 7.55 9.50 1.06 2.73 0.20 5.31 9.91 2.54
Llama-2-7b+lora(BI) 3.00 4.93 - - - 6.09 21.90 3.41 0.27 3.15 2.37 4.83 0.07 5.24 2.23 4.45 0.37 0.09 0.08 2.94 4.44 7.02
Llama-2-7b+lora(Multi) 3.63 5.92 - - - 6.89 16.77 4.20 0.62 5.22 2.58 5.91 0.17 6.25 3.47 5.11 0.51 0.03 0.14 2.92 5.24 7.78
Llama-2-13b+lora(BI) 4.69 8.11 - - - 9.31 23.71 5.97 0.90 5.41 4.08 7.28 0.14 8.94 4.47 7.24 0.08 0.35 0.15 5.58 7.40 12.31
Llama-2-13b+lora(Multi) 4.89 8.30 - - - 9.14 19.88 5.27 0.98 6.18 3.26 7.30 0.25 7.74 4.45 7.42 0.98 0.04 0.16 4.62 6.86 11.81
Llama-2-13b+FF+lora(Multi) 9.33 13.55 - - - 17.22 28.50 13.27 3.32 11.76 11.34 14.56 0.06 16.21 12.90 19.64 2.06 4.27 0.28 12.78 16.61 25.96
Mistral-7B-v0.1+lora(Multi) 3.26 5.04 - - - 6.39 15.07 3.49 0.31 3.78 1.96 5.06 0.08 5.69 1.53 4.59 0.53 0.01 0.11 2.37 3.55 5.19

newstest2019

GPT-3.5 - 7.60 - - - 5.70 18.50 4.40 - - 2.00 3.10 - - - 9.00 - - - 1.90 3.20 -
IndicTrans-2 - 18.60 - - - 18.40 28.00 18.50 - - 12.00 13.20 - - - 22.50 - - - 10.50 12.60 -
Google Translate - - - - - 18.40 28.30 20.20 - - 12.20 13.40 - - - - - - - 10.70 13.10 -
LTRC, IIIT-H - - - - - 13.80 25.80 7.60 - - 2.10 9.00 - - - - - - - 7.80 9.60 -
SeamlessM4T - 17.60 - - - 18.20 27.60 - - - 9.70 12.70 - - - - - - - 9.90 11.60 -
Encoder-Decoder BPCC (H) - 0.22 - - - 6.33 12.48 3.97 - - 1.5 4.93 - - - 8.08 - - - 2.51 3.33 -
Llama-2-7b+lora(BI) - 3.64 - - - 3.54 16.15 1.93 - - 1.07 2.76 - - - 3.58 - - - 1.44 2.20 -
Llama-2-7b+lora(Multi) - 4.53 - - - 4.38 13.50 2.84 - - 1.21 3.72 - - - 4.17 - - - 1.64 2.82 -
Llama-2-13b+lora(BI) - 6.55 - - - 6.30 19.09 4.26 - - 2.50 4.67 - - - 6.09 - - - 2.83 3.98 -
Llama-2-13b+lora(Multi) - 6.26 - - - 6.31 16.34 3.43 - - 2.1 4.99 - - - 6.07 - - - 2.48 3.61 -
Llama-2-13b+FF+lora(Multi) - 12.52 - - - 12.25 22.28 9.69 - - 11.34 9.39 - - - 16.32 - - - 6.62 8.25 -
Mistral-7B-v0.1+lora(Multi) - 4.36 - - - 4.36 12.56 2.13 - - 1.24 3.19 - - - 3.67 - - - 1.25 1.82 -

Table 5: BLEU scores across Models and Benchmark-sets; English to 22 Indian Languages;
The symbol ‘-’ indicates that the benchmark dataset for a particular language or machine translation system was not available
during the evaluation period. Here, LORA stands for Low-Rank Adaptation of Large Language Models-based fine-tuning. Multi
stands for the multilingual model, FF for full-finetuning, and FF+lora stands for 2-stage fine-tuning. Encoder-Decoder BPCC (H)
represents the scores for the encoder-decoder-based transformer model (Appendix A) trained on BPCC Human Training data.
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DataSet Model asm ban bod doi kon guj hin kan kas mai mal mar mei nep odi pun san sat sin tam tel urd

IN22 conv

GPT-3.5 25.40 41.00 0.10 11.70 8.30 37.30 46.10 29.30 6.30 24.20 29.80 32.80 0.30 42.30 26.10 40.10 19.20 0.00 0.10 32.10 34.30 48.30
IndicTrans-2 48.80 49.80 47.70 51.20 45.10 54.70 49.80 36.50 28.20 46.00 44.10 51.40 42.40 54.30 41.80 56.20 38.90 37.00 29.90 43.30 48.60 60.10
Google Translate 45.20 - - 39.50 43.30 53.50 50.90 36.10 - 37.60 43.70 49.40 - 49.00 40.20 - - - - 43.10 47.90 59.40
LTRC, IIIT-H - - - - - 44.50 45.40 31.20 - - 33.80 42.00 - - - - - - - 38.60 42.50 48.00
SeamlessM4T 47.60 48.20 0.00 0.00 0.00 51.30 47.60 35.00 0.00 44.60 43.50 48.60 0.00 50.60 44.40 54.90 0.00 22.00 0.20 41.60 42.90 54.60
Encoder-Decoder BPCC (H) 37.79 1.46 39.87 42.49 34.99 38.35 39.09 29 19.79 34.38 34.08 37.97 0.23 42.4 34.04 38.75 31.89 34.27 27.59 34.16 36.36 29.25
Llama-2-7b+lora(BI) 30.69 31.80 41.07 24.94 23.55 28.59 42.51 25.60 11.80 25.25 27.95 31.83 9.37 38.28 24.99 25.74 23.54 11.27 9.51 28.00 27.37 34.76
Llama-2-7b+lora(Multi) 31.90 34.00 32.16 28.28 27.98 26.80 39.54 26.61 11.93 28.60 29.03 33.70 4.51 39.24 27.79 24.60 22.89 0.68 10.18 28.15 29.21 36.60
Llama-2-13b+lora(BI) 37.33 38.53 45.06 34.33 29.87 35.95 44.58 28.25 19.45 31.70 33.39 38.17 19.46 43.80 31.33 32.65 11.87 12.60 10.13 34.75 34.56 43.90
Llama-2-13b+lora(Multi) 36.74 37.43 36.60 33.16 30.94 34.21 42.14 27.93 16.24 30.80 32.46 36.55 18.08 43.07 30.59 31.55 28.20 2.09 17.57 31.28 32.18 43.18
Llama-2-13b+FF+lora(Multi) 47.24 46.80 47.74 51.64 42.94 47.00 46.74 34.90 33.88 43.90 41.94 47.77 40.56 52.71 42.34 48.93 37.61 40.35 32.97 40.71 44.18 54.83
Mistral-7B-v0.1+lora(Multi) 31.65 35.30 26.27 26.17 27.07 28.91 39.19 24.45 8.71 26.33 29.90 33.78 3.54 38.50 12.33 24.31 22.95 0.11 11.88 28.07 25.71 34.07

IN22 gen

GPT-3.5 27.30 41.20 0.50 16.80 18.30 37.50 49.40 37.40 11.10 34.30 33.50 34.50 0.20 41.50 28.90 36.10 21.20 0.10 0.50 34.00 35.90 48.50
IndicTrans-2 49.50 52.40 51.70 57.10 48.40 56.40 58.00 54.20 35.40 52.00 52.80 54.50 47.40 53.10 46.50 50.30 41.80 36.70 37.80 55.20 56.40 68.50
Google Translate 47.80 - - 48.30 45.60 55.20 56.50 51.80 - 42.60 51.40 50.70 - 49.40 43.90 - - - - 54.20 54.90 64.40
LTRC, IIIT-H - - - - - 45.50 52.40 37.80 - - 32.50 41.60 - - - - - - - 48.50 47.80 52.90
SeamlessM4T 46.30 49.00 0.00 0.00 0.00 52.40 55.20 51.20 0.00 48.90 49.40 49.30 0.30 50.60 48.30 49.70 0.00 18.10 0.80 53.20 53.10 63.20
Encoder-Decoder BPCC (H) 33.15 2.34 36.38 38.5 31.79 34.5 38.85 34.17 18.13 35.73 33.37 36.8 0.25 40.14 31.93 30.36 29.73 28.54 25.35 35.61 34.56 26.81
Llama-2-7b+lora(BI) 29.40 33.06 40.57 27.15 25.68 28.70 46.26 30.45 15.09 28.54 27.99 34.93 9.25 36.27 26.41 24.71 26.65 11.23 14.20 31.77 29.67 38.00
Llama-2-7b+lora(Multi) 33.59 36.83 34.04 33.71 31.49 29.88 42.47 33.19 17.60 36.03 31.39 38.26 2.00 40.61 30.11 24.28 27.88 0.29 16.60 32.00 32.40 39.23
Llama-2-13b+lora(BI) 36.30 40.29 46.66 35.30 32.40 35.65 49.37 36.46 22.64 35.09 35.05 40.98 20.67 42.83 33.35 30.26 14.34 13.73 20.97 39.20 35.88 46.18
Llama-2-13b+lora(Multi) 36.90 40.47 37.07 37.91 34.61 34.69 46.34 36.00 21.20 37.95 35.00 41.41 15.03 44.21 33.03 29.67 32.06 1.05 22.45 36.80 35.15 44.47
Llama-2-13b+FF+lora(Multi) 46.87 49.57 50.63 54.64 45.17 46.10 53.61 47.45 37.18 50.59 48.19 52.18 41.85 52.87 44.47 42.54 42.04 36.44 36.05 50.20 46.68 58.30
Mistral-7B-v0.1+lora(Multi) 32.56 35.25 29.13 31.89 30.27 30.93 42.08 30.29 13.84 33.76 28.91 36.76 2.70 39.19 16.67 20.29 26.31 0.11 18.15 29.01 29.23 33.67

flores200-dev

GPT-3.5 24.10 42.50 - - - 37.80 51.00 41.20 11.80 34.30 34.50 33.10 - 42.20 29.60 38.70 22.00 0.10 - 35.20 36.20 43.00
IndicTrans-2 44.70 56.40 - - - 58.00 61.70 59.30 40.30 54.70 61.70 55.00 - 60.70 53.80 55.30 35.50 31.10 - 63.80 61.80 54.00
Google Translate 41.90 - - - - 57.50 61.90 59.80 - 45.00 61.40 55.10 - 59.00 58.60 - - - - 62.60 62.00 53.70
LTRC, IIIT-H - - - - - 48.50 58.20 45.70 - - 35.80 47.70 - - - - - - - 55.60 56.70 44.60
SeamlessM4T 42.60 53.70 - - - 55.30 60.30 57.40 - 50.50 57.40 53.00 - 56.70 54.00 54.20 - 22.90 - 60.90 59.10 51.90
Encoder-Decoder BPCC (H) 33.67 1.76 - - - 41.25 44.56 40.16 20.9 39.10 37.86 39.20 1.68 40.89 38.28 38.08 29.41 27.95 0.48 46.50 39.73 32.58
Llama-2-7b+lora(BI) 28.67 33.84 - - - 30.91 48.94 33.87 13.19 26.58 30.05 34.64 1.20 37.17 28.48 25.70 22.18 - 0.25 34.21 32.45 34.35
Llama-2-7b+lora(Multi) 31.63 37.10 - - - 31.20 44.57 36.59 17.60 34.64 32.69 37.58 3.77 40.28 32.50 26.24 23.36 0.00 1.83 34.18 35.06 35.29
Llama-2-13b+lora(BI) 34.86 40.58 - - - 38.17 51.70 39.99 20.60 32.96 38.35 40.54 0.67 42.70 36.10 32.31 13.05 12.89 0.27 42.25 39.60 40.26
Llama-2-13b+lora(Multi) 35.03 40.51 - - - 36.84 48.24 39.80 20.79 37.78 36.91 40.89 3.70 44.56 36.14 31.15 26.88 1.10 0.74 39.60 38.27 38.96
Llama-2-13b+FF+lora(Multi) 42.89 49.40 - - - 48.50 55.61 51.66 32.15 48.00 52.69 50.10 0.29 54.63 50.10 47.70 33.88 32.59 0.44 55.60 53.11 49.26
Mistral-7B-v0.1+lora(Multi) 30.41 35.54 - - - 31.69 43.29 33.55 13.76 31.68 30.70 36.25 4.28 38.70 16.57 22.04 22.58 0.08 0.60 31.14 30.11 31.00

flores200-devtest

GPT-3.5 24.40 41.40 - - - 39.00 51.10 41.50 9.70 33.70 33.90 35.80 - 43.20 30.80 38.20 23.40 0.10 - 36.00 36.80 44.20
IndicTrans-2 44.50 56.10 - - - 59.00 60.80 60.10 39.50 54.50 61.90 55.10 - 60.60 53.10 53.20 36.10 30.90 - 62.80 63.10 53.00
Google Translate 42.10 - - - - 58.40 61.10 60.50 - 45.30 61.70 54.90 - 59.20 57.60 - - - - 61.50 62.60 51.90
LTRC, IIIT-H - - - - - 49.40 57.80 46.20 - - 36.10 48.20 - - - - - - - 55.10 57.40 44.10
SeamlessM4T 42.40 54.00 - - - 56.30 59.50 58.20 - 50.60 57.60 52.50 - 56.40 53.40 52.20 0.00 22.50 0.00 60.30 60.40 51.10
Encoder-Decoder BPCC (H) 34.07 1.91 - - - 41.49 43.59 39.97 20.77 38.91 37.97 39.75 1.64 40.58 39.3 34.11 29.41 28.65 0.47 42.27 43.76 27.34
Llama-2-7b+lora(BI) 28.11 33.03 - - - 30.63 48.10 33.24 12.76 26.03 29.40 34.87 1.20 36.17 27.63 25.26 21.90 11.50 0.28 34.00 31.94 33.51
Llama-2-7b+lora(Multi) 31.57 36.30 - - - 30.85 43.18 36.60 17.35 33.96 32.15 38.04 4.28 40.18 31.78 25.20 23.95 0.00 2.17 34.25 35.08 33.88
Llama-2-13b+lora(BI) 33.95 39.61 - - - 37.96 50.26 39.55 19.93 31.87 37.03 40.25 0.48 42.64 35.40 30.93 12.56 12.79 0.37 42.11 39.28 39.85
Llama-2-13b+lora(Multi) 35.09 39.93 - - - 36.8 47.24 39.35 19.79 37.03 35.94 40.49 3.74 43.99 35.11 29.35 27.44 0.85 0.87 39.13 38.21 38.90
Llama-2-13b+FF+lora(Multi) 43.30 48.51 - - - 48.76 54.89 51.53 32.23 47.83 53.08 50.18 0.24 55.01 49.78 46.69 34.86 32.40 0.51 54.54 53.36 48.40
Mistral-7B-v0.1+lora(Multi) 30.63 34.08 - - - 31.20 41.78 33.00 13.56 31.14 30.16 35.43 4.33 38.73 17.84 23.31 22.70 0.07 0.60 31.34 29.83 29.67

newstest2019

GPT-3.5 - 41.70 - - - 35.50 45.20 38.00 - - 31.50 32.10 - - - 35.80 - - - 31.30 33.40 16.20
IndicTrans-2 - 55.70 - - - 52.40 54.10 57.30 - - 53.00 51.00 - - - 51.10 - - - 51.30 49.70 17.60
Google Translate - - - - - 51.70 54.50 57.40 - - 52.20 49.80 - - - - - - - 50.40 50.20 17.40
LTRC, IIIT-H - - - - - 46.00 51.90 39.20 - - 31.80 42.90 - - - - - - - 45.80 44.30 16.50
SeamlessM4T - 54.00 - - - 51.30 53.30 55.70 - - 49.70 49.10 - - - 51.50 - - - 49.90 48.10 17.50
Encoder-Decoder BPCC (H) - 2.39 - - - 33.09 36.98 35.09 - - 31.07 34.99 - - - 30.97 - - - 34.69 32.07 14.29
Llama-2-7b+lora(BI) - 31.65 - - - 27.26 42.24 30.16 - - 26.57 31.24 - - - 23.25 - - - 28.76 27.69 -
Llama-2-7b+lora(Multi) - 34.85 - - - 28.34 39.63 33.88 - - 28.40 34.95 - - - 23.61 - - - 28.70 30.50 -
Llama-2-13b+lora(BI) - 38.90 - - - 34.34 45.35 36.54 - - 32.99 37.39 - - - 28.61 - - - 35.40 33.90 -
Llama-2-13b+lora(Multi) - 38.96 - - - 33.77 43.21 36.25 - - 32.51 37.68 - - - 27.11 - - - 33.83 32.90 -
Llama-2-13b+FF+lora(Multi) - 48.00 - - - 43.68 48.19 47.10 - - 45.10 45.51 - - - 42.83 - - - 45.58 42.54 -
Mistral-7B-v0.1+lora(Multi) - 34.18 - - - 29.39 38.74 29.77 - - 27.48 33.19 - - - 20.77 - - - 26.54 25.87 -

Table 6: chrF scores across Models and Benchmark-sets; English to 22 Indian Languages;
The symbol ‘-’ indicates that the benchmark dataset for a particular language or machine translation system was not available
during the evaluation period. Here, LORA stands for Low-Rank Adaptation of Large Language Models based fine-tuning. Multi
stands for the multilingual model, FF for full-finetuning, and FF+lora stands for 2-stage fine-tuning. Encoder-Decoder BPCC (H)
represents the scores for the encoder-decoder-based transformer model (Appendix A) trained on BPCC Human Training data.

226



DataSet Model asm ban bod doi kon guj hin kan kas mai mal mar mei nep odi pun san sat sin tam tel urd

IN22 conv

GPT-3.5 19.90 29.80 2.80 19.90 9.70 28.30 34.10 17.80 6.20 14.00 20.70 24.00 0.40 29.30 21.10 30.90 14.50 0.20 9.60 15.40 19.90 34.70
IndicTrans-2 43.90 36.90 35.30 45.50 28.90 40.90 38.70 25.10 31.80 35.30 31.30 37.00 32.50 43.10 38.90 42.80 25.80 24.20 26.00 22.60 30.80 46.10
Google Translate 44.50 37.60 1.80 42.30 29.50 40.90 39.40 24.30 5.60 36.40 31.10 37.60 25.70 43.00 37.40 39.40 26.70 0.00 8.70 23.30 31.50 45.60
LTRC, IIIT-H - - - - - - 23.90 10.50 - - 14.60 19.10 - - - - - - - - 14.10 -
SeamlessM4T 41.00 35.90 0.00 0.00 0.00 40.60 38.10 23.00 0.00 34.00 30.30 35.50 0.20 40.30 38.60 41.40 0.00 17.20 9.30 23.10 31.10 42.30
Encoder-Decoder BPCC (H) 8.68 7.18 5.77 4.53 4.08 5.65 10.72 2.27 1.83 6.44 5.35 7.04 2.76 7.85 3.04 5.19 2.27 2.08 4.01 2.67 3.60 6.48
Llama-2-7b+lora(BI) 1.17 2.42 4.04 9.49 4.43 3.88 15.72 1.45 2.17 3.08 1.70 7.00 0.08 6.22 1.07 2.29 4.62 0.03 3.45 0.81 0.84 6.33
Llama-2-7b+lora(Multi) 12.43 7.71 8.90 10.16 6.14 5.09 7.68 4.25 4.33 9.79 3.34 9.91 1.15 12.36 6.23 6.55 5.14 0.26 3.75 3.47 5.33 13.75
Llama-2-13b+lora(BI) 2.49 3.12 15.01 0.90 2.11 1.26 25.04 0.82 2.93 2.86 8.71 9.44 0.31 1.49 1.07 1.61 - - - - 1.34 6.72
Llama-2-13b+lora(Multi) 21.19 20.26 15.51 18.40 13.37 17.06 23.66 8.15 8.54 15.77 12.85 17.37 2.93 22.89 11.77 15.41 9.85 0.72 8.17 9.27 11.53 24.16
Llama-2-13b+FF+lora(Multi) 2.26 1.77 1.48 2.00 1.58 0.84 7.05 0.80 0.94 1.90 5.99 2.06 0.48 2.71 1.55 1.52 1.35 0.13 1.81 0.84 0.92 2.31
Mistral-7B-v0.1+lora(Multi) 12.23 9.19 8.55 11.63 7.46 2.38 14.81 3.62 4.69 12.91 3.50 11.20 0.43 17.90 5.51 1.69 11.03 0.10 3.84 3.04 2.40 18.58

IN22 gen

GPT-3.5 19.00 25.20 6.00 20.80 13.40 25.60 30.40 23.60 10.00 19.50 15.80 22.50 0.20 27.60 18.90 25.60 14.30 0.20 13.70 14.40 20.20 29.20
IndicTrans-2 42.50 40.80 37.50 53.40 32.70 43.10 40.00 40.00 38.40 42.50 40.40 41.50 38.40 47.80 43.30 40.80 30.60 25.00 31.50 35.90 42.30 53.70
Google Translate 41.90 39.90 4.30 44.80 33.00 43.00 39.20 41.10 9.70 39.70 37.90 40.60 27.40 46.80 40.30 39.60 28.50 0.20 15.70 34.80 40.90 51.30
LTRC, IIIT-H - - - - - - 20.70 15.40 - - 13.70 15.40 - - - - - - - - 15.1 -
SeamlessM4T 40.70 37.30 0.00 0.00 0.00 41.60 37.30 39.30 0.00 39.60 36.90 37.30 0.00 43.50 40.80 38.50 0.00 15.70 15.00 33.10 39.20 48.30
Encoder-Decoder BPCC (H) 6.50 6.79 5.85 4.74 4.72 4.40 8.63 3.58 2.16 6.94 3.92 7.26 2.66 7.86 3.16 3.28 2.88 1.29 3.62 3.78 3.44 5.63
Llama-2-7b+lora(BI) 2.53 5.99 8.30 11.99 7.13 6.13 18.21 3.62 4.95 7.41 5.28 10.72 0.16 8.81 2.00 4.51 6.82 0.09 6.97 4.11 3.18 12.37
Llama-2-7b+lora(Multi) 12.01 9.89 8.79 14.42 9.61 5.07 11.38 8.51 7.64 14.69 6.39 11.47 0.77 16.75 7.71 6.14 9.36 0.40 8.10 5.82 7.36 16.98
Llama-2-13b+lora(BI) 6.66 8.01 12.15 3.95 7.74 5.80 26.55 2.20 8.17 8.40 10.06 13.82 0.88 2.70 4.85 4.61 - - - - 4.02 17.46
Llama-2-13b+lora(Multi) 20.94 20.33 16.20 24.11 17.95 15.31 26.31 14.93 14.16 23.39 13.61 22.95 2.88 26.64 14.29 11.50 14.74 0.87 13.45 12.25 13.12 26.43
Llama-2-13b+FF+lora(Multi) 1.33 1.78 1.56 2.17 1.74 1.00 3.61 0.88 1.12 1.83 2.56 2.12 0.22 2.06 0.89 1.02 1.06 0.21 2.41 1.39 1.04 1.68
Mistral-7B-v0.1+lora(Multi) 12.36 10.90 9.31 16.72 10.94 2.68 13.88 7.82 8.38 16.02 4.49 14.17 0.69 16.96 5.50 3.39 12.33 0.12 8.19 6.52 6.17 20.46

flores200-dev

GPT-3.5 14.80 25.70 - - - 24.40 32.80 22.10 7.90 19.60 19.30 21.50 0.00 26.20 18.10 26.50 11.30 0.40 0.00 15.10 20.30 27.30
IndicTrans-2 34.80 40.40 - - - 44.50 46.90 39.10 39.00 49.00 41.40 41.80 - 46.70 43.20 48.10 27.00 19.70 - 38.90 45.90 40.00
Google Translate 34 40.80 - - - 45.60 47.70 39.70 11.50 48.70 42.00 42.50 - 47.40 43.90 48.30 25.10 0.20 - 39.30 46.40 41.80
LTRC, IIIT-H - - - - - - 27.10 17.30 - - 18.50 19.10 - - - - - - - - 20.10 -
SeamlessM4T 34.20 39.20 - - - 0.00 0.00 37.70 0.00 46.30 40.00 39.70 0.00 44.50 41.20 45.80 0.00 19.70 0.00 37.50 43.60 39.80
Encoder-Decoder BPCC (H) 5.87 7.22 - - - 5.08 10.55 4.10 1.93 7.98 4.67 8.19 2.05 7.67 3.4 3.81 3.13 1.14 0.70 4.55 4.37 5.23
Llama-2-7b+lora(BI) 1.88 5.57 - - - 5.57 17.98 3.37 4.82 6.97 5.77 10.82 1.36 8.41 2.24 5.61 6.73 0.17 2.32 2.97 2.87 9.35
Llama-2-7b+lora(Multi) 11.70 10.84 - - - 4.65 8.16 8.67 6.92 14.84 7.84 11.67 3.23 14.63 7.78 6.61 6.67 0.48 1.45 6.13 8.34 13.00
Llama-2-13b+lora(BI) 4.83 9.12 - - - 4.74 30.09 2.53 7.01 8.56 10.55 14.60 2.64 2.38 4.32 3.35 - - - 4.00 9.30 -
Llama-2-13b+lora(Multi) 18.40 22.13 - - - 15.47 29.09 14.67 12.48 24.99 15.75 22.20 5.65 24.27 14.71 17.31 12.36 0.94 4.51 14.70 15.39 22.23
Llama-2-13b+FF+lora(Multi) 1.34 - - - - 0.87 3.35 1.31 0.80 1.71 1.78 2.20 1.15 1.71 1.07 0.86 1.17 0.18 0.84 1.29 1.31 -
Mistral-7B-v0.1+lora(Multi) 11.31 11.40 - - - 3.24 13.02 7.79 7.10 17.98 6.00 15.07 3.63 17.88 5.23 2.70 9.56 0.22 3.09 6.31 5.76 15.35

flores200-devtest

GPT-3.5 14.50 24.10 - - - 23.60 32.50 20.80 8.20 18.00 18.50 21.60 0.00 24.80 16.20 24.40 11.10 0.40 - 14.20 16.70 25.40
IndicTrans-2 33.10 39.30 - - - 45.20 46.10 37.70 36.20 48.30 41.00 41.50 - 46.30 42.60 44.70 26.80 18.10 - 37.80 44.80 38.10
Google Translate 32.80 39.80 - - - 46.20 46.10 38.00 10.70 46.60 40.90 42.10 - 46.30 41.30 45.90 25.20 0.10 - 37.70 44.90 40.10
LTRC, IIIT-H - - - - - - 27.60 16.70 - - 17.90 18.20 - - - - - - - - 19.20 -
SeamlessM4T 32.30 38.30 - - - - - 36.00 - 44.30 39.70 38.80 - 43.40 40.20 43.20 0.00 18.30 0.00 35.20 42.90 38.10
Encoder-Decoder BPCC (H) 5.30 6.83 - - - 4.87 8.74 3.84 1.52 7.07 3.96 7.47 1.88 6.95 2.59 2.99 2.41 1.02 0.58 4.46 3.76 4.67
Llama-2-7b+lora(BI) 1.64 5.51 - - - 5.78 16.88 2.91 4.28 7.45 5.76 10.24 1.18 8.56 2.11 5.48 6.75 0.10 2.22 2.46 3.02 8.37
Llama-2-7b+lora(Multi) 10.85 10.45 - - - 4.55 8.10 8.34 6.76 14.02 6.39 11.26 2.66 15.03 7.02 5.90 6.82 0.55 1.66 5.94 7.53 13.94
Llama-2-13b+lora(BI) 4.29 8.76 - - - 4.15 30.38 2.57 5.94 7.49 10.07 14.12 2.12 2.51 3.36 3.48 - - - 3.66 8.98 -
Llama-2-13b+lora(Multi) 17.64 20.59 - - - 15.49 28.6 13.86 11.17 23.60 14.97 21.84 5.38 23.58 13.13 15.22 11.85 0.94 4.51 12.73 15.29 21.33
Llama-2-13b+FF+lora(Multi) 1.12 1.42 - - - 0.75 2.67 0.95 0.88 1.53 1.70 1.73 0.92 1.38 0.9 0.97 0.81 0.15 0.78 1.26 1.16 1.27
Mistral-7B-v0.1+lora(Multi) 10.21 10.86 - - - 3.22 12.62 7.30 7.29 15.45 5.20 14.16 3.71 15.91 5.80 2.66 11.08 0.33 3.31 5.82 6.15 13.87

newstest2019

GPT-3.5 - 20.00 - - - 19.20 24.10 16.00 - - 11.60 14.80 - - - 18.70 - - - 9.90 12.60 2.30
IndicTrans-2 - 38.80 - - - 42.50 37.70 36.50 - - 32.10 37.00 - - - 40.50 - - - 31.30 29.90 3.10
Google Translate - 38.50 - - - 42.60 - 36.60 - - 34.00 37.70 - - - - - - - 31.80 30.50 4.30
LTRC, IIIT-H - - - - - - 12.70 13.40 - - 13.80 15.70 - - - - - - - - 9.40 -
SeamlessM4T - 35.30 - - - 39.60 35.30 33.80 - - 30.00 33.40 - - - 37.60 - - - 29.40 27.90 3.80
Encoder-Decoder BPCC (H) - 3.93 - - - 2.14 5.53 1.69 - - 1.55 4.49 - - - 1.74 - - - 1.82 1.38 0.39
Llama-2-7b+lora(BI) - 5.14 - - - 4.14 12.50 2.51 - - 4.55 8.97 - - - 4.12 - - - 2.32 2.57 0.86
Llama-2-7b+lora(Multi) - 8.57 - - - 3.92 11.90 5.32 - - 4.77 10.57 - - - 5.08 - - - 4.20 5.07 1.25
Llama-2-13b+lora(BI) - 10.78 - - - 5.29 23.88 1.86 - - 9.08 12.95 - - - 2.70 - - - - 2.48 1.31
Llama-2-13b+lora(Multi) - 18.27 - - - 12.40 24.46 10.42 - - 9.91 18.52 - - - 10.79 - - - 8.91 9.83 2.06
Llama-2-13b+FF+lora(Multi) - 1.15 - - - 0.69 2.42 0.90 - - 1.29 1.46 - - - 0.88 - - - 0.99 0.88 0.16
Mistral-7B-v0.1+lora(Multi) - 9.84 - - - 2.80 11.84 6.19 - - 3.77 11.38 - - - 1.74 - - - 4.30 4.21 1.61

Table 7: BLEU scores across Models and Benchmark-sets; 22 Indian Languages to English;
The symbol ‘-’ indicates that the benchmark dataset for a particular language or machine translation system was not available
during the evaluation period. Here, LORA stands for Low-Rank Adaptation of Large Language Models based fine-tuning. Multi
stands for the multilingual model, FF for full-finetuning, and FF+lora stands for 2-stage fine-tuning. Encoder-Decoder BPCC (H)
represents the scores for the encoder-decoder-based transformer model (Appendix A) trained on BPCC Human Training data.
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DataSet Model asm ban bod doi kon guj hin kan kas mai mal mar mei nep odi pun san sat sin tam tel urd

IN22 conv

GPT-3.5 44.80 54.30 21.10 45.50 32.80 52.60 58.80 45.10 28.70 42.10 46.00 50.30 14.50 53.80 47.60 54.80 40.60 14.80 34.70 39.90 44.10 59.00
IndicTrans-2 63.90 59.80 57.20 66.00 52.60 63.20 60.90 49.20 53.50 59.20 55.40 60.10 53.90 64.40 61.60 63.40 49.60 45.10 50.60 47.40 54.20 66.60
Google Translate 64.70 60.80 16.40 63.70 52.80 63.20 61.80 49.70 23.20 60.00 56.10 60.50 47.20 64.90 60.10 62.70 50.30 0.30 32.80 48.50 55.20 66.30
LTRC, IIIT-H - - - - - - 52.20 34.80 - - 40.70 47.30 - - - - - - - - 39.00 -
SeamlessM4T 61.30 59.00 - - - 62.70 60.50 47.90 - 57.60 54.90 58.70 2.90 62.10 61.10 62.60 - 37.20 32.00 47.80 53.90 63.90
Encoder-Decoder BPCC (H) 27.34 29.84 23.39 22.14 21.59 23.06 31.43 18.93 17.06 25.90 24.48 26.81 21.07 26.99 19.11 22.23 18.80 17.77 21.53 19.60 20.18 24.76
Llama-2-7b+lora(BI) 1.49 4.57 8.27 24.13 16.23 9.36 31.77 4.18 15.60 7.80 4.99 15.83 1.20 12.66 2.94 5.45 13.11 0.29 20.31 2.24 2.45 16.30
Llama-2-7b+lora(Multi) 26.69 17.30 21.90 23.50 16.78 10.84 14.04 14.27 16.95 23.63 11.05 21.46 8.80 24.88 16.87 12.50 18.37 8.69 13.81 12.11 16.00 28.71
Llama-2-13b+lora(BI) 3.68 6.67 31.75 1.40 5.09 2.39 49.08 1.83 13.63 6.69 14.04 17.65 7.43 1.84 2.45 4.45 - - - - 3.09 14.48
Llama-2-13b+lora(Multi) 45.43 45.25 38.80 43.00 36.80 40.06 49.77 29.89 30.14 43.16 34.75 40.99 16.45 47.50 34.71 37.11 33.03 14.11 31.95 31.89 33.15 49.70
Llama-2-13b+FF+lora(Multi) 19.76 19.98 18.74 18.95 18.68 17.04 24.57 15.70 16.53 19.70 17.63 19.36 15.68 20.79 17.26 16.71 17.49 12.69 18.59 17.60 16.33 20.80
Mistral-7B-v0.1+lora(Multi) 27.16 17.34 25.40 28.29 21.90 3.70 27.60 8.48 22.19 30.57 8.24 25.55 8.30 32.84 12.60 3.49 25.06 4.19 14.88 8.47 6.49 37.17

IN22 gen

GPT-3.5 49.10 54.40 27.70 50.70 41.90 54.00 59.80 54.20 38.50 51.50 48.70 52.80 16.20 56.80 50.50 54.00 46.90 19.50 42.70 44.00 49.10 59.50
IndicTrans-2 68.00 66.40 62.60 74.10 60.20 68.40 66.70 66.30 62.20 67.90 66.10 66.70 61.60 71.00 68.60 64.90 57.10 49.40 57.70 62.00 66.70 74.60
Google Translate 67.10 66.30 21.70 69.00 60.00 68.50 67.20 66.70 32.70 66.20 65.10 66.50 52.70 70.70 66.40 64.80 56.00 0.30 42.80 61.90 66.40 73.80
LTRC, IIIT-H - - - - - - 54.40 44.30 - - 42.70 47.10 - - - - - - - - 43.90 -
SeamlessM4T 65.60 63.80 - - - 66.80 64.90 64.70 - 65.30 63.80 63.60 1.40 67.80 66.00 63.10 - 39.60 38.60 60.00 64.50 71.10
Encoder-Decoder BPCC (H) 27.21 30.40 25.58 22.96 24.00 22.81 32.09 21.40 16.90 28.64 22.70 29.43 22.23 29.17 19.73 19.83 20.01 15.88 20.61 21.89 20.71 24.36
Llama-2-7b+lora(BI) 4.77 12.80 23.56 30.80 22.03 18.59 35.50 9.40 24.24 19.09 15.89 24.88 5.40 18.53 6.74 15.03 21.20 0.46 24.61 9.55 7.15 29.47
Llama-2-7b+lora(Multi) 33.38 25.50 30.40 35.91 28.11 17.70 23.86 28.24 29.00 36.17 22.40 28.40 15.67 37.65 26.45 21.11 30.45 9.97 25.74 21.48 25.37 41.56
Llama-2-13b+lora(BI) 13.08 15.90 24.09 6.20 15.07 12.06 52.08 4.49 22.17 16.95 24.00 26.70 13.80 4.29 11.64 10.76 - - - - 8.21 33.71
Llama-2-13b+lora(Multi) 45.95 45.74 41.47 49.39 42.73 36.27 54.26 38.06 38.01 49.69 37.81 49.00 18.81 53.03 38.26 33.04 39.50 14.29 38.00 36.95 36.30 53.29
Llama-2-13b+FF+lora(Multi) 16.70 17.10 16.83 17.88 16.76 14.98 20.50 15.31 15.95 17.38 16.60 17.81 13.40 17.78 14.66 15.05 15.84 12.46 17.68 16.61 14.87 17.45
Mistral-7B-v0.1+lora(Multi) 26.80 23.09 30.43 35.65 28.46 5.60 28.00 16.30 29.10 35.29 13.18 30.96 13.76 34.00 14.30 6.18 32.03 2.44 21.60 16.04 13.30 41.19

flores200-dev

GPT-3.5 44.50 55.10 - - - 53.50 61.50 52.30 37.40 52.00 50.50 51.70 0.00 55.80 48.90 56.20 43.00 19.20 - 44.00 49.50 57.40
IndicTrans-2 60.70 65.60 - - - 68.20 69.80 64.50 63.90 72.00 66.10 66.30 - 70.40 67.80 70.40 54.00 43.90 - 64.00 68.90 65.30
Google Translate 60.40 66.00 - - - 69.00 70.70 64.80 37.90 72.00 66.70 67.00 - 70.90 67.90 70.50 53.60 0.30 - 64.60 69.30 66.80
LTRC, IIIT-H - - - - - - 58.30 47.60 - - 48.60 51.10 - - - - - - - 50.30 -
SeamlessM4T 59.80 64.50 - - - - - 63.40 - 69.90 65.00 65.10 - 68.70 66.20 68.80 - 44.20 - 62.80 67.30 64.90
Encoder-Decoder BPCC (H) 26.57 33.31 - - - 24.13 33.33 23.19 18.29 31.19 23.97 30.95 21.29 29.89 20.88 21.66 21.60 17.35 18.47 24.39 22.75 25.40
Llama-2-7b+lora(BI) 3.86 13.27 - - - 18.55 33.91 9.56 24.35 18.38 17.20 25.13 3.86 19.77 7.23 21.16 24.11 0.45 17.26 6.68 7.54 25.05
Llama-2-7b+lora(Multi) 32.47 27.27 - - - 16.34 17.14 28.70 28.41 36.03 24.85 28.90 20.18 35.44 27.29 21.59 27.56 12.37 14.71 20.90 26.70 34.75
Llama-2-13b+lora(BI) 10.94 19.00 - - - 10.56 53.87 5.00 20.58 17.03 25.83 28.57 9.73 4.21 10.39 8.63 - - - - 7.70 21.78
Llama-2-13b+lora(Multi) 43.69 47.68 - - - 37.91 56.27 38.65 36.59 51.53 39.66 47.90 26.15 50.98 38.57 41.27 37.78 15.88 25.85 39.00 39.83 49.76
Llama-2-13b+FF+lora(Multi) 18.77 - - - - 17.44 21.33 17.45 17.23 19.26 17.04 19.97 18.10 19.00 16.73 16.43 17.73 14.26 16.26 18.31 17.40 -
Mistral-7B-v0.1+lora(Multi) 27.96 25.19 - - - 6.97 27.01 19.06 28.60 38.69 17.34 35.26 19.00 38.19 15.10 6.03 29.75 2.85 19.23 16.91 13.80 37.69

flores200-devtest

GPT-3.5 43.90 54.10 - - - 52.90 60.90 51.40 37.70 51.20 50.10 51.90 0.00 54.80 47.10 54.20 43.00 19.10 - 43.20 46.90 55.60
IndicTrans-2 59.40 64.80 - - - 68.80 69.10 63.40 61.80 71.30 66.20 66.60 - 69.90 66.80 67.90 54.00 42.30 - 63.20 68.00 64.10
Google Translate 59.80 65.30 - - - 69.70 69.70 63.90 37.20 70.50 66.40 67.20 - 70.50 65.90 68.70 53.80 0.30 - 63.60 68.50 65.60
LTRC, IIIT-H - - - - - - 58.40 47.00 - - 48.20 50.90 - - - - - - - - 49.40 -
SeamlessM4T 58.30 63.80 - - - - - 62.50 - 68.50 65.20 65.00 - 68.20 65.00 67.00 - 42.40 - 61.40 66.90 63.90
Encoder-Decoder BPCC (H) 26.67 32.80 - - - 24.11 32.73 22.80 18.21 30.39 23.64 30.40 21.21 29.37 20.17 20.98 21.14 16.99 18.51 24.11 22.60 24.69
Llama-2-7b+lora(BI) 3.96 12.63 - - - 17.54 31.87 7.95 23.86 19.30 17.85 25.35 3.57 19.97 07.09 21.16 23.64 0.46 17.78 05.69 7.17 21.69
Llama-2-7b+lora(Multi) 30.60 26.28 - - - 16.24 16.20 28.86 28.14 35.87 24.17 28.17 20.11 36.60 26.40 21.37 27.30 11.38 14.00 21.27 25.53 36.00
Llama-2-13b+lora(BI) 9.87 18.36 - - - 9.38 53.30 4.93 19.71 15.73 25.70 28.00 8.94 3.88 9.74 8.59 - - - - 7.07 20.70
Llama-2-13b+lora(Multi) 42.67 45.51 - - - 36.97 55.44 38.15 35.40 51.23 39.66 48.08 25.77 50.25 37.08 39.84 37.93 15.83 25.78 37.28 39.18 48.76
Llama-2-13b+FF+lora(Multi) 17.96 19.29 - - - 16.86 20.13 16.95 17.08 19.06 16.71 19.33 17.84 18.45 16.27 16.09 17.2 13.71 15.83 17.98 16.68 18.23
Mistral-7B-v0.1+lora(Multi) 25.70 23.29 - - - 6.03 25.07 17.79 28.05 35.57 15.76 33.40 19.29 36.31 15.47 5.54 29.95 2.91 19.26 14.98 14.18 35.23

newstest2019

GPT-3.5 - 51.80 - - - 50.70 56.70 48.10 - - 45.10 48.00 - - - 50.80 - - - 40.00 43.00 19.40
IndicTrans-2 - 64.50 - - - 67.70 64.60 62.40 - - 61.10 63.90 - - - 65.80 - - - 58.30 56.80 19.00
Google Translate - 64.50 - - - 67.80 - 62.70 - - 61.60 64.10 - - - - - - - 58.70 57.30 19.60
LTRC, IIIT-H - - - - - - 47.90 44.70 - - 44.00 48.90 - - - - - - - - 38.80 -
SeamlessM4T - 62.30 - - - 65.80 63.40 60.50 - - 59.30 61.80 - - - 63.90 - - - 56.90 55.50 19.40
Encoder-Decoder BPCC (H) - 27.80 - - - 19.87 28.15 19.60 - - 19.58 26.19 - - - 18.70 - - - 20.10 18.36 15.01
Llama-2-7b+lora(BI) - 13.28 - - - 17.13 27.87 9.74 - - 17.53 25.14 - - - 18.37 - - - 7.01 8.35 8.24
Llama-2-7b+lora(Multi) - 26.65 - - - 16.53 27.36 25.11 - - 22.56 30.49 - - - 20.14 - - - 19.64 22.55 14.88
Llama-2-13b+lora(BI) - 25.58 - - - 14.20 50.06 4.56 - - 26.76 29.23 - - - 8.58 - - - - 6.08 10.67
Llama-2-13b+lora(Multi) - 43.90 - - - 34.31 52.21 34.50 - - 34.56 44.86 - - - 34.35 - - - 33.24 32.65 17.51
Llama-2-13b+FF+lora(Multi) - 17.11 - - - 15.23 18.40 15.50 - - 15.49 16.98 - - - 15.05 - - - 16.48 15.00 13.28
Mistral-7B-v0.1+lora(Multi) - 24.90 - - - 6.06 26.04 18.47 - - 14.09 30.30 - - - 4.60 - - - 13.91 13.10 14.03

Table 8: chrF scores across Models and Benchmark-sets; 22 Indian Languages to English;
The symbol ‘-’ indicates that the benchmark dataset for a particular language or machine translation system was not available
during the evaluation period. Here, LORA stands for Low-Rank Adaptation of Large Language Models based fine-tuning. Multi
stands for the multilingual model, FF for full-finetuning, and FF+lora stands for 2-stage fine-tuning. Encoder-Decoder BPCC (H)
represents scores for encoder decoder based transformer model (Appendix A) trained on BPCC Human Training data.
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Abstract

The effectiveness of neural machine trans-
lation is markedly constrained in low-
resource scenarios, where the scarcity of
parallel data hampers the development of
robust models. This paper focuses on the
scenario where the source language is low-
resource and there exists a related high-
resource language, for which we intro-
duce a novel approach that combines pivot
translation and multilingual training. As a
use case we tackle the automatic transla-
tion from Catalan to Chinese, using Span-
ish as an additional language. Our eval-
uation, conducted on the FLORES-200
benchmark, compares our new approach
against a vanilla baseline alongside other
models representing various low-resource
techniques in the Catalan-to-Chinese con-
text. Experimental results highlight the ef-
ficacy of our proposed method, which out-
performs existing models, notably demon-
strating significant improvements both in
translation quality and in lexical diversity.

1 Introduction

The development of neural machine translation
(NMT) has considerably benefited translation be-
tween language pairs abundant in parallel data, en-
hancing translation accuracy and fluency across di-
verse linguistic landscapes (Hassan Awadalla et
al., 2018; Popel et al., 2020). However, its ef-
fect is challenged by the fact that building an ef-
fective NMT system requires a large amount of

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

parallel data. This challenge is particularly pro-
nounced in the case of low-resource languages,
that is, language pairs with limited parallel lan-
guage resources, remaining a significant hurdle in
achieving universal communication.

An exemplary case highlighting such hurdle in-
volves the translation dynamics between Catalan
and Chinese, (CA–ZH) two languages character-
ized by limited parallel corpora. The year 2022
marked a significant increase in Chinese invest-
ments in Catalonia1, and the Chinese population
emerged as the fourth largest foreign community in
Catalonia2. These together highlight the growing
economic and social interactions between these re-
gions and thus the pressing need for effective com-
munication tools between Catalan and Chinese
speakers. Despite the potential benefits, the devel-
opment of a robust NMT system for the CA–ZH
language pair faces notable challenges, primarily
due to the scarcity of direct parallel data.

Addressing this gap, previous works have
sought to navigate the low-resource landscape of
the CA-ZH language pair. The research by Costa-
Jussà et al. (2019) was the first work to specifically
focus on addressing the low-resource CA–ZH lan-
guage pair, where they broke new ground by gen-
erating non-human-written parallel sentences, i.e.
pseudo-parallel corpus via pivot translation and
then used them to train ZH→CA NMT models.
Another work (Zhou, 2022) concerned building
CA–ZH parallel data, where CA–ZH bitexts was
first mined from Wikipedia with the help of the
open-source LASER tookit3 and then passed to san-

1Data taken from https://catalonia.com.
2Data taken from https://www.idescat.cat/
novetats/?id=4489\&lang=en.
3https://github.com/facebookresearch/
LASER
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ity check according to Kreutzer’s (2022) method-
ology. Therefore, unlike the training datasets cre-
ated by Costa-Jussà et al. (2019), Zhou’s (2022)
parallel corpus consists of human-selected bitexts.
Subsequently, Liu (2022) used Zhou’s (2022)
dataset to fine-tune a massively pre-trained mul-
tilingual NMT model, i.e. M2M-100 with param-
eters of 418M by Fan et al. (2020) for CA↔ZH,
presenting better translation performance in both
directions as compared to the original M2M-100.

Furthermore, other work (Schwenk et al., 2019;
El-Kishky et al., 2020; Schwenk et al., 2020), re-
lated to building parallel data for many language
pairs, included CA–ZH. The multilingual bitexts
therein were massively mined from web-based re-
sources and subsequently utilized to train multilin-
gual NMT models like M2M-100, which is also
workable with the CA↔ZH translation.

The previous studies on the CA–ZH language
pair contributed to enhancing the automated trans-
lation between these two languages. However,
each focused primarily on employing a singu-
lar, specific low-resource NMT technique, e.g.
pivot translation in Costa-Jussà et al.(2019), fine-
tuning in Liu (2022), multilingual training in Fan
el al. (2020), etc. Unlike these approaches, our
work aims to propose a novel integration, pivot
translation-aided multilingual training (PTAMT),
and compare it against existing methods (multilin-
gual training, fine-tuning, pivot translation, fine-
tuning coupled with pivot translation). We focus
on the CA→ZH translation direction, as a use case
in which the source language is low-resource and
there is a related higher-resourced language, Span-
ish (ES). The technique we introduce, PTAMT,
uses additional data from ES both as pivot and as
multilingual training.

The contributions of our work can be summa-
rized as follows:

1. Our work introduces a novel approach that
effectively leverages pseudo-parallel and au-
thentic data to enhance translation quality
and mitigate the effects of source-side ma-
chine translationese, setting a new standard
for NMT from low-resource languages.

2. Our work, to the best of our knowledge, is the
first one to provide systematic empirical ev-
idence highlighting the effectiveness of dif-
ferent low-resource NMT techniques for the
CA–ZH language pair.

3. Our work underscores the important role of
a modest amount of authentic parallel data in
the target language pair(s) in the training and
fine-tuning processes.

2 Related Work

2.1 Low-resource Techniques

Multilingual training refers to training for dif-
ferent language pairs in a single NMT model
(Wang et al., 2021) via various methods of shar-
ing parameters, e.g. full parameters sharing (Ha et
al., 2016; Johnson et al., 2017; Tan et al., 2019),
attention mechanism sharing (Firat et al., 2016;
Lu et al., 2018), etc. Through multilingual train-
ing, low-resource language pairs can be trained to-
gether with high-resource language pairs, and thus
desired low-resource languages can benefit from
high-resource auxiliary languages when the model
learns linguistic knowledge, contextual informa-
tion, and commonalities, etc. from different lan-
guages. Furthermore, if auxiliary languages are
related to low-resource languages of interest, they
can effectively benefit translation quality in a low-
resource scenario (Gu et al., 2018; Neubig and Hu,
2018).

Fine-tuning is performed when a parent NMT
model is first trained on high-resource language
pairs, and the trained model is used to initialize a
child model’s parameters, which are subsequently
fine-tuned on a low-resource language pair (Zoph
et al., 2016). In this way, whereas knowledge
learnt from high-resource auxiliary languages can
be transferred to low resource languages, the pre-
trained NMT model can also be forced to primar-
ily focus on the desired low-resource language pair
only. By contrast, since a model has constrained
capacity, multilingual training can potentially fa-
vor high-resource language pairs due to imbal-
anced data ratio (Arivazhagan et al., 2019; Wang
et al., 2020). Fine-tuning can be combined with
multilingual training if a model is first trained on
multiple high-resource languages as well as the de-
sired low-resource language pair and then is fine-
tuned on the latter only, which has been proved
as an effective way to improve low-resource trans-
lation (Thillainathan et al., 2021; Adelani et al.,
2022).

Pivot translation is applicable for a low-
resource translation condition if an auxiliary lan-
guage has parallel data with both languages of the
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low-resource language pair, and this auxiliary lan-
guage is called a pivot language (Costa-Jussà et al.,
2019).

There are mainly two approaches in pivot trans-
lation. The first one is the cascade approach, aim-
ing to train two separate translation systems from
source to pivot and from pivot to target, and then
combine them together for source→target trans-
lation, which is common in early statistical ma-
chine translation (Cohn and Lapata, 2007; Wu and
Wang, 2007; El Kholy et al., 2013).

Another approach is more widely used in state-
of-the-art NMT, which is used to synthesize
pseudo-parallel data for a low-resource language
pair, with data either from the source side syn-
thesized through pivot→source translation (Zheng
et al., 2017) or from the target side synthe-
sized through pivot→target translation (Chen et
al., 2017). In this case, to ensure the effec-
tiveness of synthetic data via pivot translation,
it is important to obtain qualified pivot→source
translation or pivot→target translation. For in-
stance, Costa-Jussà et al. (2019) compared two
pseudo-parallel CA–ZH parallel corpora. One was
built by translating the Spanish sentences from
the ES–ZH parallel corpus United Nations Paral-
lel Corpus v1.0 (Ziemski et al., 2016) into Cata-
lan, whereas the other was created by translat-
ing the Spanish sentences from the ES-CA paral-
lel corpus El Periódico (Costa-jussà et al., 2014)
into Chinese. They used them to train two sep-
arate NMT models with same neural network ar-
chitecture for ZH→CA translation, and discovered
that the NMT model trained on the former yielded
a higher BLEU score, as the ES→CA translation
was of higher quality than the ES→ZH translation.

In contrast to this direct synthesis approach,
studies by Lakew et al. (2018) and Currey and
Heafield (2019) leveraged pivot resources differ-
ently. Rather than solely relying on pivot→source
or pivot→target translations to generate pseudo-
parallel data, these studies initiated their process
with multilingual NMT model training using both
source–pivot and target–pivot parallel data. Af-
terwards, Lakew et al. (2018) used their multi-
lingual NMT model to back-translate source and
target language data into the corresponding target
and source languages, respectively. This generated
pseudo-parallel source–target data was then used
alongside the original parallel data to iteratively
re-train the multilingual NMT model. Differ-

ently, Currey and Heafield (2019) leveraged their
multilingual model to back-translate monolingual
data from the pivot language into both the source
and target languages, thereby obtaining pseudo-
parallel source–target data used to further train or
fine-tune the model to enhance the direct transla-
tion capabilities between the source and target lan-
guages.

2.2 Machine Translationese

Machine translationese refers to the artificially im-
poverished language in MT outputs, marked by re-
duced fluency, lexical diversity, and distinct syn-
tactic structures compared to original or human-
translated texts (Vanmassenhove et al., 2021;
Chae and Nenkova, 2009; Ilisei et al., 2010). Such
characteristics can make synthetic machine trans-
lated data ill-suited for capturing the nuances of
human language, potentially leading to deviations
in real-world language usage (Dutta Chowdhury et
al., 2022). When synthetic data is utilised as train-
ing data (as can be the case in pivot translation, see
Section 2.1), models may inadvertently learn from
the machine translationese present in the synthetic
data, leading to the generation of translations or
language constructs that are inconsistent with the
target language.

Efforts to mitigate translationese have included
techniques such as data tagging, where training
datasets are annotated to distinguish between origi-
nal and translated texts. This tagging helps models
recognize and avoid translationese during training,
as in Riley et al. (2020) and Freitag et al. (2022b).
Another approach involves transforming machine-
translated texts into more original-like content us-
ing style transfer or by re-generating text from ab-
stracted representations like AMR (Jalota et al.,
2023; Wein and Schneider, 2024).

These studies mainly focus on improving the
quality of machine-translated output by reducing
translationese. However, less attention has been
given to the effects of source-side artefacts in syn-
thetic data on NMT training. We contemplate
this case in this work, comparing different models
that deal with synthetic source-side training data in
terms of machine translationese.

3 Proposed Method

Our proposed method, PTAMT, couples pivot
translation with multilingual training to leverage
the advantages of both techniques. Distinct from
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previous work (Lakew et al., 2018; Currey and
Heafield, 2019), which uses a less related pivot
language to initially train a multilingual NMT sys-
tem for back-translating and synthesizing pseudo-
parallel data, PTAMT employs a pivot language
(ES) that is linguistically closer to the source lan-
guage. This choice is informed by the synthetic
pivot translation approach demonstrated by Costa-
Jussà et al. (2019), which is favored due to the
greater linguistic affinity between the source (CA)
and pivot (ES) languages as compared to the pivot
(ES) and target (ZH) languages (Rapp, 2021).

In our implementation, we used an exist-
ing ES–ZH corpus to synthesize pseudo-parallel
CA–ZH data by translating ES sentences into CA.
This strategy aligns the synthetic side with the
source language (CA) and uses authentic data for
the target language (ZH), enhancing the model’s
ability to produce natural output.

Nevertheless, as pivot-translated sentences are
inherently machine-translated texts, they are prone
to containing machine translationese. To address
this, PTAMT strategically leverages the ES–ZH
bitexts in a multilingual training setup to facili-
tate effective pivot-based knowledge transfer. This
approach helps to mitigate the potential impact
of noise introduced by the synthetic CA input.
PTAMT incorporates both source languages (CA
and ES) in the encoder, and applies encoder pa-
rameter sharing throughout training, which is ap-
plicable for both from-scratch training and fine-
tuning. The same set of weights and biases is
shareable in a single encoder for inputs from both
source languages. Multilingual training empowers
the model to capture and integrate contextual in-
formation from both source languages. Given that
the ES data is authentic (human-produced), we hy-
pothesize that PTAMT will aid in reducing the in-
fluence of noise from the pivot-translated CA train-
ing data on the target ZH output.

4 Experimental Setup

4.1 Data Description

Original Data We used the aforementioned
CA–ZH parallel corpus, CA–ZH Wikipedia (Zhou,
2022), as the foundation, since it contains human-
selected parallel sentences with quality control.
We refer to this dataset as CA–ZH-WIKI.

Pivot-translated Data We made use of ES–ZH
bitexts from the public release United Nations

Parallel Corpus v1.0 (Ziemski et al., 2016), to
which we refer as ES-ZH-UN. Instead of train-
ing an ES→CA automatic translation system from
scratch as in (Costa-Jussà et al., 2019), we directly
used the open-source NMT model provided by
Softcatalà4 to translate ES sentences from ES-ZH-
UN into CA and then obtain the pseudo-parallel
(synthetic source) CA–ZH United Nations parallel
dataset, CA-ZH-PVT. Addtionally, by translating
CA sentences from CA-ZH-WIKI into ES through
a CA→ES NMT model5, we generated a pseudo
ES–ZH Wikipedia parallel dataset, ES-ZH-PVT,
for later data augmentation.

Mixed Data As for the CA–ZH language pair,
we concatenated the pivot-translated CA–ZH
dataset CA-ZH-PVT with CA-ZH-WIKI, resulting
in the mixed parallel dataset CA-ZH-MIX. As re-
gards the ES–ZH language pair, we concatenated
the pivot-translated ES–ZH Wikipedia dataset ES-
ZH-PVT with ES-ZH-UN to obtain a mixed par-
allel dataset ES-ZH-MIX for the ES–ZH language
pair.

4.2 Models

We implemented one vanilla baseline model, four
models based on a pre-trained multilingual model
(M2M-100-418), two Transformer-based models
trained from scratch, and four PTAMT models to
compare different low-resource NMT techniques
for CA→ZH translation.

Vanilla Baseline Our vanilla baseline was a
Transformer-based model trained on the original
parallel corpus CA-ZH-WIKI. Due to the small size
of this training dataset, rather than using the de-
fault Transformer-base configuration (Vaswani et
al., 2017), we adopted the architecture setting op-
timized on 40k training sentence pairs (Araabi and
Monz, 2020), which consists of 2 attention heads,
5 encoder and decoder layers, and a 512 embed-
ding dimension.

M2M-100-418M Models As a second baseline,
we selected the pretrained model M2M-100 (Fan
et al., 2020), which is representative of a model
that has taken advantage of multilingual training.
M2M-100 is a state-of-the-art massively multilin-
gual translation model, which supports translation
between Catalan and Chinese. We opted for the

4https://github.com/Softcatala/nmt-models
5https://github.com/Softcatala/nmt-models

232



Language pair Corpus # of sentence pairs

Training Validation

CA–ZH
CA-ZH-WIKI 58,328 10,293
CA-ZH-PVT 17,575,795 2,638
CA-ZH-MIX 17,634,123 12,931

ES–ZH
ES-ZH-UN 17,575,795 2,638
ES-ZH-PVT 58,328 10,293
ES-ZH-MIX 17,634,123 12,931

Table 1: Distribution of the datasets in the experiments.

one with the least size of parameters (418M) tak-
ing into account available computational resources
as well as comparability across the different mod-
els in our experiments. M2M-100-418M is a
Transformer-based model that contains 12 encoder
and decoder layers with a 1024 embedding dimen-
sion.

Large-scale multilingual pre-trained NMT mod-
els can be further leveraged to improve low-
resource machine translation by fine-tuning them
on low-resource language pairs. Therefore, we
examined three fine-tuned M2M-100-418M mod-
els for the CA→ZH translation. The first one
was obtained from the aforementioned work by
Liu (2022), accessible on a Hugging Face repos-
itory6, which was solely fine-tuned on the CA-ZH-
WIKI training dataset. We fine-tuned the second
one on the pseudo-parallel dataset CA-ZH-PVT
and the third one on the mixed parallel dataset CA-
ZH-MIX. These last two models represent those
that leverage pivot translation (either without or
with original parallel data) paired with fine-tuning.

From-scratch Trained Models We additionally
trained two models from scratch using a Trans-
former architecture, with 6 encoder and decoder
layers and a 512 embedding dimension, respec-
tively on the pseudo-parallel dataset CA-ZH-PVT
and the mixed parallel dataset CA-ZH-MIX. These
two models represent those that leverage pivot
translation (either without or with original parallel
data) under from-scratch training conditions.

PTAMT-enhanced Models We implemented
PTAMT to enable simultaneous benefits from CA-
ZH-MIX and ES-ZH-MIX in both from-scratch
training and fine-tuning scenarios. Under the
from-scratch training condition, we trained a sin-
6https://huggingface.co/projecte-aina/
m2m100\_418M\_ft\_ca\_zh

gle NMT model that has the same network archi-
tecture as the previous from-scratch trained mod-
els. Whereas the language pair of interest is
still CA–ZH, this model supports both CA→ZH
and ES→ZH translation, effectively operating as
a many-to-one NMT system. The encoder param-
eters are shared between CA and ES without in-
creasing the model size, where a special token was
added to the source side to specify the input lan-
guage. Likewise, in the fine-tuning condition, both
language pairs were included, and thus M2M-100-
418M was fine-tuned on both CA-ZH-MIX and ES-
ZH-MIX.

During the training or fine-tuning phase, ES was
engaged as an auxiliary language. Despite poten-
tial noise introduced by pivot-translated CA sen-
tences, the model could still learn relevant lin-
guistic properties and characteristics related to CA
from their ES equivalents, and thereby enhancing
the CA→ZH translation. These two models rep-
resent PTAMT in from-scratch training and fine-
tuning scenarios, respectively. Furthermore, we
applied a second-step fine-tuning to both models
on CA-ZH-WIKI.

4.3 Preprocessing

As for the parallel datasets used in our experi-
ments, we only worked on sentence-level transla-
tion and so we removed lengthy sentence pairs by
restricting them to maximum length of 100 words,
then split them into training set and validation set
(see Table 1), and went through different prepro-
cessing pipelines depending on the models to be
trained, as detailed next.

M2M-100-418M models For this model and its
fine-tuned variants, including two with PTAMT,
we employed the pre-trained SentencePiece tok-
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enizer designed for M2M-1007. This tokenizer
was used to tokenize all the parallel sentences.

Other models For the remaining models, we ap-
plied pre-tokenization using separate segmenters
tailored for each language, following the approach
outlined in Costa-Jussà (2019):

• Chinese: Since word boundaries in Chinese
are not discernible through whitespace, we
utilized the Jieba segmenter 8 to segment Chi-
nese sentences into words.

• Catalan and Spanish: We relied on the
spaCy tokenizer, specifically the models
ca core news sm 9 and es core news sm 10,
respectively. These models were used to iden-
tify word boundaries and split contractions
(e.g., l’original into l’ + original).

Following the pre-tokenization step, we trained
SentencePiece BPE models using training sen-
tences from the respective datasets and then pro-
ceeded with tokenization.

• Vanilla Baseline: Following Araabi and
Monz (2020), we trained a tokenizer with 12k
BPE merge operations for each language.

• From-scratch Models: We sampled 5M sen-
tences from the corresponding training set for
each language. We then trained a tokenizer
with a character coverage of 1.0 for CA and
another one for ZH with character coverage
of 0.9995. To determine the optimal vocabu-
lary size for training our tokenizers, we ini-
tially used the widely-adopted size of 32k.
Subsequently, we conducted experiments by
both increasing and decreasing the vocabu-
lary size. In evaluating the performance of
tokenizers with different sizes, we assessed
the occurrences of the unk token in the tok-
enized data. This resulted in a vocabulary of
35K subwords.

• PTAMT: For the proposed PTAMT-enhanced
model under the from-scratch condition, we
sampled 5M sentences from the ES corpus
and concatenated it with the CA samples.

7https://dl.fbaipublicfiles.com/m2m\_100/
spm.128k.model
8https://github.com/fxsjy/jieba
9https://spacy.io/models/ca
10https://spacy.io/models/es

This combined set was used to train a joint
tokenizer for CA and ES. After testing differ-
ent vocabulary sizes, we finally created a joint
vocabulary of 64K. We retained the Chinese
tokenizer used in the previous from-scratch
trained model for tokenization.

4.4 Training

For maximum comparability across the various
models in this study, we conducted all experiments
using a single NVIDIA RTX A5000 GPU card.
We trained or fine-tuned all models with the Adam
Optimizer and label smoothing cross-entropy loss.
The configuration of hyper-parameters for all the
NMT models is provided in Table 4 (Appendix
A), except that hyper-parameters for training the
vanilla baseline followed the ones in Araabi and
Monz (2020) (see Table 5 in Appendix A). Ad-
dtionally, checkpoints were evaluated at an inter-
vals 5k training or fine-tuning steps on the vali-
dation set. Throughout this process, we continu-
ously monitored the models’ performance by as-
sessing both training and validation losses. To en-
sure a balance between achieving convergence and
avoiding overfitting, we implemented early stop if
there was no improvement in the validation loss
over 0.02 across three consecutive validation inter-
vals. The epochs are listed in Table 6 in Appendix
B.

4.5 Evaluation

4.5.1 Evaluation Benchmark
We benchmarked the models in this work on

FLORES-200 (Team et al., 2022). We used 1012
sentence pairs from its devtest set to evaluate the
translation quality in the CA→ZH direction in all
experiments, where we performed beam search de-
coding with a beam size of 5.

4.5.2 Evaluation Metrics
We incorporated three distinct sets of automatic

evaluation metrics, with the first two aiming to
evaluate translation quality and the last one aim-
ing to assess lexical diversity.

SentencePiece BLEU We adopted the Sentence-
Piece BLEU (spBLEU) (Goyal et al., 2021) as one
of our quality evaluation metrics, since spBLEU
correlated with human ratings slightly better than
BLEU (Freitag et al., 2022a). We first detokenized
the output from all the NMT models, then imple-
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System Methods spBLEU COMET

Vanilla Baseline - 8.2 0.525

M2M-100-418M
Models

multilingual training
(pre-trained baseline)

22.0 0.774

fine-tuning 22.4 0.797
fine-tuning & pivot
(without original data)

22.7 0.779

fine-tuning & pivot
(with original data)

24.6 0.808

PTAMT 25.2 0.810
PTAMT & 2nd fine-tuning 26.7 0.828

From-scratch
Trained
Models

pivot
(without original data)

19.8 0.738

pivot
(with original data)

21.1 0.763

PTAMT 23.1 0.783
PTAMT & 2nd fine-tuning 24.3 0.786

Table 2: Translation quality automatic scores for the baseline, pre-trained models and from-scratch models. The best score per
section and metric is shown in bold.

mented the pre-trained SentencePiece tokenizer 11

specific for FLORES-200 to tokenize the MT out-
put and the reference translation, and finally com-
puted spBLEU for each model.

Crosslingual Optimized Metric for Evaluation
of Translation COMET (Rei et al., 2020) lever-
ages cross-lingual neural language modelling and
is trained to predict human judgement scores for
machine-translated texts. COMET caters for a
great variety of languages, and takes into account
semantic similarities not only between the MT out-
put and the reference translation but also the cor-
responding source text (Rei et al., 2020). We used
the default COMET model12, feeding it a triplet
with detokenized source, MT output, and reference
translation.

Measures of Lexical Diversity As discussed in
Section 2.2, machine-translated texts exhibit dif-
ferences in lexical diversity compared to original
texts. Therefore, we evaluated lexical diversity
in both reference translations and outputs from
the NMT models in our experiments to compare
the prevalence of machine translationese. Follow-
ing the approach outlined by Vanmassenhove et

11https://github.com/facebookresearch/
flores/tree/main/flores200
12https://huggingface.co/Unbabel/
wmt22-comet-da

al. (2021), lexical diversity was examined using
various measures, including lexical frequency pro-
file (LFP), type/token ratio (TTR), Yule’s I and the
measure of textual lexical diversity (MLTD).

In Vanmassenhove et al. (2021), LFP is used
to quantify the richness of a translation by divid-
ing the words of a text into three bands: (i) the
percentage of words among the 1000 most com-
mon words in that language, (ii) the percentage of
words among the next 1000 most common words,
and (iii) all other words. These word frequency
lists are generated from the training set. TTR as-
sesses a text’s repetitiveness by comparing the ra-
tio of unique words (types) to the total number of
words (tokens) in the text. MLTD represents the
mean length of a text where a given TTR value is
maintained. Yule’s I, the inverse of Yule’s K, mea-
sures the constancy of text and the repetitiveness
of vocabulary.

Prior to computing the lexical diversity scores
for each metric, we tokenized the Chinese refer-
ences and MT outputs following the same Chinese
pre-tokenization steps outlined in Section 4.3. Be-
sides, we utilized the pre-tokenized mixed Chinese
training sentences from CA-ZH-MIX to obtain the
Chinese word frequency list for LFP.
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System Methods B1 B2 B3 TTR Yule’s I MLTD

Reference - 0.487 0.090 0.423 0.320 14.679 218.133

Vanilla Baseline - 0.593 0.074 0.333 0.228 3.873 50.784

M2M-100-418M
Models

multilingual training
(strong baseline)

0.534 0.089 0.377 0.248 6.091 115.470

fine-tuning 0.519 0.092 0.389 0.282 8.916 132.883
fine-tuning & pivot
(without original data)

0.517 0.093 0.391 0.279 10.046 121.555

fine-tuning & pivot
(with original data)

0.514 0.094 0.393 0.283 10.257 129.594

PTAMT 0.517 0.093 0.390 0.288 10.770 157.991
PTAMT & 2nd fine-tuning 0.515 0.088 0.396 0.295 10.011 167.163

From-scratch
Trained
Models

pivot
(without original data)

0.584 0.095 0.321 0.246 6.762 137.691

pivot
(with original data)

0.579 0.091 0.331 0.256 6.927 127.027

PTAMT 0.556 0.093 0.351 0.272 8.515 155.443
PTAMT & 2nd fine-tuning 0.547 0.090 0.363 0.274 7.728 149.375

Table 3: LFP scores with 3 bands (B1: 0-1000, B2: 1001-2000, B3: 2001-end), TTR, Yule’s I and MTLD scores for the
reference and the output of the NMT models in CA→ZH translation. Lower B1 values, indicating fewer matched tokens in
frequent cases, along with higher values in B3, TTR, Yule’s I, and MTLD, collectively indicate greater lexical richness.

5 Results and Discussion

5.1 Results
Table 2 displays the quality outcomes, while Table
3 shows the lexical diversity outcomes for all the
NMT models involved in the CA→ZH translation
on the FLORES-200 dataset.

Translation Quality The results indicate a no-
table advancement in translation quality when ex-
amining the from-scratch trained models. Partic-
ularly, transitioning from the vanilla baseline to a
pivot strategy yields a significant increase in per-
formance metrics, with spBLEU surging by 11.6
points from 8.2 to 19.8, and the COMET score
enhancing by approximately 0.213 from 0.525 to
0.738. This trend of improvement extends when
integrating the pivot-translated dataset with the
original, which further elevates the spBLEU score
by 1.3 to 21.1. This enhancement is surpassed by
the PTAMT model, marking a spBLEU increase
of 2.0 from 21.1 to 23.1. Interestingly, fine-tuning
the PTAMT model on the small amount of original
dataset led to a further spBLEU boost by 1.2.

In comparison, the M2M-100-418M models be-
gin with a strong foundation, exhibiting a high ini-
tial spBLEU score of 22 and a COMET score of
0.774. A slight improvement in spBLEU is noted

after fine-tuning on the original training set, in-
creasing modestly to 22.4. The incremental ad-
vancement persists when pairing fine-tuning with
pivot translation, further elevating the spBLEU to
22.7 when excluding the original parallel data and
to 24.6 when combined with the original paral-
lel dataset. Applying PTAMT in the fine-tuning
condition boosts spBLEU further to 25.2, with a
second-step fine-tuning on the original dataset re-
sulting in a peak spBLEU score of 26.7, accompa-
nied by the highest COMET score of 0.828.

The M2M-100-418M models generally outper-
form from-scratch models in terms of translation
quality. However, the PTAMT-enhanced model in
the from-scratch training scenario, whether with
second-step fine-tuning or not, still surpasses the
M2M-100-418M models reliant solely on multi-
lingual training, fine-tuning, and fine-tuning com-
bined with pivot translation (without original par-
allel data) in terms of spBLEU scores.

Lexical Diversity Compared to all the NMT
models, the reference translation exhibits a lower
B1 score and a higher B3 score. This reveals
that the 1000 most frequent words represent a
smaller proportion of the human-translated sen-
tences, while less frequent words constitute a
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larger portion of the original data compared to the
outputs of different NMT systems, indicating a
preference for less frequent words and a richer vo-
cabulary. This is further evidenced by its superior
TTR, Yule’s I, and MLTD scores.

However, the results also reveal that incor-
porating low-resource training approaches into
NMT models consistently leads to performance
improvements over the vanilla baseline. Specif-
ically, our proposed method, PTAMT, stands out
in both from-scratch trained models and atop the
M2M-100-418M pre-trained model, by achieving
the lowest B1 score, the highest B3 score, and the
highest scores of TTR, Yule’s I, and MLTD. This
suggests that the PTAMT-enhanced models excel
in generating linguistically rich and varied outputs
across both from-scratch training and fine-tuning
scenarios. Furthermore, it was observed that the
M2M-100-418M models demonstrate a superior
ability to use a wider vocabulary compared to the
from-scratch trained models.

5.2 Discussion

Notable improvements in translation quality and
lexical diversity have been observed following the
implementation of low-resource NMT techniques,
underscoring the pivotal role of innovative training
strategies in surpassing the limitations traditionally
associated with NMT models in low-resource con-
texts.

While different approaches have exhibited dif-
ferent degrees of enhancement, the overall su-
periority of the M2M-100-418M models can
be attributed to the extensive multilingual pre-
training of the initial M2M-100-418M model,
which is equipped with a broad variety of lin-
guistic knowledge, enabling itself to benefit sub-
stantially from subsequent low-resource training
strategies. Among the low-resource methods ex-
amined, PTAMT has set a new standard for gen-
erating translations, allowing the M2M-100-418M
model to capitalize on both the CA–ZH and
ES–ZH training datasets, achieving superior trans-
lation quality and lexical diversity compared to
the other M2M-100-418M models examined. In-
terestingly, despite the inherent advantages of the
M2M-100-418M’s large-scale multilingual train-
ing base, the from-scratch trained models lever-
aging the PTAMT method exhibit unique capac-
ity to optimize translation quality beyond the ca-
pabilities of the M2M-100-418M models that rely

solely on the approaches of multilingual training,
fine-tuning, and fine-tuning combined with pivot
translation (without original parallel data).

Furthermore, PTAMT is particularly effective
in reducing the impact of source-side machine-
translationese introduced by the pivot-translated
data (i.e. source-side machine-translated Catalan
from Spanish) on the target output. PTAMT does
not only include as training data a large amount of
pseudo-parallel data for the desired source-target
language pair (CA–ZH), but also integrates au-
thentic linguistic input from the pivot–target lan-
guage pair (ES–ZH). This approach enables the
models to not only be exposed to a wider range
of lexical items and usage contexts but also effec-
tively discern and replicate the subtleties of nat-
ural language usage. Empirical evidence from
our results of the lexical diversity metrics corrob-
orates PTAMT’s positive impact. The improved
scores in these metrics for PTAMT-enhanced mod-
els reflect diversified word usage and a depar-
ture from the simplified and often repetitive lan-
guage characteristic of synthetic data-driven trans-
lations, thereby diminishing the hallmarks of ma-
chine translationese.

Besides lexical level, we have also observed a
syntax-semantics phenomenon uniquely captured
by the PTAMT-enhanced models. A translation
sample (see Table 7 in Appendix C) is illustrated
where the CA source sentence contains three el-
ements conveying negative meaning, whereas the
ZH reference exhibits only one negative marker.
This is because CA is a negative concord language,
where multiple negative markers do not cancel but
affirm one another to intensify the negation, and
thus combine into a single negation (Espinal et
al., 2016; Tubau et al., 2023). By contrast, ZH
is a language without negative concord, meaning
that negative markers spell out one another and
thus two negatives resolve to a positive (Yang,
2011). Therefore, the triple negatives in the CA
source sentence actually resolve to a single nega-
tion. When translating the the CA source sentence
to ZH, only one negative needs to be retained. In
our experiments, only the PTAMT models accu-
rately captured this linguistic phenomenon, while
other models erroneously included two negatives
in the ZH translation, resulting in a completely op-
posite meaning. Surprisingly, after fine-tuning the
from-scratch trained PTAMT-enhanced model on
the original parallel corpus, this understanding was
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lost. Conversely, the M2M-100-418M PTAMT-
enhanced model gained this understanding after
the second-step fine-tuning.

Finally, we have also noted the substantial im-
pact of incorporating a small quantity of authentic
parallel data in the desired language pair (dataset
CA–ZH-WIKI). When training or fine-tuning on
pivot-translated data alongside a modest amount of
original CA-ZH parallel corpus, there is a marked
increase in spBLEU and COMET scores, com-
pared to using pivot-translated data alone. More-
over, fine-tuning successively the from-scratch
trained PTAMT-enhanced model and the M2M-
100-418M PTAMT-enhanced model on a small
portion of original CA-ZH parallel data also re-
sulted in a notable enhancement in spBLEU and
COMET scores for both models. Taken together,
these findings are likely to imply the significance
of authentic parallel data in the target language
pair(s) in improving the performance of NMT sys-
tems.

6 Conclusions and Future Work

In this work, our comprehensive experimental
evaluation of from-scratch trained and M2M-100-
418M pre-trained models for the CA→ZH trans-
lation task has highlighted the efficacy of low-
resource NMT techniques. Significantly, these ex-
periments have confirmed the substantial benefits
of these methods on translation quality and lexical
diversity, with our novel PTAMT method emerg-
ing as a key innovator in addressing the challenges
inherent in translating the low-resource language
pair.

The PTAMT method, with its ability to effec-
tively utilize pseudo-parallel and authentic paral-
lel data, significantly mitigates the influence of
source-side machine translationese and enhances
the model’s capability to produce translations that
are not only accurate but also linguistically rich
and varied. This approach not only broadens the
lexical range and usage contexts available to the
model but also ensures a nuanced understanding
and replication of natural language subtleties, as
evidenced by the improved lexical diversity met-
rics and the accurate handling of complex linguis-
tic phenomena such as negative concord.

Moreover, our findings seem to imply the criti-
cal role of integrating authentic data in the desired
language pair(s) into the training or fine-tuning
process, demonstrating that even a small amount

of authentic parallel data can substantially elevate
the performance of NMT systems. This insight
emphasizes the importance of combining pseudo-
parallel and authentic inputs to achieve the best
possible translation outcomes, particularly in the
context of low-resource language pairs.

While our study marks progress in NMT for
the low-resource CA–ZH pair, it also unveils areas
which deserve further exploration. The potential
domain alignment between our test set FLORES-
200 and the original CA-ZH-WIKI parallel data
raises questions about how the inclusion of a mod-
est amount of authentic parallel data in the target
language pair(s) influences translation outcomes.
This becomes especially relevant when consider-
ing the potential for domain-specific biases to af-
fect the evaluation of NMT systems. Moreover,
the observed discrepancies in how from-scratch
trained PTAMT-enhanced models and M2M-100-
418M PTAMT-enhanced models handle linguis-
tic complexities such as negative concord—both
before and after additional fine-tuning—suggest
underlying differences in model learning dynam-
ics that deserve closer scrutiny. These diver-
gent model responses highlight the need for a nu-
anced understanding of how different training ap-
proaches impact the NMT models’ ability to grasp
and accurately render complex linguistic struc-
tures.

To navigate these uncertainties and expand upon
our findings, we propose several avenues for fu-
ture research: firstly, building novel and diversified
test sets to quantify and generalize the influence
of authentic parallel data in the target language
pair(s) on model performance; secondly, exploring
the models’ internal representations and additional
fine-tuning processes to pinpoint factors contribut-
ing to their distinct responses to linguistic com-
plexities such as negative concord; thirdly, expand-
ing our investigation to include more low-resource
language pairs to enable a comprehensive evalua-
tion of the PTAMT method’s applicability across
diverse linguistic contexts.
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A Appendix: Hyper-parameters
Configuration

Hyper-parameters Value

adam betas 0.9, 0.98
learning rate 0.0005

warmup initial learning rate 1.00E-07
label smoothing 0.1

dorpout 0.2
weight decay 0.0001

batch size (in tokens) 4096 (× 8 steps)
gradients accumulation 8

Table 4: hyper-parameters of the neural models. Note that
the same set of hyper-parameters was used for all experiments
except that the batch size for the M2M-100-418M models was
2048 tokens (× 16 steps) due to GPU memory limit.

Hyperparameter Value

adam betas 0.9, 0.98
learning rate 0.0005

warmup initial learning rate 1.00E-07
label smoothing 0.5

dorpout 0.3
activation dropout 0.3
enc/dec layerDrop 0.0/0.1

weight decay 0.0001
batch size (in tokens) 4096 (× 8 steps)

gradients accumulation 8

Table 5: Optimal Transformer hyper-parameters settings for
40k datasets.
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B Appendix: Training and Fine-tuning
Epochs

System Methods Epoch

Vanilla Baseline - 155

M2M-100-418M
Models

multilingual training
(strong baseline)

-

fine-tuning 8
fine-tuning & pivot
(without original data)

3

fine-tuning & pivot
(with original data)

4

PTAMT 4
PTAMT
& 2nd fine-tunig

10

From-scratch
Trained
Models

pivot
(without original data)

13

pivot
(with original data)

11

PTAMT 13
PTAMT
& 2nd fine-tuning

10

Table 6: Training and fine-tuning epochs for the baseline,
pre-trained models and from-scratch models. Note that the
epoch of the pre-trained M2M-100-418M model was not re-
ported publicly.
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C Appendix: Translation Sample

Model Sentence

Source(CA)

Adverteix que no hi ha ningú que pugui garantir
que cap acció a l’Iraq en aquest moment aconsegueixi
aturar la guerra sectària, la violència creixent o una
deriva caòtica.

Reference(ZH)
报告警告称,没有人能保证目前在伊拉克采取的任何行动
能够阻止宗派战争、不断增长的暴力或走向混乱。

Meaning in English
It warns no one can guarantee that any action in Iraq
at this point will stop sectarian warfare, growing violence,
or a slide toward chaos.

Vanilla baseline
亚当斯表示，没有任何人确保伊拉克的行动，并阻止
伊拉克战争、暴力行为、暴力行为或暴力行为。

Meaning in English
Adam shows, no one guarantees the action in Iraq and stops the war
in Iraq, violence, violence, or violence.

M2M-100-418M
(Strong baseline)

他警告说,没有人能保证伊拉克目前没有任何行动
能阻止种族战争、暴力加剧或混乱的流动。

Meaning in English
He warns no one can guarantee that no action in Iraq
at this point will stop ethnic warfare, growing violence,
or the flow of chaos.

M2M-100-418M
+ finetuning

他警告,没有人能保证伊拉克在这一时刻不会采取任何行动
来阻止种族战争、日益暴力或混乱的发生。

Meaning in English
He warns no one can guarantee that Iraq is not taking any action
at this point to stop ethnic warfare, growing violence,
or the occurrence of chaos.

M2M-100-418M
+ fine-tuning & pivot

(without original data)

他警告说,没有人能够保证目前在伊拉克采取的任何行动
都不会停止派别战争、暴力升级或混乱。

Meaning in English
He warns no one can guarantee that any action in Iraq
at this point will not stop sectarian warfare, growing violence,
or chaos.

M2M-100-418M
+ fine-tuning

& pivot
(with original data)

他警告说,没有人能够保证目前在伊拉克采取的任何行动
都不会阻止派别战争、暴力升级或混乱。

Meaning in English
He warns no one can guarantee that any action in Iraq
at this point will not stop sectarian warfare, growing violence,
or chaos.

M2M-100-418M
+ PTAMT

他警告说,没有人能够保证,目前在伊拉克采取的任何行动
都不会成功地制止教派战争、不断升级的暴力或混乱的倾向。

Meaning in English
He warns no one can guarantee that any action in Iraq
at this point will not successfully stop sectarian warfare, growing violence,
or tendency towards chaos.
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Model Sentence

M2M-100-418M
+ PTAMT

& 2nd-fine-tuning

他警告说,没有人能够保证在伊拉克的任何行动
能阻止教派战争、不断升级的暴力或混乱的倾向。

Meaning in English
He warns no one can guarantee that any action in Iraq
will stop sectarian warfare, growing violence,
or tendency towards chaos.

From-scratch
+ pivot translation

(without original data)

他指出,没有人能够保证伊拉克目前的任何行动
都不会导致教派战争、日益严重的暴力或混乱。

Meaning in English
He points out no one can guarantee that any action in Iraq
at this point will not lead to sectarian warfare, growing violence,
or chaos.

From-scratch
+ pivot translation
(with original data)

他警告说,没有人能够保证,伊拉克目前的任何行动
都不会阻止教派战争、不断升级的暴力或混乱的漂流。

Meaning in English
He warns no one can guarantee that any action in Iraq
at this point will not stop sectarian warfare, growing violence,
or the flow of chaos.

From-scratch
+ PTAMT

他警告说,没有人能够确保目前在伊拉克的任何行动
能够制止教派战争、不断升级的暴力或混乱。

Meaning in English
He warns no one can guarantee that any action in Iraq
at this point will stop sectarian warfare, growing violence,
or chaos.

From-scratch
+ PTAMT

& 2nd-fine-tuning

他警告说,没有能保证此时在伊拉克的任何行动
都不会阻止教派战争、不断升级的暴力或混乱的漂流。

Meaning in English
He warns no one can guarantee any action in Iraq
at this point will not stop sectarian warfare, growing violence,
or the flow of chaos.

Table 7: Translation sample for baseline, fine-tuned, and from-scratch trained models. Note that the underlined elements in the
table are words or structural elements that cause negation.
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Abstract

In document-level neural machine
translation (DocNMT), multi-encoder
approaches are common in encoding
context and source sentences. Recent
studies (Li et al., 2020) have shown that
the context encoder generates noise and
makes the model robust to the choice of
context. This paper further investigates
this observation by explicitly modelling
context encoding through multi-task learn-
ing (MTL) to make the model sensitive
to the choice of context. We conduct
experiments on cascade MTL architecture,
which consists of one encoder and two
decoders. Generation of the source from
the context is considered an auxiliary
task, and generation of the target from the
source is the main task. We experimented
with German–English language pairs
on News, TED, and Europarl corpora.
Evaluation results show that the proposed
MTL approach performs better than
concatenation-based and multi-encoder
DocNMT models in low-resource settings
and is sensitive to the choice of context.
However, we observe that the MTL
models are failing to generate the source
from the context. These observations align
with the previous studies, and this might
suggest that the available document-level
parallel corpora are not context-aware,
and a robust sentence-level model can
outperform the context-aware models.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

1 Introduction

Context-aware neural machine translation gained
much attention due to the ability to incorporate
context, which helps in producing more consistent
translations than sentence-level models (Maruf and
Haffari, 2018; Zhang et al., 2018; Bawden et al.,
2018; Agrawal et al., 2018; Voita et al., 2019; Huo
et al., 2020; Li et al., 2020; Donato et al., 2021).
There are mainly two approaches to incorporat-
ing context. The first one is to create a context-
aware input sentence by concatenating context and
current input sentence (Tiedemann and Scherrer,
2017; Agrawal et al., 2018; Junczys-Dowmunt,
2019; Zhang et al., 2020b) and using it as the in-
put to the encoder. The second approach uses an
additional context-aware component to encode the
source or target context (Zhang et al., 2018; Voita
et al., 2018; Kim et al., 2019; Ma et al., 2020) and
the entire model is jointly optimized. Typically,
the current sentence’s neighbouring sentences (ei-
ther previous or next) are used as the context.

The context-aware models are trained to maxi-
mize the log-likelihood of the target sentence given
the source sentence and context. Most of the ex-
isting works on DocNMT (Zhang et al., 2018;
Maruf and Haffari, 2018; Voita et al., 2019; Li et
al., 2020) focus on encoding the context through
context-specific encoders. Recent studies (Li et al.,
2020) show that, in the multi-encoder DocNMT
models, the performance improvement is not due
to specific context encoding but rather the context-
encoder acts like a noise generator, which, in turn,
improves the robustness of the model. In this work,
we explore whether the context encoding can be
modelled explicitly through multi-task learning
(MTL) (Luong et al., 2015). Specifically, we aim
to study the effectiveness of the MTL framework
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for DocNMT rather than proposing a state-of-the-
art system. The availability of document-level
corpora is less compared to sentence-level cor-
pora. Previous works (Junczys-Dowmunt, 2019)
use the sentence-level corpora to warm-start the
document-level model, which can be further tuned
with the existing limited amount of document-
level data. However, in this work, we focus only on
improving the performance of DocNMT models
with available document-level corpora. We con-
sider the source reconstruction from the context as
the auxiliary task and the target translation from
the source as the main task. We conduct experi-
ments on cascade MTL (Anastasopoulos and Chi-
ang, 2018; Zhou et al., 2019) architecture. The
cascade MTL architecture comprises one encoder
and two decoders (Figure 1). The intermediate
(first) decoder attends over the output of the en-
coder, and the final (second) decoder attends over
the output of the intermediate decoder. The in-
put consists of ⟨cx, x, y⟩ triplets, where cx, x and
y represents the context, source, and target sen-
tences, respectively. The model is trained to op-
timize both translation and reconstruction objec-
tives jointly. We also train two baseline models as
contrastive models, namely sentence-level vanilla
baseline and single encoder-decoder model, by
concatenating the context and source (Tiedemann
and Scherrer, 2017; Agrawal et al., 2018; Junczys-
Dowmunt, 2019). We additionally train multi-
encoder single-decoder models (Li et al., 2020) to
study how context affects the DocNMT models.
We conduct experiments on German-English di-
rection with three different types of contexts (viz.
previous two source sentences, previous two tar-
get sentences, and previous-next source sentences)
on News-commentary v14 and TED corpora. We
report BLEU (Papineni et al., 2002) calculated
with sacreBLEU (Post, 2018) and APT (accuracy
of pronoun translation) (Miculicich Werlen and
Popescu-Belis, 2017) scores.

To summarize, the specific attributes of our cur-
rent work are as follows:

• We explore whether the MTL approach can
improve the performance of context-aware
NMT by introducing additional training ob-
jectives along with the main translation ob-
jective.

• We propose an MTL approach where the re-
construction of the source sentence given the

context is used as an auxiliary task and the
translation of the target sentence from the
source sentence as the main task, jointly opti-
mized during the training.

• The results show that in the MTL approach,
the context encoder generates noise similar to
the multi-encoder approach (Li et al., 2020),
which makes the model robust to the choice
of the context.

2 Related Work

Previous studies have proposed various document-
level NMT models and achieved great success.
The main goal of these approaches is to effi-
ciently model context representation, which can
lead to better translation quality. Towards this
goal to represent context, Tiedemann and Scher-
rer (2017) concatenate consecutive sentences and
use them as input to the single-encoder-based
DocNMT model. Agrawal et al. (2018) con-
ducted experiments on varying neighbouring con-
texts and concatenated with the current sentence
as input to their model. With these similar trends,
Junczys-Dowmunt (2019) conducted experiments
considering the entire document as context. Fur-
ther progress on context representation in Doc-
NMT, Zhang et al. (2018) and Voita et al. (2018)
proposed transformer-based multi-encoder NMT
models where the additional encoder is used to en-
code the context. While Miculicich et al. (2018)
proposed a hierarchical attention network to en-
code the context, a more recent approach Kang
et al. (2020) proposed a reinforcement learning-
based dynamic context selection module for Doc-
NMT. Kim et al. (2019) and Li et al. (2020) con-
ducted experiments on multi-encoder DocNMT
models and reported that the performance im-
provement is not due to context encoding; in-
stead, the context encoder acts as a noise generator,
which improves the robustness of the DocNMT
model. Junczys-Dowmunt (2019) conducted ex-
periments on a single encoder model with masked
language model objective (Devlin et al., 2019) to
incorporate document-level monolingual source-
side data. Since the multi-encoder models are
trained to optimize the translation objective only,
it might be possible for the model to pay less at-
tention to the context, and Li et al. (2020) report
the same.

MTL strategies in NMT trained on other auxil-
iary tasks along with the main translation task (Lu-
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ong et al., 2015; Dong et al., 2015; Zaremoodi et
al., 2018; Wang et al., 2020; Yang et al., 2020)
achieved significant improvements in translation
quality so far. The other auxiliary tasks include
autoencoding (Luong et al., 2015), denoising au-
toencoding (Wang et al., 2020), parsing and named
entity recognition (Zaremoodi and Haffari, 2018;
Zaremoodi et al., 2018). Zhou et al. (2019) pro-
posed a cascade MTL network to improve the ro-
bustness of the NMT model. They considered
denoising the noisy text as an auxiliary task and
the translation as the main task. They achieved
a significant BLEU score improvement (up to 7.1
BLEU) on the WMT robustness shared task on the
French-English dataset.

However, most multi-task models are proposed
only for sentence-level NMT models. Multi-task
learning is relatively unexplored in context-aware
NMT settings. Wang et al. (2021) proposed an
MTL framework for dialogue translation tasks that
jointly correct the sentences having issues such as
pronoun dropping, punctuation dropping, and ty-
pos and translate them into the target language.
Liang et al. (2022) proposed a three-stage training
framework for the neural chat translation task. The
model is trained on auxiliary tasks such as mono-
lingual cross-lingual response generation tasks to
generate coherent translation and the next utter-
ance discrimination task. Lei et al. (2022) pro-
posed an MTL system to force the model to at-
tend over relevant cohesion devices while translat-
ing the current sentence. In this work, we propose
a multi-task learning objective, i.e., reconstruction
of source sentences given the source context in a
cascade multi-task learning setting to study the ef-
fect of context in document-level NMT systems.

3 Methodology

3.1 Problem Statement

Our document-level NMT is based on a cascade
MTL framework to force the model to consider
the context while generating translation. Given a
source sentence x and context cx, the translation
probability of the target sentence y in the DocNMT
setting is calculated as in Equation 1.

p(y) = p(y|x, cx)× p(x, cx) (1)

We consider p(x, cx) as the auxiliary task of
source (x) reconstruction from cx (as p(x|cx)) 1,

1Since the joint probability of p(x, cx) can be calculated as

calculated as in Equation 2.

p(x, cx) = p(x|cx)× p(cx) (2)

The training data D consists of triplets ⟨cx, x, y⟩.
Given the parameters of the model θ, the transla-
tion (Equation 1) and reconstruction (Equation 2)
objectives can be modeled as Equation 3 and Equa-
tion 4.

p(y|x, cx; θ) =
T∏

t=1

p(yt|x, cx, y<t; θ) (3)

p(x|cx; θ) =
S∏

s=1

p(xs|cx, x<s; θ) (4)

where, S,Z,T denote the lengths of x, cx, y re-
spectively and x<s, cx<z, y<t denote partially gen-
erated sequences.

Given translation objective p(y|x, cx) and re-
construction objective p(x|cx), the model is jointly
trained and optimized the loss, L using parameter
θ (cf. Equation 5); where α is a hyper-parameter
used to control the loss. We set α to 0.5.

L = α ∗ log p(y|x, cx; θ)+
(1− α) ∗ log p(x|cx; θ)

(5)

We hypothesize that forcing the model to learn
reconstruction and translation objectives jointly
will enable the model to encode the context effec-
tively. The output of the reconstruction task can
verify this during testing. If the context encoder
generates noise, then the model might be unable to
reconstruct the source and vice-versa.

3.2 Cascade Multi-Task Learning
Transformer

The cascade multi-task learning architecture (Zhou
et al., 2019) (Figure 1) consists of one encoder and
two decoders based on the transformer (Vaswani
et al., 2017) architecture. The model takes three
inputs: Source: Current source sentence, Context:
Context of the current source sentence, and Target:
Current target sentence. The input to the encoder is
context, and the input to the intermediate decoder
is the source. The intermediate decoder is trained

p(cx|x) × p(x), we also explored this setting. We observed
that the performance of the model is poor in this setting com-
pared to the other setting. More details can be found in Ap-
pendix A.1.
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to reconstruct the source given context by attend-
ing to the output of the encoder. The final decoder
attends over the output of the intermediate decoder.
In the non-MTL setting, the model is trained only
on the translation objective (output of the final de-
coder), and the intermediate decoder is not trained
with the reconstruction objective.

Context Encoder Intermediate Decoder Final Decoder

Context Source Target

Reconstructed
Source Translation

Figure 1: The overview of our MTL architecture. The in-
put to the model is a triplet. The triplet consist of (Context,
Source, Target). The Intermediate Decoder is trained to re-
construct the Source given Context, and the Final Decoder is
trained to translate the Source. Here, Source: Current source
sentence, Context: Context for the current source sentence,
and Target: Translation of current source sentence. None of
the layers are shared.

3.3 Context Selection
We conduct experiments on different settings of
the source context. The term “source context” is
defined as considering related or dependent sen-
tences directly related to the input sentence. Based
on the findings of Zhang et al. (2018), we select
two sentences as context and concatenate them
with a special token ‘⟨break⟩’ (Junczys-Dowmunt,
2019). For a given input source sentence (xi) and
target sentence (yi), contexts selected for the ex-
periments are:

• Previous-2 Source (P@2-SRC): Two previ-
ous source sentences (xi−2, xi−1)

• Previous-2 Target (P@2-TGT): Two previ-
ous target sentences (yi−2, yi−1)

• Previous-Next Source (P-N-SRC): Previous
and next source sentences (xi−1, xi+1)

4 Experiment Setup

We train our models with the proposed cascade
MTL approach. The model is trained on ⟨cx, x, y⟩
triplet to jointly optimize both translation and
source reconstruction objectives (Figure: 1). We
also train three other contrastive models to show
the effect of context in the MTL setting.

Vanilla-Sent: A vanilla sentence-level baseline
model is trained without context on a single
encoder-decoder network.

Concat-Context: This model is trained on a
single encoder-decoder network where context is
concatenated with the source (Tiedemann and
Scherrer, 2017; Agrawal et al., 2018; Junczys-
Dowmunt, 2019) and fed to the encoder as in-
put. In this setting, sentences within the context
are concatenated with a unique token, ‘⟨break⟩’.
The context and the source are concatenated with
another special symbol, ‘⟨concat⟩’. The special
symbol helps the model to distinguish between
context and source sentences.

Inside-Context: We re-implemented the
‘Inside-Context’ model proposed by Li et
al. (2020), a multi-encoder approach. This model
consists of two encoders and one decoder. The
decoder is modified to include two cross-attention
layers to attend over the outputs of both en-
coders before passing through the position-wise
feed-forward layer (Vaswani et al., 2017).

4.1 Data Statistics

We conduct experiments on WMT news-
commentary, IWSLT‘17 TED, and Europarl-v7
German-English corpora. For the WMT news-
commentary, we use news-commentary v14
(Barrault et al., 2019)2 as the train set, new-
stest2017 as the validation set, and newstest2018
as the test set. For IWSLT‘17 TED and Europarl-
v7 corpora, we follow the train, validation, and test
set splits mentioned in (Maruf et al., 2019)3. All
models are trained on German to English. Table 1
shows data statistics of the train, validation, and
test sets.

Data # Sent # Doc

News 329,000/3,004/2,998 8,462/130/122
TED 206,112/8,967/2,271 1,698/93/23
Europarl 1,666,904/3,587/5,134 117,855/240/360

Table 1: Data statistics for our experiments. # Sent, # Doc
represent the number of sentences and documents, respec-
tively. The numbers are shown in the Train/Validation/Test
set order.

4.2 NMT Model Setups

We conduct all the experiments on transformer ar-
chitecture (Vaswani et al., 2017). All the mod-

2https://data.statmt.org/news-commentary/
v14/training/
3https://github.com/sameenmaruf/
selective-attn/tree/master/data
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Model News TED Europarl

s-BLEU d-BLEU s-BLEU d-BLEU s-BLEU d-BLEU

Vanilla-Sent 18.3 20.9 19.9 24.9 32.3 35.1

Concat-Context: P@2-SRC 18.0 20.5 17.3 22.4 32.5 35.4
Concat-Context: P-N-SRC 18.4 20.7 17.5 22.5 32.7 35.6
Concat-Context: P@2-TGT 14.7 17.2 15.3 20.4 36.4 39.1

MTL: P@2-SRC 19.1 21.7 20.2 24.8 29.5 32.6
MTL: P-N-SRC 20.1† 22.5 20.3 25.2 32.5† 35.3
MTL: P@2-TGT 19.2 21.7 20.7† 25.4 28.2 31.6

Table 2: BLEU scores of Vanilla-Sent, Concat-Context, and proposed MTL DocNMT models trained with different source
contexts for German to English direction on News-commentary v14, IWSTL-17 TED, and Europarl corpora. s-BLEU and
d-BLEU represent sentence-level and document-level BLEU respectively. The best results are shown in bold. ‘†’ denotes the
statistically significant results than Vanilla-Sent and Concat-Context models with p < 0.05.

els are implemented in PyTorch4. We use 6-layer
encoder-decoder stacks with 8 attention heads. Po-
sitional token embedding sizes are set to 512,
and the feed-forward layer consists of 2048 cells.
Adam optimizer (Kingma and Ba, 2015) is used
for training with a noam learning rate scheduler
(Vaswani et al., 2017) with an initial learning rate
of 0.2. We use warmup steps of 16,000 (Popel and
Bojar, 2018), and dropout is set to 0.1. Due to the
GPU memory restrictions, we use a mini-batch of
40 sentences for the models trained on News and
TED corpora and 25 for the models trained on Eu-
roparl corpus. We create joint subword vocabular-
ies of size 32k for each training corpus. We use the
BPE (Sennrich et al., 2016) to create subword vo-
cabularies with SentencePiece (Kudo and Richard-
son, 2018) implementation. We also learn the posi-
tional encoding of tokens (Devlin et al., 2019), and
the maximum sequence length is set to 140 tokens
for all models and 160 for Concat-Context models.

All the models are trained till convergence. We
use the perplexity of the validation set as an early
stopping criterion with the patience of 10 (Popel
and Bojar, 2018). We report results on the best
model checkpoint saved during the training. We
perform beam search during inference with beam
size 4 and length penalty of 0.6 (Wu et al., 2016).
For DocNMT models, we use the same source con-
text with which the models are trained. Since the
input to the intermediate decoder (source sentence)
is also given during the testing phase, the repre-
sentation of the intermediate decoder can be cal-
culated in parallel, similar to the training phase.

All the experiments are conducted on a single
Nvidia GTX 2080ti GPU. The number of parame-
ters and training time of the models is as follows:

4https://pytorch.org/

Vanilla-Sent: 76M, 76.5 hours, Concat-Context:
76M, 81 hours, Inside-Context: 118M, 125 hours
and proposed MTL: 130M, 160 hours. The pa-
rameters and training times are approximately the
same for all the corpora.

5 Results and Analysis

This section discusses the results of the trained
models and the context’s effect on Multi-Encoder
and MTL settings. Table 2 shows the sentence-
BLEU (s-BLEU) and document-BLEU (d-BLEU)
(Liu et al., 2020; Bao et al., 2021) scores of the
proposed multi-task learning model along with the
Vanilla-Sent and Concat-Context models.

We report all models’ BLEU scores on German
→ English direction, calculated with sacreBLEU
(Post, 2018).

5.1 Results of MTL and Contrastive Models

We report the BLEU scores of the models on Ger-
man → English direction, calculated with sacre-
BLEU (Post, 2018)5. The proposed MTL model
can outperform both Vanilla-Sent and Concat-
Context models by achieving s-BLEU scores of
20.1 (MTL: P-N-SRC) and 20.7 (MTL: P@2-TGT)
with an improvement of +1.8 and +0.8 BLEU
improvement for News and TED corpora respec-
tively. However, in the case of the Europarl
data set, Concat-Context models outperform both
Vanilla-Sent and MTL models. This shows that the
Concat-Context model requires more data to per-
form well, unlike the MTL models, which can also
work effectively in low-resource settings. We ob-
serve that the performance of the models is almost
uniform across the three different context settings

5sacreBLEU signature:“nrefs:1|case:mixed|eff:no|tok:13a|
smooth:exp|version:2.3.1”
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with a maximum BLEU difference of +1.0 (P-N-
SRC vs. P@2-SRC) on News, +0.5 (P@2-TGT vs.
P@2-SRC) on TED and +4.3 (P-N-SRC vs P@2-
TGT) on Europarl corpora respectively.

We also report d-BLEU (document-level
BLEU) scores (Liu et al., 2020; Bao et al., 2021)
by converting each document into one single se-
quence (paragraph) by concatenating all sentences
from that document and calculate BLEU scores
on the resulting corpus. This results in slightly
higher scores than the sentence level by matching
n-grams over the whole document instead of at
the sentence level. Table 2 also shows d-BLEU
scores. Like s-BLEU scores, proposed MTL
models achieve the best d-BLEU scores of 22.5
and 25.4 for News and TED corpora, respectively.
We report the paired bootstrap resampling (Koehn,
2004) results, calculated with sacreBLEU (Post,
2018).

Model News TED Europarl

MTL: P@2-SRC 1.3 1.4 4.9
MTL: P@2-TGT 1.2 1.6 3.9
MTL: P-N-SRC 1.3 1.5 3.1

Table 3: s-BLEU scores for the reconstruction objective of
the MTL models on test set for News, TED, and Europarl
corpora.

5.2 Analysis of Reconstruction Objective

We analyze the performance of the MTL model on
the reconstruction objective on the test set to ver-
ify if the context encoder is generating noise. If
the context encoder generates noise by the subopti-
mal encoding of context, the intermediate decoder
will fail to reconstruct the source sentence from the
context; otherwise, the intermediate decoder can
reconstruct the source sentence to a similar extent
as the final translated sentence. We perform greedy
decoding on the intermediate decoder to generate
the source from the context. Table 3 shows the
BLEU scores of the reconstruction objective on
the test set for News, TED, and Europarl corpora.
The results show that the MTL models fail to re-
construct the source from the context. Based on
this, we conclude that the context encoder cannot
encode the context, leading to poor reconstruction
performance of the models. However, we hypoth-
esize that the model cannot reconstruct the source
from the context because the corpora used to train
context-aware models might not be context-aware.
This observation aligns with the previous works

(Kim et al., 2019; Li et al., 2020), and with enough
data, vanilla sentence-level NMT models can out-
perform the document-level NMT models.

Figure 2: The overview of the Inside-Context model. The
input to the model is a triplet consisting of (Context, Source,
Target). The multi-head attention layer of the decoder is mod-
ified to attend to both the context encoders (Encoderc) and
the source encoder (Encoders).

Model News TED Europarl

MTL: P@2-SRC 19.1 20.2 29.5
MTL: P-N-SRC 20.1† 20.3 32.5†

MTL: P@2-TGT 19.2 20.7† 28.2

Inside-Context: P@2-SRC 18.8 19.6 33.2
Inside-Context: P-N-SRC 19.0 19.8 33.2
Inside-Context: P@2-TGT 18.3 20.4 33.6

Table 4: Comparison of s-BLEU scores of MTL and Inside-
Context Multi-Encoder models. The best results are shown
in bold. ‘†’ denotes the statistically significant results than
Vanilla-Sent and Concat-Context models with p < 0.05.

5.3 MTL vs. Multi-Encoder Approach
We compare the proposed MTL approach to the
existing Multi-Encoder approach to study how
the model will perform in a single-task set-
ting. Specifically, we compare our MTL ap-
proach (single-encoder multi-decoder network)
with Inside-Context (Li et al., 2020) architecture.
This model consists of two transformer encoders
and one transformer decoder. Figure 2 shows
the model’s architecture. The decoder is mod-
ified to attend to the outputs of both encoders.
The model follows the transformer (Vaswani et
al., 2017) architecture. An element-wise addi-
tion is performed on the outputs of both cross-
attention layers before passing through layer-norm
and position-wise feed-forward layers. Table 4
shows the s-BLEU scores of the MTL and Inside-
Context models. We observe that the performance
of multi-encoder models is similar to MTL models,
with MTL models achieving +1.1 (P-N-SRC mod-
els), +0.3 (P@2-TGT models) BLEU points im-
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provement over Inside-Context models for News
and TED corpora respectively. In the case of Eu-
roparl, inside-context models achieve better per-
formance than the MTL models, with the P@2-
TGT model achieving +5.4 BLEU points improve-
ment compared to the MTL model. Based on the
results, we conclude that the MTL setting is more
effective for low-resource scenarios.

Model News TED Europarl

MTL: P@2-SRC 1.2 (-17.9) 0.8 (-19.4) 4.5 (-25.0)
MTL: P-N-SRC 1.2 (-18.9) 0.8 (-19.5) 4.0 (-28.5)
MTL: P@2-TGT 0.5 (-18.7) 0.3 (-20.4) 3.9 (-24.3)

Inside-Context: P@2-SRC 18.7 (-0.1) 19.4 (-0.2) 33.2 (0.0)
Inside-Context: P-N-SRC 18.9 (-0.1) 19.8 (0.0) 33.2 (0.0)
Inside-Context: P@2-TGT 18.3 (0.0) 20.3 (-0.1) 33.1 (-0.5)

Table 5: Comparison of s-BLEU scores of MTL models
tested with random context. The difference in scores over the
models trained with the selected context is shown inside the
parentheses.

5.4 Effect of Context in MTL setting

Since the BLEU scores of our MTL models are
almost the same for all three context settings, we
check whether the MTL models are affected by the
choice of context. To this end, we test the MTL
models with random context. Here, random con-
text denotes two randomly selected sentences from
the entire corpus. Table 5 shows the results of
MTL and Inside-Context models tested with ran-
dom context. Results show that the MTL models
fail to translate source sentences when the context
is random. However, Inside-Context models are
agnostic to context as models can translate well
even if the context is random. Our findings in the
case of multi-encoder models are in line with the
findings of Li et al. (Li et al., 2020). Based on
the results, we conclude that MTL models are sen-
sitive to the choice of context. Section A.1.1 de-
scribes a similar experiment where the MTL mod-
els are tested with random context. However, the
architecture used in the main experiments differs
slightly from the one used in the preliminary inves-
tigation. We observe that feeding the Intermedi-
ate Decoder output to the Final Decoder makes the
model sensitive to the choice of context (cf. Fig-
ure 1 and Figure 3 in the Appendix A.1). We hy-
pothesize that a weighted combination of the Con-
text Encoder output and Intermediate Decoder out-
put is desired as it performs slightly better than the
model used in the main experimental setup. How-
ever, it also makes the model agnostic to the choice

of context. We plan to explore this behaviour in
detail in our future work.

Model News TED Europarl

MTL: P@2-SRC 13.7 (+12.5) 11.2 (+10.4) 22.3 (+17.8)
MTL: P-N-SRC 14.5 (+13.3) 11.3 (+10.5) 19.7 (+15.7)

Inside-Context: P@2-SRC 18.7 (0.0) 19.6 (+0.2) 33.1 (-0.1)
Inside-Context: P-N-SRC 19.0 (+0.1) 19.7 (-0.1) 33.0 (-0.2)

Table 6: s-BLEU scores of the MTL and Inside-Context mod-
els are tested by giving the same source sentences as context
and input. The change of s-BLEU scores over the models
tested with random context is shown in (±x).

5.5 Results of MTL and Multi-Encoder
models without Context

We conduct experiments on MTL and Inside-
Context models by using the same source sentence
as the context. Since the proposed MTL models
fail when tested with random context (cf. Sec-
tion 5.4), we observe how the MTL and Multi-
Encoder models are performing when the same
source sentence is given as context. This setting
presents a scenario where the context is not ran-
dom but also not the type of context with which
the models are trained. We conduct experiments
for P@2-SRC and P-N-SRC context settings only
as the P@2-TGT context setting requires the cur-
rent target sentence, which is unavailable during
testing. We observe that MTL models can per-
form well compared to the random context setting,
which shows that the MTL models are sensitive to
the choice of context. The performance of Inside-
Context models is almost the same as those tested
with random context. This shows that the Inside-
Context model is agnostic to the choice of the con-
text. Table 6 shows the s-BLEU scores of the MTL
and Inside-Context models.

Model News TED Europarl

Vanilla-Sent 40.17 31.22 37.22

Concat-Context: P@2-SRC 39.34 30.01 36.42
Concat-Context: P-N-SRC 39.99 29.57 36.78
Concat-Context: P@2-TGT 38.50 28.82 37.27

MTL: P@2-SRC 40.69 31.44 35.96
MTL: P-N-SRC 40.50 31.24 36.94
MTL: P@2-TGT 40.99 31.90 33.91

Table 7: Accuracy of Pronoun Translation (APT) scores. The
best results are shown in bold.

5.6 Pronoun Translation Accuracy
We also evaluate our proposed models’ perfor-
mance on pronoun translation accuracy. We
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calculate the pronoun translation accuracy with
APT (accuracy of pronoun translation) (Miculi-
cich Werlen and Popescu-Belis, 2017) metric6.
This metric requires a list of pronouns from the
source language (German) with a list of pronouns
from the target language (English) as an optional
argument. We use spaCy7 to tag both source and
target sentences from the test set and extract pro-
nouns. Table 7 shows the APT scores of Vanilla-
Sent, Concat-Context, and MTL DocNMT mod-
els. The APT scores correlate with the s-BLEU
and d-BLEU scores, achieving the highest APT
score of 40.99 in MTL: P@2-TGT setting with an
improvement of +0.82 over Vanilla-Sent and +1.0
over Concat-Context (P-N-SRC) models on News
corpus. Similarly, the MTL: P@2-TGT model
achieves the highest APT score of 31.90 with an
improvement of +0.68 and +1.89 over Vanilla-
Sent and Concat-Context (P@2-SRC) on TED. For
the Europarl corpus, Concat-Context (P@2-TGT)
achieved the highest APT score of 37.27 with an
improvement of +0.05 and +0.33 over Vanilla-Sent
and MTL (P-N-SRC) models respectively.

6 Conclusion

This work explored the MTL approach for
document-level NMT (DocNMT). Our proposed
MTL approach is based on cascade MTL archi-
tecture, where the model consists of one encoder
(for context encoding) and two decoders (for the
representation of the current source and target sen-
tences). Reconstruction of the source sentence
given the context is considered the auxiliary task,
along with the translation of the current source sen-
tence as the main task. We conducted experiments
for German–English for News-commentary v14,
IWSLT‘17 TED, and Europarl v7 corpora with
three different types of contexts viz. two previ-
ous sources, two previous targets, and previous-
next source sentences with respect to the current
input source sentence.

Our proposed MTL approaches outperform the
sentence-level baseline and concatenated-context
models in low-resource (for News and TED cor-
pora) settings. However, all models perform well
in the high resource setting (Europarl corpus), with
proposed MTL models slightly underperforming
the rest. Our MTL models are more sensitive to
the choice of context than the multi-encoder mod-
6https://github.com/idiap/APT
7https://spacy.io/models

els when tested with random context. We observe
that the context encoder cannot encode context suf-
ficiently and performs poorly reconstruction tasks.
Finally, we reported APT (accuracy of pronoun
translation) scores, and the proposed MTL mod-
els outperformed the sentence-level baseline and
concatenated-context models. Our empirical anal-
ysis concludes that our approach is more sensitive
to the choice of context and improves the overall
translation performance in low-resource context-
aware settings. We plan to explore other tasks,
such as gap sentence generation (GSG) (Zhang et
al., 2020a) as an auxiliary task for better context
encoding, different training curricula to prioritize
one objective over the other during the training,
and dynamic context selection.

7 Limitations

Our study poses two main limitations. First, our
primary motivation is to understand the effect of
context and if the context encoding can be mod-
elled as an auxiliary task but not to propose a
model to achieve state-of-the-art results. We have
followed the findings of Li et al. (Li et al., 2020)
and used one of their approach to understanding
the effect of context. Our observations are also in
line with their findings.

Second, even though our proposed MTL ap-
proach can outperform the models in other set-
tings, the auxiliary task (reconstruction) is not very
effective as it improves the BLEU scores in the
range of [0.1-1.8] over the Multi-encoder models.
We hypothesize that, in the loss function, we are
giving equal weights to both the objectives (0.5
for both reconstruction and translation objectives),
which might lead to significantly less improvement
in overall translation quality. We plan to explore
different training curricula to adjust the weight of
the objectives dynamically during the training.
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Barrault, Loı̈c, Ondřej Bojar, Marta R. Costa-jussà,
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A Appendix

A.1 Preliminary Investigation on Auxiliary
Objectives

The joint probability in Equation 2 (p(x, cx)) can
be calculated in two ways such as:

p(x, cx) = p(x|cx)× p(cx) (6)

p(x, cx) = p(cx|x)× p(x) (7)

Since the joint probability can be computed in
two different ways, we conduct an initial study
to select the optimal auxiliary objective that im-
proves the overall translation performance of the
model. Specifically, we consider p(x|cx) as one
auxiliary task where source (x) is autoregressively
reconstructed (denoted as Re-Src) from the en-
coded context (cx) and p(cx|x) as the other aux-
iliary task where context (x) is autoregressively
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reconstructed (denoted as Re-Cntx) from the en-
coded source (cx. We conducted experiments to
verify which auxiliary task is performing better.

Context Encoder Intermediate Decoder Final Decoder

Context Source
Target

Reconstructed
Source Translation

Linear + ReLU

Figure 3: The overview of modified MTL architecture with
residual connection. The input to the model is a triplet. The
triplet consist of (Context, Source, Target) in Re-Src set-
ting and (Source, Context, Target) in Re-Cntx setting. Here,
Source: Current source sentence, Context: Context for the
current source sentence, and Target: Translation of current
source sentence. None of the layers are shared.

The experimental setup and model architecture
are slightly different for this comparison study than
those used in the main experiments.8 The Con-
text Encoder and Intermediate Decoder output are
combined with a linear layer with ReLU activation.
The main experimental setup does not use this lin-
ear layer + ReLU combination. We hypothesize
that adding this layer might make the model agnos-
tic to the choice of context. We test this by training
the model with random context (cf. Section A.1.1.
Specifically, we use two context settings viz. P@2-
SRC and P-N-SRC settings (cf. 3.3). We use a
fixed learning rate of 10−5 instead of the warmup
schedule. The output from this layer is given as
input to the Final Decoder.

Model Vanilla-Sent MTL: P@2-SRC MTL: P-N-SRC

News
Re-Src

16.5
20.6 20.9

Re-Cntx 16.7 (-3.9) 17.9 (-3.0)

TED
Re-Src

12.1
21.6 22.0

Re-Cntx 18.0 (-3.6) 17.8 (-4.2)

Europarl
Re-Src

35.0
35.1 35.8

Re-Cntx 33.2 (-1.9) 33.6 (-2.2)

Table 8: Comparison of s-BLEU scores of Baseline and pro-
posed MTL DocNMT models trained with different source
contexts for German to English direction. Differences in the
scores over Re-Src are shown inside the parentheses.

We use a mini-batch of 18 sentences to train
all the models. We create two separate subword
vocabularies for each training corpus. The cre-
ated subword vocabulary is 40k in both German
and English. We use the unigram language model

8We modified the experimental setup and model architecture
during our main experiments. In this preliminary investiga-
tion, the capacity of models with independent subword vo-
cabularies is slightly larger. Due to this, the s-BLEU scores
are slightly better than the main results.

(Kudo, 2018) to create subword vocabularies with
SentencePiece (Kudo and Richardson, 2018), and
the maximum sequence length is set to 160 tokens.
During inference, we perform greedy decoding.
The rest of the experimental setup is the same as
the one used in the main experiments.

Model Random-Train Random-Infer

Re-Src Re-Cntx Re-Src Re-Cntx

MTL: P@2-SRC 20.9 16.6 20.6 16.8
MTL: P-N-SRC 20.9 16.4 20.8 17.8

Table 9: s-BLEU scores of Random-Train and Random-Infer
experiments on News-commentary corpus.

A.1.1 Effect of Random Context
We also conduct experiments to study how the

random context affects the MTL models. Specif-
ically, we evaluate the MTL models in two set-
tings. The model is trained on the random con-
text in the Random-Train setting by concatenat-
ing two randomly sampled sentences from the train
set and testing with P@2-SRC and P-N-SRC con-
text settings. In Random-Infer setting, the model
is trained on P@2-SRC and P-N-SRC context set-
tings and tested with random context. We train
the models on the news-commentary corpus. Ta-
ble 9 shows the s-BLEU scores of the MTL mod-
els trained and tested in the random context set-
ting. Based on the results, we conclude that the
model trained with random context improves the
robustness of the model. This observation aligns
with the findings of Li et al. (2020), but they con-
ducted experiments in the non-MTL setting with
multiple encoders. As the model largely ignores
the choice of the context, we remove this linear +
ReLU combination and feed the output of the In-
termediate Decoder to the Final Decoder. We hy-
pothesize that this forces the model to consider the
context while generating the target sentence.

257



Proceedings of the 25th Annual Conference of the European Association for Machine Translation (Volume 1), pages 258–274
June 24-27, 2024 ©2024 European Association for Machine Translation

Aligning Neural Machine Translation Models:
Human Feedback in Training and Inference

Miguel Moura Ramos1,2 Patrick Fernandes1,2,3 António Farinhas1,2
André F. T. Martins1,2,4

1Instituto Superior Técnico, Universidade de Lisboa (ELLIS Unit Lisbon)
2Instituto de Telecomunicações 3Carnegie Mellon University 4Unbabel

miguel.moura.ramos@tecnico.ulisboa.pt

Abstract

Reinforcement learning from human feed-
back (RLHF) is a recent technique to im-
prove the quality of the text generated by a
language model, making it closer to what
humans would generate. A core ingredient
in RLHF’s success in aligning and improv-
ing large language models (LLMs) is its
reward model, trained using human feed-
back on model outputs. In machine trans-
lation (MT), where metrics trained from
human annotations can readily be used as
reward models, recent methods using min-
imum Bayes risk decoding and reranking
have succeeded in improving the final qual-
ity of translation. In this study, we compre-
hensively explore and compare techniques
for integrating quality metrics as reward
models into the MT pipeline. This includes
using the reward model for data filtering,
during the training phase through RL, and
at inference time by employing reranking
techniques, and we assess the effects of
combining these in a unified approach. Our
experimental results, conducted across mul-
tiple translation tasks, underscore the cru-
cial role of effective data filtering, based on
estimated quality, in harnessing the full po-
tential of RL in enhancing MT quality. Fur-
thermore, our findings demonstrate the ef-
fectiveness of combining RL training with
reranking techniques, showcasing substan-
tial improvements in translation quality.

1 Introduction

Neural machine translation (NMT) models (Bah-
danau et al., 2015; Vaswani et al., 2017) are typi-
cally trained with maximum likelihood estimation

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

(MLE), maximizing the log-probability of the next
word in a translation given the previous words and
the source sentence. While this approach has been
effective at training high-quality MT systems, the
difference between the training and inference ob-
jective can lead to exposure bias (Bengio et al.,
2015; Ranzato et al., 2016; Wiseman and Rush,
2016), which hinders the model’s ability to recover
from early mistakes. Furthermore, the suitabil-
ity of model likelihood as a proxy for generation
quality has been questioned in machine transla-
tion (Koehn and Knowles, 2017; Ott et al., 2018)
and beyond (Perez et al., 2022). These challenges
sparked interest in alternative training and decoding
paradigms for MT, such as reinforcement learning
(RL; Kreutzer et al. (2018)) or minimum Bayes risk
decoding (MBR; Eikema and Aziz (2022)).

More recently, the widespread success of rein-
forcement learning from human feedback (Stien-
non et al., 2022) has highlighted the importance
of a good reward model that approximates well
to human preferences for the task at hand. While,
in general, this requires training a reward model
from scratch for the specific problem, in the case of
machine translation (MT), the evaluation commu-
nity has achieved significant progress in developing
automatic quality estimation and evaluation met-
rics learned from human quality annotations (e.g.
COMET-QE (Rei et al., 2020), COMET (Rei et
al., 2022a), BLEURT (Sellam et al., 2020), which
can be repurposed as reward models. As a conse-
quence, recent research integrating these metrics
into the training (Gulcehre et al., 2023) or decod-
ing (Fernandes et al., 2022) procedures has had
considerable success in improving the quality of
translations. However, none of the previous work
has systematically compared the effect of integrat-
ing metrics at different stages of the MT pipeline
or has attempted to combine these techniques in a
unified approach.

In this work, we perform a comprehensive study
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on the integration of MT quality metrics into the
MT pipeline as reward models. As illustrated in
Figure 1, we assess their use at different stages:
as a means for data filtering, during the training
process through RL, and at inference time by way
of reranking techniques. Furthermore, we explore
the results of combining these methods.

We attempt to answer the following research
questions:

• Can data filtering based on estimated quality
help minimize RL training instability?

• Which metrics are more suitable as reward
models in RL training? Are reference-free met-
rics competitive with reference-based ones?

• How does the quality of translations achieved
through RL training compare with those pro-
duced through reranking approaches? Can
these two approaches be effectively combined
to further enhance translation quality?

Our main contributions arise from the research
questions mentioned above:

• Inspired by Bane and Zaretskaya (2021) where
they use cross-lingual encoders to score trans-
lation representations in an aligned multilin-
gual vector space, we propose an alternative
data filtering method that uses COMET-QE
(Rei et al., 2020), a more robust model, to
curate a high-quality dataset that empirically
helps to minimize RL training instability.

• We show that neural metrics such as COMET(-
QE) (Rei et al., 2022a; Rei et al., 2020) are
more suitable than BLEU (Papineni et al.,
2002) for RL training. Contrary to what hap-
pens with MBR decoding, RL training results
in improved scores across all types of metrics,
not only neural ones. In particular, using a
reward model based on QE works surprisingly
well, possibly paving the way for unsupervised
training of NMT systems.

• Experiments in EN→DE and EN→FR show
that both RL training and reranking techniques
enhance translation quality, with RL training
often outperforming reranking methods. Fur-
thermore, combining RL and MBR decod-
ing results in more consistent improvements
across various evaluation metrics.

• We quantify and discuss the trade-offs in run-
ning time at both training and inference, clar-
ifying the efficiency and suitability of each
approach.

2 Background

2.1 Neural Machine Translation
An NMT model has learnable parameters, θ, to esti-
mate the probability distribution, pθ(y|x) over a set
of hypotheses Y , conditioned on a source sentence
x. MLE is the training principle of estimating θ,
given parallel data, formalized as

L(θ, y1:L) = −
1

L

L∑

t=1

log pθ(yt|y0, .., yt−1). (1)

NMT systems typically employ maximum a pos-
teriori (MAP) decoding to generate translations,

ŷMAP = argmax
y∈Y

log pθ(y|x), (2)

where algorithms such as greedy decoding or beam
search (Reddy, 1977) approximate the most prob-
able translation given the source. An alternative
approach is to sample translations according to
pθ(y|x), using techniques such as top-k or nucleus
sampling (Fan et al., 2018; Holtzman et al., 2020).

In §3.3 of this paper, we also consider two
distinct reranking approaches (Fernandes et al.,
2022), namely N -best reranking and MBR decod-
ing. While N -best reranking selects the candi-
date translation that maximizes a given (reference-
free) metric, MBR decoding ranks candidates using
reference-based metrics, maximizing the expected
utility (or minimizing the risk).

2.2 MT Evaluation
Human evaluations are the most reliable way to
assess the performance of MT systems, but they
are time-consuming and costly. For that reason, the
standard way to evaluate MT is through automatic
evaluation metrics, which can be reference-based
or quality estimation (QE) metrics.

Reference-based metrics compare the generated
translation to human-written reference texts. Lex-
ical reference-based metrics, such as the widely
used BLEU (Papineni et al., 2002), rely on word
overlap and n-gram matching, making them inef-
fective for translations that have the same meaning
but are substantially different from the reference.
On the other hand, neural metrics, such as COMET
(Rei et al., 2022a), are a recent alternative that re-
lies on neural networks trained on human-annotated
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Figure 1: Preference models can have multifaceted roles within the MT pipeline. They can serve as
effective data filters, refining datasets by incorporating user preferences. They can also assume a pivotal
role in classic RL training by providing rewards to optimize the MT model performance. Finally, they
can act as rerankers during the decoding phase, selecting the final translation by maximizing their scores
derived from user preferences.

data and that leverages contextual embeddings to
address semantic similarity.

QE assesses translation quality without human
references, being particularly useful in dynamic,
data-intensive environments, where references are
costly and time-consuming to obtain. This paper
focuses on sentence-level QE as a reward model,
providing a single quality assessment for each trans-
lation. COMET-QE (Rei et al., 2020) is a state-
of-the-art reference-free quality estimation metric
derived from COMET used to evaluate MT perfor-
mance.

Neural reference-based and QE metrics are valu-
able preference models because they offer a more
accurate and contextually-aware measure of transla-
tion quality, aligning better with human preferences
and judgments (Freitag et al., 2022b).

2.3 Reinforcement Learning Training in NMT

In MT, approaches based on reinforcement learning
(RL; Sutton and Barto (2018)) cast the problem as a
Markov decision process (MDP; Puterman (1990)),
where a source sentence x = (x1, ..., xn) is trans-
lated into a target sentence y = (y1, ..., ym). Under
this perspective, the NMT system can be viewed
as the agent with a conditional probability distri-
bution based on its parameters, pθ(yt|x, y<t). The
states of the MDP are defined by the target sentence
that has already been decoded, st = (y1, ...., yt<m),
and the action corresponds to the selection of the
next word, yt+1. Based on the states and actions,
all transitions are deterministic and the reward func-
tion, R, is provided by the MT evaluation model
which returns a quality score for the generated trans-
lation ŷ. The main purpose of using RL in NMT is
to provide learning signals that go beyond a single
reference translation, by providing reward signals
for arbitrary translations. MLE provides less ro-
bust learning signals that are more susceptible to
the shortcomings of noisy references. However, it

is essential to note that if the reward model used
relies on reference-based metrics, some vulnerabil-
ity to noisy references may still persist. Accord-
ingly, the goal of RL training is to maximize the
expected reward, Lrl(θ) = Epθ(ŷ|x)[R(ŷ)]. Com-
monly used RL training procedures include REIN-
FORCE (Williams, 1992), minimum risk training
(Och, 2003; Shen et al., 2016), and proximal policy
optimization (PPO; Schulman et al. (2017)).

3 Aligning MT with Reward Models

3.1 Data Filtering
The success of fine-tuning NMT models with MLE
is highly dependent on the quantity and quality of
the training dataset (Wang et al., 2018; Koehn and
Knowles, 2017; Khayrallah and Koehn, 2018). This
is because accurate references are crucial for com-
puting meaningful learning signals that correctly
guide the NMT model towards improved transla-
tions (Kong et al., 2018). Despite its recent suc-
cesses, RL-based training can be unstable, so using
only high-quality data could help mitigate this in-
stability. This can be addressed via data filtering,
by seeking a good balance between the aggressive-
ness of filtering and the resulting dataset size: if
the original dataset is already small, too much filter-
ing can be detrimental to the performance of NMT
systems (Zoph et al., 2016; Jiao et al., 2020). Fur-
thermore, when looking at the RL scenario, having
a sufficiently large training dataset can help guaran-
tee that the NMT model explores a wide range of
scenarios for policy improvement.

We apply our data filtering method on the con-
siderably large and noisy WMT datasets (Bojar et
al., 2015; Bojar et al., 2016) since they have been
reported to have less relevant and uncorrelated sen-
tences that can lead to sub-optimal results when
used during training (Koehn et al., 2020; Malli
and Tambouratzis, 2022). We do not perform data
filtering to the IWSLT2017 (Cettolo et al., 2012;
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Cettolo et al., 2017) dataset due to concerns about
its limited amount of available data. Further dataset
filtering could potentially result in a too-small train-
ing dataset, which is not be desirable for training
MT systems.

As illustrated in Figure 1, to perform the training
dataset filtering, we use a filter that reranks the sen-
tence pairs according to quality scores that indicate
the correlation and relevance of each sentence and
its given reference. This approach allows us to filter
out low-quality sentence pairs, thereby improving
the overall quality of the data. In our approach, we
use a robust preference model called COMET-QE
(Rei et al., 2020) as the data filter, which combines
the use of encoders and a regression model trained
on human-annotated data to estimate the quality
score of each sentence pair. This reference-less
model is expected to be more accurate in quality
score estimation and have a superior alignment with
human judgments than just resorting to the cur-
rently used cross-lingual encoders which only take
into account vector-space mapping similarity (Bane
and Zaretskaya, 2021). Furthermore, COMET-QE
seems particularly suitable as our preference model
during data filtering, as it is a multilingual reference-
free neural-based metric trained on human anno-
tations of translation quality, and therefore can be
used to filter by thresholding on predicted quality
or on the number of sentences in the training set.
After scoring all sentence pairs, we select the thresh-
old based on the number of high-quality sentence
pairs to use as the filtered dataset for RL training.
For that, we apply different thresholds and sizes to
the reranked sentences. We, then, MLE fine-tune
our baseline on these subsets and select the subset
that gives the overall best-performing model on the
dev. set. These best-performing models serve as
baselines for our RL-based training and reranking
methods during decoding.

In conclusion, it is worth noting that our data
filtering method is, as shown in Figure 1, one of
three methods we cover for employing a preference
model in the MT pipeline. This filtering method
can significantly increase the performance of MT
systems by introducing feedback in an earlier stage
of the pipeline.

3.2 Training Phase

The use of RL-based training has the potential to
bridge the gap between MLE training objectives,
MT evaluation metrics and human-like translations.

However, it faces challenges of instability and inef-
ficiency, especially in gradient variance and reward
computation. As illustrated in Figure 1, the RL
training process is composed of an NMT model
that generates translations that are evaluated by the
reward model through rewards that represent the
quality of the translation. This reward is used by
the policy gradient algorithm to update the NMT
model’s policy. To address the problem of gra-
dient variance, we employ PPO (Schulman et al.,
2017) as our policy gradient algorithm since it is a
stable and efficient algorithm that updates the pol-
icy parameters in a controlled way with a predeter-
mined proximity bound, avoiding sudden changes
that might destabilize the learning.

Reward computation is the most crucial part of
this entire process as it guides the NMT model dur-
ing training. Previous work on RL-based NMT
systems predominantly used BLEU as the reward
function. However, BLEU has several limitations,
as discussed in §2.2. To address these shortcomings,
we leverage robust preference models during RL
training, such as the reference-based COMET (Rei
et al., 2022a) and the reference-free COMET-QE
(Rei et al., 2020), as highlighted in Figure 1. Since
learning these models is a complex task, we incor-
porate these pre-trained preference models, which
have already been shown to correlate well with hu-
man judgments (Freitag et al., 2022b; Rei et al.,
2022a; Rei et al., 2020), to ensure that RL systems
can better capture the nuanced preferences of the
user by receiving human-like feedback as rewards.
These models assign numerical quality scores to
each translation hypothesis based on their desir-
ability, making them similar to utility functions.
Our study aims to demonstrate that training with
RL can generate higher-quality NMT models using
neural metrics and investigate the competitiveness
of COMET-QE as a reward model.

Another crucial decision was related to the ex-
ploitation vs. exploration problem of RL in the
context of MT (Wu et al., 2018). The beam search
algorithm generates more accurate translations by
exploiting the probability distribution/policy of the
NMT model, while sampling aims to explore more
diverse candidates. During generation, we observed
that sampling techniques generally led to candi-
dates of lower quality when compared to beam
search, according to the preference models used.
Therefore, all RL-based models used beam search
during their training and inference.

261



3.3 Decoding Phase
Reranking methods (Ng et al., 2019; Bhattacharyya
et al., 2021; Fernandes et al., 2022; Eikema and
Aziz, 2022) are an alternative to MAP-based de-
coding that relies on reranking techniques and pre-
supposes access to N candidate translations for
each source sentence, generated by the NMT sys-
tem through methods like beam search or sampling.
The generated candidates are reranked according
to their quality given an already determined met-
ric/reward model.

We employ two reranking methods to select a
final translation: N -best reranking (Ng et al., 2019;
Bhattacharyya et al., 2021) and minimum Bayes
risk decoding (MBR; Eikema and Aziz (2022)).
N -best reranking (3) employs a reference-free

metric, MQE, to reorder a set of N candidate trans-
lations, denoted as Ȳ , and selects the candidate
with the highest estimated quality score as the final
translation, ŷRR,

ŷRR = argmax
y∈Ȳ

MQE(y). (3)

Considering the previous equation, and assuming
CMQE

as the computational cost of evaluating a
candidate translation with QE metric, MQE, we
obtain the final computational cost of finding the
best translation from N candidate translations as
O(N × CMQE

).
MBR decoding, in contrast, relies on a reference-

based metric and chooses the candidate that has the
highest quality when compared to other possible
translations (in expectation). We define u(y∗, y) as
the utility function, quantifying the similarity be-
tween a hypothesis y ∈ Y and a reference y∗ ∈ Ȳ .
In our context, the utility function is represented by
either BLEU or COMET. Therefore, MBR decod-
ing can be mathematically expressed as

ŷMBR = argmax
y∈Ȳ

EY∼pθ(y|x)[u(Y, y)]︸ ︷︷ ︸
≈ 1

N

∑N
j=1 u(y

(j), y)

, (4)

where in Eq. 4 the expectation is approximated
as a Monte Carlo sum using model samples
y(1), . . . , y(N) ∼ pθ(y|x). These samples may be
obtained through biased sampling (e.g., nucleus-p
or top-k) or beam search. Knowing that the utility
function is a reference-based metric MREF with
computational cost, CMREF

, and that to find the
best translation we need to do pairwise comparisons
between hypotheses, we obtain the final computa-
tional cost as O(N2 × CMREF

). These reranking

methods become particularly effective when N is
not excessively large, making the process computa-
tionally more manageable.

Preference models capture the preferences of hu-
man evaluators and can be used during the decod-
ing stage to influence MT systems, as shown in
Figure 1. By doing this, the MT system will priori-
tize translations that are more aligned with human
judgments, therefore reducing the chances of gen-
erating severely incorrect translations. We believe
that incorporating preference models during the
decoding stage can lead to even better translation
quality, even if the underlying model has already
been RL-trained using the same or a different pref-
erence model. The benefits we expect to see include
improved fluency, adequacy, and consistency com-
pared to the respective baselines since our prefer-
ence models have been trained on annotations that
aim to optimize these linguistic aspects.

4 Experiments

4.1 Setup

During the training phase, we investigate the advan-
tages of RL training (with and without data filter-
ing §3.1) for enhancing the performance of NMT
systems. We employ a T5 model1, pre-trained on
the C4 dataset (Raffel et al., 2019). First, we fine-
tune the models using MLE training with Adam
(Kingma and Ba, 2017) as the optimization algo-
rithm, learning rate decay starting from 5 × 10−6

and early stopping. For RL training2, we use PPO
with learning rate set as 2 × 10−5, γ set as 0.99,
trajectory limit set as 10, 000, beam search size set
as 5 and mini-batch updates were conducted using
stochastic gradient descent with a batch size of 32,
gathered over 4 PPO epochs. In the inference phase,
our emphasis shifts towards reranking techniques
and their impact on the performance of NMT sys-
tems. As for the candidate generation method used,
early experiments, omitted for relevancy, show that
the best configuration is to generate 100 candidates
per source sentence and then use sampling with
p = 0.6 and k = 300 to select the best transla-
tion. Consequently, the evaluation encompasses
all the baseline and RL-trained models, both with
and without N -best reranking and MBR decoding.
These evaluations are conducted across the follow-
1We leverage the T5-Large model available in Huggingface’s
Transformers framework (Wolf et al., 2020).
2Our RL implementation relies on the Transformer Reinforce-
ment Learning X framework (Castricato et al., 2023, trlX).
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ing datasets:

• The small IWSLT2017 datasets (Cettolo et
al., 2012; Cettolo et al., 2017) for English
to German (EN → DE) and English to French
(EN → FR), featuring 215k and 242k training
examples, respectively.

• The large WMT16 dataset (Bojar et al., 2016)
for English to German (EN → DE) with 4.5M
training examples.

• The large WMT15 dataset (Bojar et al., 2015)
for English to French (EN → FR) with over
40M training samples.

We assess the performance of each NMT system
using well-established evaluation metrics, which
include BLEU, chrF (Popović, 2015), METEOR
(Banerjee and Lavie, 2005), COMET, COMET-QE,
and BLEURT. Additionally, for certain experiments
executed on a single NVIDIA RTX A6000 GPU,
we provide wall clock time measurements to offer
insights into computational efficiency.

4.2 Finding the Optimal Quality Subset Size
In this section, we discuss our approach to quality-
aware data filtering as a stabilizing strategy (§3.1),
for the WMT datasets. Figure 2a summarizes our
findings for the WMT16 EN→DE dataset (Bojar
et al., 2016) on the influence of a high-quality sub-
set on translation performance as we vary the sub-
set size, based on various evaluation metrics and
COMET-QE sentence filtering. Across all metrics,
a consistent trend emerges: after reaching training
sizes of 500 000, there is a notable decline in perfor-
mance. Particularly, this decline is less prominent
for lexical metrics, possibly due to their inherent
limitations (Freitag et al., 2022b). A similar analy-
sis for WMT15 EN→FR that can be found in Fig-
ure 2b results in an optimal training size of 300 000
examples.

While the data filtering process has led to remark-
able improvements in performance, it is important
to note that the effectiveness of this process is de-
pendent on the selected reranking metric. Using
metrics that are not closely aligned with human
judgments can result in poorly correlated and mis-
aligned sentences, which can make the training pro-
cess more unstable. Therefore, it is recommended
to use robust QE models, such as COMET-QE.
The more recent COMETKIWI (Rei et al., 2022b)
model may offer even greater performance improve-
ments.

4.3 Impact of Quality-aware Data Filtering

After obtaining the best configuration for our data
filtering process, we experiment with the use of the
curated high-quality training subset from COMET-
QE and assess its impact on the MLE and RL train-
ing performance. We compare our filtering method
with no filtering by using the original full training
dataset, random filtering and cross-lingual embed-
ding similarity filtering using MUSE (Lample et al.,
2017) and XLM-R (Conneau et al., 2019).

Table 1 provides a comprehensive overview of
the experimental results using BLEU, COMET and
COMET-QE as reward models. Both MT tasks
demonstrate the same tendency when trained using
MLE. COMET-QE and MUSE high-quality subsets
have enough reduced noise to provide more stable
training, as evidenced by the overall increase in per-
formance across all metrics compared to the base-
line training on the full original dataset. Moreover,
a randomly selected subset fine-tuned with MLE
performs worse or at most not significantly better
than the baseline trained on the original dataset, as
expected. Furthermore, in accordance with our ex-
pectations (Bane and Zaretskaya, 2021), XLM-R
filtering does not improve training and is actually
the worst-performing model.

Regarding RL-based training on both MT
tasks, we observe that most RL-trained models
outperform their MLE-trained baseline counter-
parts across various metrics. Notably, the best-
performing models are the ones that were MLE
fine-tuned and then RL-trained on the COMET-
QE high-quality subset using both COMET and
COMET-QE as reward models. On top of that, we
can see that in some cases RL training solely does
not yield significant improvements, but when com-
bined with high-quality training subsets, it results
in substantial enhancements and a competitive edge
over the normal, random and XLM-R baselines. Ad-
ditionally, we see impressive BLEU scores with RL
training with COMET(-QE) as reward model. This
finding underscores that optimizing for COMET(-
QE) yields superior BLEU scores compared to di-
rect optimization for BLEU. This phenomenon is
likely attributed to COMET(-QE) providing more
effective reward signals during training, thus high-
lighting the limitations of BLEU.

The excellent performance gains with COMET-
QE as a data filter and also as a reward model em-
phasize the potential of RL-based NMT models
trained with a QE reward model (which does not re-
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(a) Impact of Data Filtering on WMT16 En→De

(b) Impact of Data Filtering on WMT15 En→FR

Figure 2: These models were fine-tuned by progressively increasing the size of the high-quality subset,
obtained with COMET-QE sentence reranking and denoted in increments of 100,000.

quire a corpus with references) to outperform other
RL-trained models, offering promising opportuni-
ties for unsupervised NMT training with monolin-
gual data, especially for low-resource languages,
by eliminating the need for reference translations
in evaluation and reward signal generation.

In conclusion, we highlight the importance of
thoughtful data selection for achieving better trans-
lation quality, showing that COMET-QE can consis-
tently outperform the remaining filtering methods.
Furthermore, the top-performing models were RL-
trained with neural metrics, showing once again
that human-aligned preference models can con-
stantly outperform simpler metrics, such as BLEU.

4.4 Impact of preference-based MT alignment

Table 2 presents the performance scores of the best
baseline model, across various MT tasks, focusing
on the comparison between RL training, reranking

methods during inference and the potential syner-
gies between RL training and reranking techniques
in improving the translation quality of MT systems.

Our analysis reveals consistent improvements
across all evaluation metrics and reward models,
with RL training consistently achieving top scores,
especially when using COMET-QE as the reward
model. 3 MBR decoding with COMET and N-best
reranking with COMET-QE outperformed RL train-
ing in COMET and COMET-QE metrics but had
difficulty improving other evaluation metrics, while
RL training exhibited better generalization with
slightly less consistent improvements in COMET
and COMET-QE scores. This phenomenon of in-
creased COMET and COMET-QE scores comes
at the cost of worse performance according to the

3We also provide additional fine-grained quality analysis in
Appendix A to better illustrate and address specific research
questions.
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Training Data Lexical Metrics Neural Metrics

SL Data RL Data BLEU ChrF METEOR COMET COMET-QE BLEURT

MLE
Original - 35.04 61.30 61.91 84.40 39.50 74.70
Random - 34.43 61.00 61.36 83.90 39.10 74.30
XLM-R - 33.24 60.35 60.20 84.80 41.80 72.60
MUSE - 35.10 61.90 62.20 85.10 40.40 74.30

COMET-QE - 35.45 62.00 62.75 85.50 42.00 75.90

RL w/ BLEU
Original Original 34.70 60.90 61.45 85.60 42.20 74.60
Random Random 34.49 61.10 61.49 85.60 42.20 74.40
XLM-R XLM-R 33.21 60.41 60.10 85.10 42.70 73.10
MUSE MUSE 35.34 62.10 62.73 85.60 40.80 74.50

Original COMET-QE 35.37 61.70 62.04 85.40 41.00 74.20
COMET-QE COMET-QE 35.55 62.10 62.77 86.80 45.00 76.10

RL w/ COMET
Original Original 35.05 61.30 61.82 85.60 41.80 74.40
Random Random 34.96 61.40 61.80 85.60 41.80 74.20
XLM-R XLM-R 33.60 60.74 60.40 85.00 42.00 72.90
MUSE MUSE 35.18 61.90 62.56 85.50 41.90 74.60

Original COMET-QE 35.58 61.80 62.20 85.70 41.70 74.50
COMET-QE COMET-QE 35.90 62.20 63.06 86.70 44.10 75.70

RL w/ COMET-QE
Original Original 34.21 60.50 61.10 85.60 42.40 74.80
Random Random 34.88 61.30 61.69 85.50 41.80 74.10
XLM-R XLM-R 33.57 60.73 60.40 85.10 42.20 73.20
MUSE MUSE 35.03 61.90 62.57 85.70 41.30 74.70

Original COMET-QE 35.48 61.70 62.10 85.70 41.70 74.50
COMET-QE COMET-QE 35.96 62.30 63.07 86.70 44.70 75.90

Training Data Lexical Metrics Neural Metrics

SL Data RL Data BLEU ChrF METEOR COMET COMET-QE BLEURT

MLE
Original - 31.49 57.18 55.80 78.60 5.30 66.20
Random - 31.27 57.07 60.01 80.00 12.80 65.20
XLM-R - 25.04 48.78 48.60 77.40 12.10 57.10
MUSE - 35.49 59.10 60.55 80.10 13.10 67.50

COMET-QE - 35.62 59.90 61.11 80.50 13.50 68.10

RL w/ BLEU
Original Original 35.47 59.90 61.03 80.20 16.90 67.10
Random Random 32.75 58.10 60.20 80.03 14.10 66.35
XLM-R XLM-R 25.78 49.69 49.30 77.70 13.30 57.80
MUSE MUSE 35.55 60.10 60.56 81.90 17.10 67.50

Original COMET-QE 35.67 60.10 61.01 81.20 17.10 67.30
COMET-QE COMET-QE 36.26 60.40 61.51 82.10 17.50 67.70

RL w/ COMET
Original Original 35.50 59.90 61.00 80.40 16.80 67.00
Random Random 34.15 59.50 60.93 80.50 15.50 67.10
XLM-R XLM-R 25.08 48.84 48.60 77.50 12.40 57.20
MUSE MUSE 36.00 60.10 61.20 80.80 17.00 67.30

Original COMET-QE 35.98 60.00 61.09 81.80 17.10 67.20
COMET-QE COMET-QE 36.62 60.60 61.79 82.20 17.40 67.60

RL w/ COMET-QE
Original Original 35.50 60.00 61.10 82.20 17.50 68.00
Random Random 32.10 58.30 60.50 81.00 14.40 66.70
XLM-R XLM-R 24.67 48.38 48.10 77.60 12.60 56.80
MUSE MUSE 35.62 60.45 59.30 82.22 17.45 67.80

Original COMET-QE 35.90 60.10 61.22 82.27 17.53 68.02
COMET-QE COMET-QE 36.25 60.50 61.58 82.40 17.70 68.10

Table 1: Automatic evaluation metrics for the MLE and RL-trained models on the WMT16 EN→DE (top)
and WMT15 EN-FR (bottom) original datasets, quality subsets obtained from COMET-QE, XLM-R and
MUSE and a randomly selected subset. The training data used for MLE and RL can be found in the SL
and RL Data, respectively. We experimented with BLEU, COMET and COMET-QE as reward models for
the RL training. The best overall values are bolded and the best for each specific group are underlined.

other MT evaluation metrics, showing a potential
of overfitting effect for these reranking techniques
that occur across all datasets. These findings un-
derscore the potential of neural metrics as reward
signals in training and inference, as discussed in
Deutsch et al. (2022) and Freitag et al. (2022b).
While combining RL training and MBR decod-
ing occasionally led to top performance, it did not
consistently outperform other strategies, making it

a method that distributes gains across all evalua-
tion metrics without exceptional generalization as
RL training but provides better overall scores than
reranking methods alone.

RL training and MBR decoding in MT exhibit
distinct computational efficiency profiles, as shown
in Table 3. RL training is computationally de-
manding but typically entails a one-time, resource-
intensive training process (though less resource-
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MODEL
WMT16 EN→DE WMT15 EN→FR

BLEU METEOR ChrF COMET COMET-QE BLEURT BLEU METEOR ChrF COMET COMET-QE BLEURT

High-Quality Subset Baseline (HQSB) 35.45 62.00 62.75 85.50 42.00 75.90 35.62 59.90 61.11 80.50 13.50 68.10
BLEU

HQSB + RL 35.55 62.10 62.77 86.80 45.00 76.10 36.26 60.40 61.51 82.10 17.50 67.70
HQSB + MBR 35.53 62.30 62.80 86.70 44.20 75.90 35.73 60.40 61.42 81.60 15.60 67.20
HQSB + RL + MBR 35.22 61.90 62.62 86.20 43.10 75.50 36.72 60.80 61.89 82.00 16.30 67.20

COMET
HQSB + RL 35.90 62.20 63.06 86.70 44.10 75.70 36.62 60.60 61.79 82.20 17.40 67.60
HQSB + MBR 33.58 60.70 61.48 88.00 47.90 76.50 34.89 59.60 60.94 85.00 27.00 69.80
HQSB+ RL + MBR 34.92 61.80 62.84 88.10 47.60 76.90 35.97 60.20 61.45 84.40 24.50 69.20

COMET-QE
HQSB + RL 35.96 62.30 63.07 86.70 44.70 75.90 36.25 60.50 61.58 82.40 17.70 68.10
HQSB + N -RR 31.46 58.70 60.41 87.10 53.80 75.90 29.99 54.80 56.87 82.80 39.10 66.20
HQSB + RL + N -RR 32.73 59.80 61.32 87.30 53.20 76.30 32.61 57.40 58.96 83.40 36.10 67.60
HQSB + N -RR + MBR w/ COMET 33.73 60.90 61.79 88.10 49.60 76.70 34.34 59.40 60.69 84.80 29.40 69.50
HQSB + RL + MBR w/ COMET 34.61 61.60 62.72 88.20 50.10 77.20 35.47 59.90 61.26 84.90 28.80 70.00

MODEL
IWSLT2017 EN→DE IWSLT2017 EN→FR

BLEU METEOR ChrF COMET COMET-QE BLEURT BLEU METEOR ChrF COMET COMET-QE BLEURT

Normal Baseline (NB) 32.75 62.40 60.04 84.80 38.30 74.80 41.47 68.40 66.20 84.40 21.70 73.30
BLEU

NB + RL 34.48 62.90 60.51 85.20 39.70 74.40 44.58 68.60 66.76 85.20 24.70 72.70
NB + MBR 33.87 62.20 60.05 85.00 38.90 74.50 44.08 68.70 66.52 85.20 24.40 73.20
NB + RL + MBR 34.46 62.50 60.22 85.00 39.00 74.10 44.25 68.30 66.50 85.00 24.20 72.40

COMET
NB + RL 34.17 62.20 59.88 85.10 39.30 74.40 44.48 68.70 66.74 85.20 24.60 72.80
NB + MBR 33.33 62.10 59.97 86.70 43.80 75.60 39.04 65.30 63.32 86.80 37.40 75.00
NB + RL + MBR MBR 33.75 61.90 59.72 86.10 41.80 74.90 44.24 68.50 66.62 86.30 28.30 73.60

COMET-QE
NB + RL 34.53 62.90 60.49 85.30 40.00 74.70 44.56 68.70 66.87 85.30 24.90 72.90
NB + N -RR 32.31 60.70 59.06 86.40 50.00 75.60 42.48 67.20 65.38 86.60 38.30 74.00
NB + RL + N -RR 32.98 61.50 59.48 86.40 48.70 75.40 43.29 67.50 65.90 86.50 36.00 73.70
NB + N -RR + MBR w/ COMET 33.53 61.90 59.95 86.70 46.00 75.80 39.41 65.40 63.42 87.00 40.00 75.30
NB + RL + MBR w/ COMET 34.18 62.50 60.27 86.60 43.50 75.40 44.07 68.20 66.55 86.70 32.50 74.00

Table 2: Automatic evaluation metrics for the best baseline in each dataset and its variations with RL
training, reranking (N -RR) and MBR decoding. BLEU, COMET, and COMET-QE serve as reward
models in the context of RL training and are subjected to comparison with respect to both reranking
strategies employed as the optimization metric (reranker). Best-performing values are bolded and best for
each specific group are underlined.

intensive than MLE training), involving iterative
fine-tuning of NMT models, making it suitable for
capturing nuanced quality improvements from the
reward models. In contrast, MBR decoding, fo-
cused on optimizing translation during inference, re-
quires recomputation for each input sentence, allow-
ing for computational efficiency when performed
infrequently. However, it may not fully utilize the
capabilities of the NMT model and can be compu-
tationally demanding in high-throughput scenarios.
The choice between RL training and MBR decod-
ing depends on specific MT system requirements,
considering computational resources, translation
quality objectives, and the need for real-time adapt-
ability.

In summary, the results demonstrate that integrat-
ing RL training consistently improves translation
quality in both EN→DE and EN→FR tasks across
various metrics. It consistently outperforms the
MLE baseline and is superior in lexical metrics
scores compared to reranking strategies, which per-
form well according to COMET and COMET-QE.

Additionally, most top-performing models incor-
porate RL training, highlighting its effectiveness
in complementing reranking strategies to further
improve translation quality.

5 Related Work

RL-based NMT. Extensive research has been
conducted on RL algorithms to improve MT. Stud-
ies by Wu et al. (2018) and Kiegeland and Kreutzer
(2021) have explored the impact of RL training on
large-scale translation tasks and demonstrated the
effectiveness of policy gradient algorithms in miti-
gating exposure bias and optimizing beam search in
NMT. However, both studies were limited to the use
of BLEU as a reward model. Our research differs
in that we explore the benefits of employing more
robust preference models to improve translation
quality. Additionally, other researchers have made
progress in advancing reward-aware training meth-
ods. For instance, Donato et al. (2022) introduced
a distributed policy gradient algorithm using mean
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WMT16 EN→DE WMT15 EN→FR IWSLT2017 EN→DE IWSLT2017 EN→FR

Method Training Inference Training Inference Training Inference Training Inference
MLE 480 5 373 3 1020 13 905 16
RL 288 5 242 3 354 13 403 16
MBR 0 212 0 55 0 500 0 660
N -RR 0 183 0 50 0 455 0 625

Table 3: Wall-clock time values, in minutes, that represent the efficiency of MLE, RL, MBR decoding
and N -best reranking. The training was performed on the WMT16 EN→DE and WMT15 EN→FR
high-quality subsets and on IWSLT2017 EN→DE and EN→FR entire datasets with 500 000, 300 000,
215 000 and 242 000 sentence pairs, respectively. The inference was conducted on WMT16 EN→DE,
WMT15 EN→FR, IWSLT2017 EN→DE and IWSLT2017 EN→FR official test set partitions with 2999,
1500, 8079 and 8597 sentence pairs, respectively. This assessment was done with COMET as the reward
model for RL and as a reranker for the reranking methods.

absolute deviation (MAD) for improved training,
excelling with BLEU rewards and generalizing well
to other metrics. Moreover, Ouyang et al. (2022)
pioneered reinforcement learning from human feed-
back (RLHF) for a human-based reward model,
while Gulcehre et al. (2023) proposed Reinforced
Self-Training (ReST) for more efficient translation
quality improvement using offline RL algorithms.

Reranking methods for NMT. Shen et al. (2004)
initially introduced the concept of discrimina-
tive reranking for Statistical Machine Translation,
which was later adopted by Lee et al. (2021) to train
a NMT model through a reranking strategy based
on BLEU. Extending this concept, MBR decoding
(Kumar and Byrne, 2004) has regained popular-
ity for candidate generation during decoding, with
Müller and Sennrich (2021) finding it more robust
than MAP decoding, mitigating issues like halluci-
nations. Furthermore, Freitag et al. (2022a) showed
that coupling MBR with BLEURT, a neural metric,
enhances human evaluation results when compared
to lexical metrics. Fernandes et al. (2022) con-
ducted a comprehensive study comparing various
reranking strategies, including reranking and MBR
decoding, with both reference-based and quality
estimation metrics, concluding that these strategies
lead to better translations despite the increased com-
putational cost. In our work, we build on these
foundations and show that reranking methods can
be coupled with RL training to provide better trans-
lation quality to MT systems.

Data filtering for NMT. In their study, Taghipour
et al. (2011) explored the use of outlier detection
techniques to refine parallel corpora for MT. Mean-
while, Cui et al. (2013) proposed an unsupervised
method to clean bilingual data using a random walk

algorithm that computes the importance quality
score of each sentence pair and selects the higher
scores. Xu and Koehn (2017) presented the Zippo-
rah system, which is designed to efficiently clean
noisy web-crawled parallel corpora. Carpuat et al.
(2017) focused on identifying semantic differences
between sentence pairs using a cross-lingual textual
entailment system. Wang et al. (2018) proposed an
online denoising approach for NMT training by us-
ing trusted data to help models measure noise in
sentence pairs. Artetxe and Schwenk (2019) intro-
duced LASER based on a BiLSTM encoder that
can handle 93 different languages. Our work builds
on these previous studies as we implement a data fil-
tering method based on COMET-QE, a preference
model trained on human preferences. Our approach
is similar to that of Bane and Zaretskaya (2021) but
is significantly more robust as preference models
are much more closely aligned to human judgments
compared to cross-lingual encoders.

6 Conclusion

Our thorough analysis of feedback integration meth-
ods underscores the importance of meticulous data
curation for enhancing MT reliability and efficiency.
Our findings demonstrate the consistent improve-
ment in translation quality when employing neu-
ral metrics, such as COMET(-QE), during training
and/or inference. RL training with data filtering
stands out as significantly superior to both MLE
and reranking methods. Additionally, coupling RL
training with reranking techniques can further en-
hance translation quality. While computational ef-
ficiency remains a concern due to the added over-
head of RL and reranking methods on top of MLE-
trained models, their adoption should be tailored to
specific task and environmental requirements.

267



Acknowledgments

This work was supported by EU’s Horizon Europe
Research and Innovation Actions (UTTER, con-
tract 101070631), by the project DECOLLAGE
(ERC-2022-CoG 101088763), by the Portuguese
Recovery and Resilience Plan through project
C645008882-00000055 (Center for Responsible
AI), and by Fundação para a Ciência e Tecnolo-
gia through contract UIDB/50008/2020.

References
Artetxe, Mikel and Holger Schwenk. 2019. Massively

multilingual sentence embeddings for zero-shot cross-
lingual transfer and beyond. Transactions of the As-
sociation for Computational Linguistics, 7:597–610,
November.

Bahdanau, Dzmitry, Kyung Hyun Cho, and Yoshua Ben-
gio. 2015. Neural machine translation by jointly
learning to align and translate. In 3rd International
Conference on Learning Representations, ICLR 2015.

Bane, Fred and Anna Zaretskaya. 2021. Selecting
the best data filtering method for NMT training. In
Proceedings of Machine Translation Summit XVIII:
Users and Providers Track, pages 89–97, Virtual,
August. Association for Machine Translation in the
Americas.

Banerjee, Satanjeev and Alon Lavie. 2005. METEOR:
An automatic metric for MT evaluation with im-
proved correlation with human judgments. In Pro-
ceedings of the ACL Workshop on Intrinsic and Ex-
trinsic Evaluation Measures for Machine Transla-
tion and/or Summarization, pages 65–72, Ann Arbor,
Michigan, June. Association for Computational Lin-
guistics.

Bengio, Samy, Oriol Vinyals, Navdeep Jaitly, and Noam
Shazeer. 2015. Scheduled sampling for sequence
prediction with recurrent neural networks. Advances
in neural information processing systems, 28.

Bhattacharyya, Sumanta, Amirmohammad Rooshenas,
Subhajit Naskar, Simeng Sun, Mohit Iyyer, and An-
drew McCallum. 2021. Energy-based reranking:
Improving neural machine translation using energy-
based models. In Proceedings of the 59th Annual
Meeting of the Association for Computational Lin-
guistics and the 11th International Joint Conference
on Natural Language Processing (Volume 1: Long Pa-
pers), pages 4528–4537, Online, August. Association
for Computational Linguistics.
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A Additional Results

To gain deeper insights into the effectiveness of
both training and inference techniques, we also
conducted a small fine-grained study evaluating
the translation quality of models. Specifically,
we compared translations produced by the High-
Quality Subset Baseline using three different meth-
ods: MBR with COMET, RL training with COMET-
QE as a reward model and a hybrid approach com-
bining both. This complementary evaluation pri-
marily relies on BLEURT, a neural metric highly
correlated with human judgments and independent
from the used reward models.

The overall BLEURT scores for these systems
can be obtained from Table 2, with HQSB, HQSB +
MBR w/ COMET, HQSB + RL w/ COMET-QE and
HQSB + RL w/ COMET-QE + MBR w/ COMET
having 75.90, 76.50, 75.94 and 77.20, respectively.
Figure 4 illustrates a discernible trend: across vary-
ing lengths of source sentences, the model trained
with RL and employing MBR during inference con-
sistently yields translations of higher quality. Addi-
tionally, there is a noticeable decline in translation
quality when MBR alone is employed for excep-
tionally long sentences, a phenomenon seemingly
linked to specific hallucinations evident in Figure
3. Furthermore, Table 4 showcases the most criti-
cal examples of hallucinations obtained during this
analysis.

Figure 3: Number of hallucinations on the WMT16
EN→DE test set with 3000 sentences.

Examining Figures 5 and 6, depicting sen-
tence counts across various ranges of BLEU and
BLEURT scores, respectively, reveals the trend that
the HQSB + RL + MBR system consistently outper-
forms the remaining systems across both metrics.
Once again, the prevalence of low BLEU scores

Source: Posted by TODAY on Monday, September 14, 2015

Reference: Geschrieben von TODAY am Montag, 14.
September 2015

MBR Hallucination: Posted by TODAY am Montag, 14.
September 2015, 14:45 Uhr Posted by TODAY am Montag,
September 14, 2015, 14:40 Uhr Posted by TODAY am
Montag, September 14, 2015, 14:00 Uhr Posted by TODAY
am Montag, September 14, 2015, 14:30 Uhr Posted by
TODAY am Montag, September 14, 2015, 14:30 Uhr Posted
by TODAY am Montag, September 14, 2015, 14:30 Uhr
Posted by TO

RL + MBR Translation: Veröffentlicht von TODAY am
Montag, 14. September 2015

Source: Seehofer: "Borders will not be cordoned off"

Reference: Seehofer: "Grenzen werden nicht abgeriegelt"

MBR Hallucination: Seehofer: "Grenzen werden nicht
abgeschottet" Seehofer: "Grenzen werden nicht abgeschot-
tet" Seehofer: "Grenzen werden nicht abgeschottet" See-
hofer: "Grenzen werden nicht abgeschottet" Seehofer:
"Grenzen werden nicht abgeschottet" Seehofer: "Grenzen
werden nicht abgeschottet" Seehofer: "Grenzen werden
nicht abgeschottet" Seehofer

RL + MBR Translation: Seehofer: "Grenzen werden
nicht abgeriegelt"

Source: Croatia: "We are letting the refugees through"

Reference: Kroatien: "Wir lassen die Flüchtlinge durch"

MBR Hallucination: Kroatien: "Wir lassen die
Flüchtlinge durch" "Wir lassen die Flüchtlinge durch"
Kroatien: "Wir lassen die Flüchtlinge durch" Kroat-
ien: "Wir lassen die Flüchtlinge durch" Kroatien: "Wir
lassen die Flüchtlinge durch" Kroatien: "Wir lassen die
Flüchtlinge durch"

RL + MBR Translation: Kroatien: "Wir lassen die
Flüchtlinge durch"

Table 4: Instances of oscillatory hallucinations gen-
erated by the HQSB + MBR model.

underscores the issue of hallucinations associated
with MBR. Furthermore, HQSB and HQSB + RL
systems are quite competitive but a slight edge must
be given to RL in enhancing the performance of the
models

The bucketed word accuracy analysis aims to
evaluate how effectively each system is at generat-
ing different types of words. Figure 7 shows that
all four systems demonstrate robustness across all
word frequencies but perform significantly better
with higher-frequency words. Notably, among these
systems, the one integrating reinforcement learning
(RL) emerges as the top performer, emphasizing its
effectiveness in word generation tasks.
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Figure 4: Comparison of BLEU (top) and BLEURT (bottom) scores for WMT16 EN→DE translations
across diverse source sentence lengths, highlighting the influence of sentence length on translation quality.

Figure 5: Histograms of sentence BLEU scores for the specific systems on WMT16 EN→DE.
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Figure 6: Histograms of sentence BLEURT scores for the specific systems on WMT16 EN→DE.

Figure 7: Word F-Measure Bucketed by Frequency for the specific systems on WMT16 EN→DE.
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Abstract

The increasing volume of scientific re-
search necessitates effective communica-
tion across language barriers. Machine
translation (MT) offers a promising so-
lution for accessing international publi-
cations. However, the scientific domain
presents unique challenges due to its spe-
cialized vocabulary and complex sentence
structures. In this paper, we present
the development of a collection of paral-
lel and monolingual corpora for the sci-
entific domain. The corpora target the
language pairs Spanish-English, French-
English, and Portuguese-English. For each
language pair, we create a large general
scientific corpus as well as four smaller
corpora focused on the domains of: Cancer
Research, Energy Research, Neuroscience,
and Transportation research. To evaluate
the quality of these corpora, we utilize
them for fine-tuning general-purpose neu-
ral machine translation (NMT) systems.
We provide details regarding the corpus
creation process, the fine-tuning strategies
employed, and we conclude with the eval-
uation results.

1 Introduction

The growth of scientific research across disciplines
has intensified the need for efficient communica-
tion and international collaboration that transcends
language barriers. While English is the domi-
nant language of scientific publications (Altbach,

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

2007), a substantial volume of valuable academic
work is produced in other languages. According
to a 2019 study (Stockemer, 2019), almost 40% of
the articles of non-anglophone researchers are sub-
mitted in a language other than English. (Altbach,
2007). Machine translation (MT) offers a com-
pelling solution, providing access to a vast pool of
international research and fostering seamless col-
laboration among researchers worldwide.

Advancements in Neural Machine Translation
have significantly improved the quality of transla-
tions in various domains, largely driven by the ap-
plication of the Transformer architecture (Vaswani
et al., 2017). Transformers revolutionized NMT
by enabling efficient parallel processing of entire
sequences, leading to significant improvements
in translation quality and fluency. However, the
performance of NMT models often suffers when
translating specialized domains due to the pres-
ence of specific terminology and sentence struc-
tures. Translating scientific text presents unique
challenges distinct from general language transla-
tion (Byrne, 2012). Scientific domains are charac-
terized by:

• Specialized Lexicon: These domains em-
ploy a rich vocabulary of technical terms and
abbreviations often absent from general lan-
guage corpora.

• Syntactic Complexity: Scientific writing
frequently utilizes complex sentence struc-
tures to convey precise relationships and sub-
tle meanings.

• Domain-Specific Discourse: Each scientific
domain possesses its own unique discourse
patterns and conventions that are critical to
understand for accurate translation.
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• Indeterminacy: The division of scientific
areas into numerous sub-disciplines and the
existence of multidisciplinary works further
complicate the definition of what a scientific
domain encompasses.

These factors can significantly impair the per-
formance of generic NMT models, leading to mis-
translations or loss of scientific meaning.

To address these challenges, this paper presents
the development of domain-specific corpora for
scientific research and their application towards
creating NMT models for four academic domains.
We aimed at using the open-source NMT mod-
els which exhibit the best generic performance as
base models and fine-tune them on these domain-
specific corpora, so as to achieve translations that
are not only fluent but also accurate and faith-
ful to the scientific content. We focus on the
Spanish–English (ES–EN), French–English (FR–
EN), and Portuguese–English (PT–EN) transla-
tion directions, creating parallel corpora for each,
alongside monolingual corpora for the respective
languages (i.e., English, Spanish, French, and Por-
tuguese). Our corpora encompass a large gen-
eral scientific corpus and smaller sub-corpora ded-
icated to the research areas of:

• Cancer Research

• Energy Research

• Neuroscience

• Transportation Research

We begin by presenting our dataset creation pro-
cess which exploits the wealth of parallel titles and
abstracts from bachelor and master theses, doc-
toral dissertations, and other scientific publications
(such as published books and articles). Next, we
outline the methodology of fine-tuning pre-trained
NMT models using the aforementioned datasets.
Finally, we evaluate the resulting models’ perfor-
mance by contrasting their output with the trans-
lations received from the original general-purpose
NMT models as well as Google Translate.

2 Related Work

Even though there is a plethora of parallel corpora
in the ever-growing OPUS collection (Tiedemann,
2012), there is a shortage of those which aim at
addressing parallel data acquisition for the scien-
tific and academic domains, relatively to the im-
portance and challenges of scientific translation.

In OPUS, there are 2 parallel datasets of note,
namely CAPES (Soares et al., 2018) and SciELO
(Soares et al., 2019). CAPES originates from
the database of the Theses and Dissertations Cat-
alog (TDC) and contains approximately 1.2 mil-
lion sentence pairs for the EN–PT language pair
(Soares et al., 2018), mined from theses and dis-
sertation abstracts of students in post-graduate pro-
grams across Brazilian universities. Similarly, the
SciELO parallel corpus has been extracted through
the use of the SciELO database, which contains a
broad range of open-access scientific articles. Sci-
ELO consists of approxiately 3.3 million parallel
sentences and metadata for English, Spanish, and
Portuguese, some of which are trilingually aligned
(i.e., EN–ES–PT) (Soares et al., 2019). Both cor-
pora are evaluated manually, as well as automati-
cally by training and evaluating MT systems.

In order to address the parallel data gap for
scientific texts among underrepresented European
languages, the SciPar corpus (Roussis et al., 2022)
was created and made publicly availabe via the
ELRC-SHARE repository.1 SciPar contains 9.17
million sentence pairs in 31 language pairs and
has been constructed from the titles and abstracts
of bachelor and master theses, doctoral disserta-
tions, and other scientific publications. It has been
constructed through collecting, parsing, and pro-
cessing metadata from 86 institutional reposito-
ries, digital libraries of universities, and national
archives.

The Translations and Open Science project
focused on building EN–FR NMT systems for
three pilot domains: (a) Climatology and Cli-
mate Change, (b) Neurosciences, and (c) Hu-
man Mobility, Environment, and Space. Fiorini
et al. (2023) collected 316,701 parallel segments
and 1,112 bilingual terms for these three domains,
trained a generic NMT model from scratch, and
the fine-tuned it on the collected datasets. The pa-
per describes the manual and automatic evaluation
and comparison that was conducted to determine
domain-specific translation quality, while it also
shows that adding data from SciPar results in fur-
ther improvements.

3 Dataset Creation

In this section, we outline the end-to-end pipeline
used for mining high-quality parallel and monolin-
gual corpora from the titles and abstracts of the-
1https://elrc-share.eu/
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Domain EN–ES EN–PT EN–FR

Cancer 57,226 123,357 49,112
Energy 107,710 205,662 87,918
Neuroscience 40,467 85,717 45,650
Transp/tion 26,795 35,181 19,151
Gen. Scient. 3,913,214 5,255,552 1,648,200

Total 4,145,412 5,705,469 1,850,031

Table 1: Parallel Corpora Sizes per Language Pair and Domain

ses and dissertations. First, we detail the strat-
egy used to process approximately 9.3 million
records from 62 academic repositories to extract
11,700,912 sentence pairs. A detailed list of the
repositories can be seen at Table 4 of Appendix
A. Then, we present the sizes of the parallel and
monolingual corpora which resulted after applying
various filtering methods, and, finally, we provide
a brief documentation of the process used to create
benchmark developer and test sets.

3.1 Repository Processing

Our strategy is directed toward structured meta-
data extraction and processing of academic records
in order to mine domain-specific monolingual and
parallel sentences, while also facilitating differ-
ences among various repositories. It constitutes
a unified framework that builds upon and extends
the approach used in SciPar (Roussis et al., 2022).
The various steps used in our repository processing
pipeline are the following:

• Acquisition of academic records: Initially,
we utilized the GNU Wget2 package to auto-
matically download all the records across the
62 repositories as HTML files.

• Custom repository configuration: In order
to extract structured metadata across reposi-
tories which differ in the way they store in-
formation, we created a configuration file for
each one (see Appendix B for an example).
This required manual inspection of several
HTML files from each repository and config-
ure custom regex patterns and rules. Further-
more, we defined minimum character lengths
for the extraction of abstracts and titles to en-
sure the validity of the extracted data.

2https://www.gnu.org/software/wget/

• Parsing and metadata extraction: We uti-
lized the Beautiful Soup3 package and regex
pattern processing to parse the records and
extract structured metadata. This step used
the custom configuration files for each repos-
itory and resulted in the construction of a
JSON file for each record, organizing the data
for further processing (see Appendix C for an
example).

• Domain classification: Leveraging a simple
keyword-based classification method, each
record was categorized into one of four dis-
tinct domains: Cancer Research, Transporta-
tion Research, Energy Research, and Neuro-
science. Records not fitting exclusively into
these categories were classified as belonging
to the ”General Academic” domain.

• Text extraction: From each JSON’s titles
and abstracts, both monolingual and paral-
lel documents were extracted. This process
preserved information regarding the identi-
fied domain and language of each record.
Candidate parallel documents were created
when two or more titles and/or abstracts were
present. The NLTK library4 was employed to
split abstracts into sentences.

• Parallel sentences mining: Utilizing
LASER and margin-based scoring (Artetxe
and Schwenk, 2019a; Artetxe and Schwenk,
2019b), we extracted parallel sentences from
the candidate parallel documents. We used 2
NVIDIA 2080 Ti GPUs for this process.

3.2 Domain-specific Parallel Corpora
In order to construct domain-specific parallel cor-
pora for all the language pairs that we targeted, we
3https://www.crummy.com/software/
BeautifulSoup/
4https://www.nltk.org/
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EN ES FR PT

Cancer 393,488 76,296 6,933 33,947
Energy 342,144 228,818 9,479 66,654
Neuroscience 262,618 47,112 5,380 19,640
Transp/tion 33,509 65,374 2,934 13,376
Gen. Scient. 13,187,215 10,512,255 753,487 3,335,615

Total 14,218,974 10,929,855 778,213 3,469,232

Table 2: Monolingual Corpora Sizes per Language Pair and Domain

concatenated the parallel sentences extracted ear-
lier from each one of the 62 repositories into do-
main and language pair specific files.

Additionally, a LASER alignment score thresh-
old of 0.98 was applied which, although being
lower than thresholds used in other works which
mine parallel sentences in a global way, ensures
that parallel data originating from titles are not dis-
carded (Roussis et al., 2022).

Finally, we deduplicated all parallel corpora and
filtered them by removing sentence pairs which:
(a) have identical source and target sentences, (b)
contain an empty sentence in either side, (c) con-
sist of more than 250 words in either sentence, (d)
are solely comprised of digits, (e) are identified
as belonging to incorrect languages, or f consist
mostly of URLs and e-mails (Papavassiliou et al.,
2018).

The resulting domain-specific parallel corpora
in Table 1 sum up to 11,700,912 sentence pairs
in total. We can see that the the ”General Scien-
tific” domain considerably surpasses all other do-
mains combined in corpus size across all language
pairs. Furthermore, the corpus sizes for the EN–PT
and EN–ES language pairs generally exceed those
for the EN–FR language pair, which is indicative
of the plethora of academic repositories originat-
ing from Latin American countries. Among the
four focused domains, the ”Energy” and ”Cancer
Research” domains exhibit higher data representa-
tions. The disparities in corpus sizes across dif-
ferent domains reflect the extent of each domain’s
scope, and the inherent challenges of domain clas-
sification.

In Table 2, we list the sizes of the domain-
specific monolingual corpora for each of the four
targeted languages. These results do not include
the monolingual sentences in the parallel data and
have been extracted from academic records with-
out parallel titles and/or abstracts. It can be ob-

served that there are many variations among the
domains that we focused on; The ”General Sci-
entific” domain is significantly larger that all the
other domains that we focused on. However, more
pronounced differences concern the data availabil-
ity for each language, as, for example, the English
monolingual corpus is two orders of magnitude
larger than the French one. Although we did not
directly used monolingual data in this work, they
can potentially enhance the performance of NMT
models with the use of back-translation (Sennrich
et al., 2015; Edunov et al., 2018), as well as con-
stitute a high-quality part of a pre-training dataset
for a Large Language Model (LLM).

3.3 Benchmark Creation

The benchmark creation process was tailored to
meet the specific demands of evaluating our fine-
tuned models across the four scientific domains
that we focus on. Our goal was to create:

• Developer sets which can be used to monitor
the training process and select optimal hyper-
parameters

• Test sets which can be used to evaluate the
generalization capabilities of our models, as
well as to compare them with the base OPUS-
MT models and Google Translate.

For each of the four targeted domains,
1,000/1,000 sentence pairs were designated for de-
velopment/testing, whereas the ”General Scien-
tific” set was allocated 3,000/3,000 sentence pairs.
In order to build the domain-specific developer and
test sets, we followed a structured multi-stage pro-
cess. We started from the filtered parallel corpora
for each domain and language pair, and applied a
LASER threshold greater than 1.08 to identify sen-
tences with substantial semantic alignment. Addi-
tionally, we used a stricter token ratio filter (1.66)
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and removed sentence pairs in which either sen-
tence is less than 3 words long.

Afterwards, we sample 2,000 unique records
for each domain-specific dataset and 6,000 for the
”General Scientific” datasets, from which a sin-
gle sentence pair was randomly selected for inclu-
sion in the combined developer/test sets. In other
words, each parallel sentence in the sets is derived
from a single thesis/abstract from a pool of ran-
domly selected ones.

For the construction of developer and test sets,
we equally distributed the sentence pairs into
two, resulting in 1,000 parallel sentences for each
domain-specific developer and test set and 3,000
parallel sentences for the ”General Scientific” de-
veloper and test set.

4 Domain Adaptation for NMT

Using domain adaptation, we can enhance the abil-
ity of an existing MT system to translate docu-
ments from a very specific domain, through the
utilization of an in-domain parallel corpus. To this
end, we chose to use selected pre-trained models
from OPUS-MT (Tiedemann, 2020) as our base-
line systems. We chose these models because they
are all based on state-of-the-art transformer-based
neural machine translation architectures, and they
were trained on freely available parallel corpora
from the OPUS3 bitext repository. Even though
these models are not considered to produce the best
quality for the selected language pairs, they pro-
vide a robust initial performance across a variety of
language pairs. Additionally, they have also been
trained on general domain texts, making them ideal
for our purpose, as they have seen little to no data
from the scientific domain.

Since we decided to work on French, Span-
ish and Portuguese, we selected the open-source
OPUS-MT models (Tiedemann and Thottingal,
2020) for the FR–EN, ES–EN, and PT–EN, trans-
lation directions as our base models. We aimed
at using the largest available OPUS-MT models
for each language pair and made use of the lat-
est ones which where trained for the Tatoeba Chal-
lenge (Tiedemann, 2020), an open project encour-
aging people to develop machine translation in
real-world cases for many languages. In particu-
lar, we used the following models:

• FR–EN: We selected the transformer-big
variant, trained on English–French parallel

data.5. We use a learning rate of 7e-5 and 0.2
dropout for all the fine-tuning experiments.

• ES–EN: We chose to use the transformer-
big variant which was trained for translat-
ing Catalan (CA), Occitan (OC), and Span-
ish (ES) texts into English,6 as a larger vari-
ant was not available for the ES–EN transla-
tion direction. We use a learning rate of 7e-5
and 0.2 dropout for all the fine-tuning experi-
ments.

• PT–EN: For the PT–EN translation direction,
we used the transformer-align (Bahdanau et
al., 2014) variant,7 as there were not any vari-
ants with more parameters. We use a learning
rate of 5e-5 and 0.1 dropout for all the fine-
tuning experiments.

All of these variants have been originally trained
on subsets of the OPUS-MT corpus, along with ad-
ditional back-translated data; a method which has
been widely adopted by the research community
to further improve translation quality (Sennrich et
al., 2015; Edunov et al., 2018). For fine-tuning the
OPUS-MT models we used the MarianMT frame-
work (Junczys-Dowmunt et al., 2018), a decision
driven by MarianMT’s efficiency, flexibility, and
open-source nature, making it particularly suited
for research purposes.

Fine-tuning was conducted using the curated
corpora which resulted from the filtering process
described in section 3.2, comprising parallel sen-
tences from academic texts across our target do-
mains: Cancer Research, Energy Research, Neu-
roscience, and Transportation Research. These
corpora were further enriched with general aca-
demic texts to provide a broader linguistic context,
thereby mitigating the potential for overfitting to
domain-specific jargon and syntax. In our domain
adaptation experiments, we make use of all devel-
oper sets described in Section 3.3 (7000 sentence
pairs in total) so that the fine-tuning process does
5opusTCv20210807+bt transformer-big 2022-03-09
https://github.com/Helsinki-NLP/
Tatoeba-Challenge/tree/master/models/
fra-eng
6opusTCv20210807+bt transformer-big 2022-03-13
https://github.com/Helsinki-NLP/
Tatoeba-Challenge/tree/master/models/
cat+oci+spa-eng
7opus+bt-2021-04-30
https://github.com/Helsinki-NLP/
Tatoeba-Challenge/tree/master/models/
por-eng
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Average of 4 domains General Scientific

BLEU chrF2++ COMET BLEU chrF2++ COMET

ES–EN
Base OPUS-MT 49.7 70.5 69.5 51 71.7 68.9
+ FT w/ IND 50.7 71.3 70.4 52.1 72.2 68.9
+ FT w/ IND & GSC 51.9 71.7 70.9 54 73.1 71
Google Translate 51 71.1 72.2 52.6 72.4 73

∆(Ours – Baseline) +2.2 +1.2 +1.4 +3 +1.4 +2.1

PT–EN
Base OPUS-MT 46 68.3 66.7 44.9 67.7 66.3
+ FT w/ IND 48.1 69.7 66.8 46.6 68.7 66.1
+ FT w/ IND & GSC 48.4 69.9 67.6 47.3 69.1 67.8
Google Translate 48 69.3 70.6 46.7 68.6 70.5

∆(Ours – Baseline) +2.4 +1.6 +0.9 +2.4 +1.4 +1.5

FR–EN
Base OPUS-MT 37.6 63.6 57.5 38.4 63.3 57.2
+ FT w/ IND 39.1 65 58.9 39.4 64.5 58.4
+ FT w/ IND & GSC 40.2 65.7 59.9 40.7 65.3 59.5
Google Translate 41 65 62.2 40.9 64.4 61.6

∆(Ours – Baseline) +2.6 +2.1 +2.4 +2.3 +2 +2.3

Table 3: Results of Domain Adaptation Experiments

not continue if the BLEU or chrF scores do not
improve for 5 consecutive checkpoints (every 500
steps). Batch size is automatically determined by
MarianNMT to fit reserved GPU memory, while
parameters are updated every 2 batches (Ott et al.,
2018).

During the fine-tuning phase, particular atten-
tion was paid to the balance between domain-
specific and general academic texts, ensuring
that the models retained their generalizability
while enhancing their domain-specific perfor-
mance. Model hyperparameters were meticulously
optimized through a series of experiments, with
evaluation metrics such as BLEU (Papineni et al.,
2002), chrF2++ (Popović, 2015; Popović, 2016;
Popović, 2017), and COMET (Rei et al., 2020)
used to monitor improvements in translation qual-
ity.

5 Results & Evaluation

In order to determine the improvement on trans-
lation quality for each specific domain of inter-
est, we perform evaluation using all the 4 domain-
specific test sets, as well as the General Scientific
test set (see Section 3.3). To that end, the most

widely-used benchmarks for the evaluation of au-
tomatic translations have been chosen, these being
BLEU, chrF2++, and COMET. BLEU measures
how much overlap there is between the translated
text and a reference translation in terms of n-gram
phrases, while chrF2++ considers character-level
accuracy and morphology in addition to n-grams.
Unlike BLEU and chrF2++ which focus on word-
level overlap, COMET doesn’t directly compare
the words themselves. Instead, it uses the XLM-R
Large as its backbone and estimates how well the
translated text captures the meaning conveyed in
the reference text. COMET, in particular, has been
shown to be superior to the other two metrics that
we used, as it better correlates with human judge-
ments and provides a robust way to differentiate
high-performing systems (Rei et al., 2020).

We use the SacreBLEU toolkit (Post, 2018) for
evaluation of BLEU8 and chrF2++9 as it ensures
that they can be computed in a reproducible way,
while the wmt20-comet-da10 version was used for
8nrefs:1| bs:1000| seed:12345| case:mixed| eff:no| tok:13a|
smooth:exp| version:2.0.0
9nrefs:1| bs:1000| seed:12345| case:mixed| eff:yes| nc:6|
nw:2| space:no| version:2.0.0
10https://huggingface.co/Unbabel/
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computing the COMET score.
In Table 2, we can see that our fine-tuned mod-

els outperform the base models. In all language
pairs and across all metrics, the systems that use
fine-tuning with in-domain data (either alone or
combined with general scientific text) outperform
the baseline OPUS-MT system by +2.4 BLEU and
+1.6 COMET on average. Fine-tuning the baseline
OPUS-MT models with in-domain parallel data
(+FT w/IND) yields an average improvement of
+1.5 BLEU and +0.8 COMET.

Across all language pairs, adding general scien-
tific text for fine-tuning on top of in-domain data (+
FT w/ IND & GSC) leads to further improvements
compared to just using in-domain data, improving
by +0.9 BLEU and +0.8 COMET. This suggests
that general scientific data can act as a helpful sup-
plement for domain adaptation, although it should
be noted that their number is an order of magnitude
larger than the in-domain data.

While the fine-tuned systems achieve the best
scores in the majority of cases, Google Translate
remains highly competitive, producing the high-
est score in COMET and outperforming all other
systems in almost all metrics for FR–EN. This in-
dicates that even without specific domain adapta-
tion, Google Translate offers strong translation ca-
pabilities for high-resource language pairs, even
for niche domains like the ones selected for this
experiment.

6 Conclusion

Our work presents the development of domain-
specific corpora for scientific research and their ap-
plication towards creating improved NMT models
for four scientific domains: Cancer Research, En-
ergy Research, Neuroscience, and Transportation
Research. We acquired 11.7M parallel sentences
for three language pairs (EN–ES, EN–PT, and EN–
FR) by processing the records from 62 academic
repositories. Our aim was to leverage the strengths
of existing open-source NMT models while spe-
cializing them in these particular domains through
fine-tuning.

Our findings indicate that fine-tuning generic
NMT models with domain-specific parallel data
leads to substantial improvements in translation
quality for the targeted scientific domains. Addi-
tionally, by including general scientific text along-
side domain-specific data during fine-tuning of-

wmt20-comet-da

fers further enhancements, potentially by provid-
ing broader linguistic context.

This work contributes to the ongoing effort to
bridge the language gap in scientific research by
developing NMT models that can accurately and
fluently translate scientific text across various do-
mains.

Looking ahead, there are a lot of ideas that we
could implement in order to further improve our
results. Multi-domain adaptation holds promise
for creating models adaptable to a wider range of
scientific content. Backtranslation, especially with
domain-specific tagging and iterative approaches,
offers another potential path for significant im-
provements. Additionally, advanced parallel sen-
tence filtering techniques, like those offered by Bi-
cleaner AI, can ensure high-quality training data.
By incorporating these advancements, we can con-
tribute to NMT models that effectively bridge the
communication gap in the global scientific com-
munity.
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Appendix A

List of the 62 Processed Repositories

Name of Repository URL

ESTUDO GERAL - Digital Repository of the University of Coimbra https://estudogeral.uc.pt/
Repositorio da Universidade de Lisboa https://repositorio.ul.pt/
RepositóriUM - Institutional Repository of the University of Minho https://repositorium.sdum.uminho.pt/
Repositório Cientı́fico Lusófona https://recil.ensinolusofona.pt/
Repositório da Universidade da Madeira https://digituma.uma.pt/
RIA - Repositorio Institucional - Universidade de Aveiro https://ria.ua.pt/
RUN - Repositorio Universidade Nova https://run.unl.pt/
Repositório Institucional da Universidade Fernando Pessoa https://bdigital.ufp.pt/
Repositorio Aberto - Universidade Aberta https://repositorioaberto.uab.pt/
Repositorio de UTAD - Universidade de Tras-os-Montes e Alto Douro https://repositorio.utad.pt/
Biblioteca Digital do IPB - Instituto Politecnico de Braganca https://bibliotecadigital.ipb.pt/
Dadun - Open Access Institutional Repository of the University of Navarra https://dadun.unav.edu/
UIBrepository - Universitat de les Illes Balears https://dspace.uib.es/
Archivo Digital - Universidad Politécnica de Madrid https://oa.upm.es/
Dipòsit Digital de la Universitat de Barcelona http://diposit.ub.edu/
RODERIC - Repository of Universitat de Valencia https://roderic.uv.es/
UCrea - Repositorio Abierto de la Universidad de Cantabria https://repositorio.unican.es/
Gestión del Repositorio Documental de la Universidad de Salamanca (GREDOS) https://gredos.usal.es/
Repository of Universitat Oberta de Catalunya https://openaccess.uoc.edu/
RIULL - Repositorio Institucional Universidad de La Laguna https://riull.ull.es/
idUS - Deposito de Investigacion Universidad de Sevilla https://idus.us.es/
UVaDOC Repositorio Documental de la Universidad de Valladolid https://uvadoc.uva.es/
UPF Digital Repository (Universitat Pompeu Fabra) https://repositori.upf.edu/
RiuNet - Institutional Repository of the Politechnical University of Valencia - UPV https://riunet.upv.es/
RUC - Repositorio Universidade de Coruna https://ruc.udc.es/
UPCommons - Universitat Politecnica de Catalunya Barcelonatech https://upcommons.upc.edu/
UAM - Repositorio institucional de la Universidad Autonoma de Madrid https://repositorio.uam.es/
DUGiDocs - Institutional Repository of the Universitat de Girona https://dugi-doc.udg.edu/
Repositori Universitat Jaume I https://repositori.uji.es/
AccedaCRIS - Repository of Universidad de Las Palmas de Gran Canaria https://accedacris.ulpgc.es/
DDD - Diposit Digital de Documents de la UAB (Universitat Autònoma de Barcelona) https://ddd.uab.cat/
Tesis Doctorals en Xarxa https://www.tdx.cat/
Repositorio Académico de la Universidad de Chile https://repositorio.uchile.cl/
Bibliotecda Institucional - Universidad Andres Bello https://repositorio.unab.cl/
Repositorio Institucional UCA (Pontificia Universidad Católica Argentina) https://repositorio.uca.edu.ar/
DSpace PUCP (Pontificia Universidad Católica del Perú) https://tesis.pucp.edu.pe/
Repositorio Institucional - Universidad Nacional de Ingenierı́a http://cybertesis.uni.edu.pe/
Repositorio Académico UPC (Universidad Peruana de Ciencias Aplicadas) https://repositorioacademico.upc.edu.pe/
Repositorio Institucional Séneca - Universidad de los Andes https://repositorio.uniandes.edu.co/
Institutional Repository of Universidad Nacional de Colombia https://repositorio.unal.edu.co/
Institutional Repository - Pontificia Universidad Javeriana https://repository.javeriana.edu.co/
Universidade de Brasilia - Institutional Repository https://repositorio.unb.br/
Universidade Federal de Santa Catarina - Institutional Repository https://repositorio.ufsc.br/
Universidade Federal da Paraiba - Institutional Repository https://repositorio.ufpb.br/
Repositório Institucional da Universidade Tecnológica Federal do Paraná (RIUT) http://repositorio.utfpr.edu.br/
Repositório Institucional UNESP (Universidade Estadual Paulista) https://repositorio.unesp.br/
LUME - Repositorio Digital UFRGS (Universidade Federal do Rio Grande do Sul) https://lume.ufrgs.br/
Repositorio Institucional - Universidade Federal do Rio Grande do Norte (UFRN) https://repositorio.ufrn.br/
Repositório Institucional UNIFESP (Universidade Federal de São Paulo) https://repositorio.unifesp.br/
ATTENA - Repositório Digital da UFPE (Universidade Federal de Pernambuco) https://repositorio.ufpe.br/
Repositorio Institucional da UFBA - Universidade Federal da Bahia https://repositorio.ufba.br/
Institutional Repository PUCRS - Pontifı́cia Universidade Católica do Rio Grande do Sul https://repositorio.pucrs.br/
Repositório Institucional - Universidade Federal de Uberlândia https://repositorio.ufu.br/
Locus Repositório Institucional da UFV (Universidade Federal de Viçosa) https://www.locus.ufv.br/
DIAL - Research Publications of Université Catholique de Louvain https://dial.uclouvain.be/pr/boreal/
Papyrus Institutional Repository - Universite de Montreal https://papyrus.bib.umontreal.ca/
Savoirs UdeS - Université de Sherbrooke https://savoirs.usherbrooke.ca/
Toulouse Capitole Publications - Université Toulouse 1 Capitole https://publications.ut-capitole.fr/
RED de Repositorios Latinoamericanos https://repositorioslatinoamericanos.uchile.cl/
Portal de Revistas Academicas Chilenas https://revistaschilenas.uchile.cl/
HAL Theses - Theses en Ligne https://theses.hal.science/
HAL Open Science https://hal.science/

Table 4: Processed Repositories Names and URLs
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Appendix B

Example Configuration File for Processing the HTMLs
The configuration files used for each one of the repositories that we processed facilitate the structured
extraction of metadata. The regex patterns specified within the configuration file are used to match the
HTML structure of the academic records, while the minimum lengths specify the minimum characters
that a title or abstract must have so as to be considered valid. Additionally, the file specifies the targeted
languages for which we extract texts.

Below is the JSON configuration file for the DIAL UCLouvain repository:
{

"abstracts_regex": ".*publication-metadata.*",
"abstracts_min_len": 20,
"titles_regex": ".*citation_title.*",
"titles_min_len": 20,
"keywords_regex": ".*Keywords.*",
"authors_regex": ".*citation_author.*",
"publishers_regex": ".*Affiliation.*|.*Publisher.*",
"date_available_regex": ".*Publication date.*|.*Defense date.*",
"journal_regex": ".*citation_journal_title.*|.*citation_dissertation_institution.*",
"bibliographic_citation_regex": ".*Bibliographic reference.*",
"document_language_regex": ".*Language.*",
"link_html_regex": ".*Permanent URL.*",
"link_pdf_regex": ".*citation_pdf_url.*",
"document_type_regex": ".*Document type.*",
"license_regex": ".*Access type.*",
"URI_regex": ".*Permanent URL.*",
"targeted_langs": [

"en",
"es",
"pt",
"fr"

]
}
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Appendix C

Example JSON File Extracted from a Record
Our repository processing pipeling results into JSON files with the following structured metadata: ab-
stracts, titles, repository name, links to the HTML and PDF versions of the documents, URI, license
type, publication dates, document language and type (e.g., thesis), keywords, author names, publisher
information, publication dates, journal titles, bibliographic citations, and the identified domains.

Below is an example JSON file extracted from a record, classified as belonging to the ”Energy Re-
search” domain, which originates from the Biblioteca Digital do IPB - Instituto Politecnico de Braganca
repository:
{

"abstracts": {
"en": "In this research is intended to analyse the expansion of the

economic sector related to the development ways of renewable
energy and the economic and financial performance of companies
operating in this field. [...]",

"pt": "Esta investigação pretende analisar a expansão do
setor económico relacionado com o desenvolvimento das
energias renováveis e os desempenhos económico e financeiro
das empresas que operam nesse setor. [...]"

},
"titles": {

"en": "The development ways of renewable energy: the economic and financial
performance of firms in this sector in Armenia and OECD countries"

},
"repository": "bibliotecadigital-ipb-pt",
"html_id": 14638,
"link_html": "https://bibliotecadigital.ipb.pt/handle/10198/14638",
"link_pdf": "https://bibliotecadigital.ipb.pt/bitstream/

10198/14638/1/Tarakhchyan_Siranush.pdf",
"uri": "http://hdl.handle.net/10198/14638",
"license_link": "http://creativecommons.org/licenses/by-nc/4.0/",
"license": "openAccess",
"date_available": "2017-11-20T15:08:42Z",
"document_language": "en",
"document_type": "masterThesis",
"keywords": [

"Renewable energy (RE)",
"Financial data",
"Financial ratios",
"Market price",
"Environment",
"Domı́nio/Área Cientı́fica::Ciências Sociais::Economia e Gestão"

],
"authors": [

"Tarakhchyan, Siranush"
],
"publishers": [],
"bibliographic_citation": "",
"journal": "",
"domain_keyword_count": {

"cancer": 0,
"energy": 6,
"transportation": 0,
"neuroscience": 0

},
"domain": "energy"

}
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Abstract

Machine translations are found to be lexi-
cally poorer than human translations. The
loss of lexical diversity through MT poses
an issue in the automatic translation of lit-
erature, where it matters not only what is
written, but also how it is written. Current
methods for increasing lexical diversity in
MT are rigid. Yet, as we demonstrate, the
degree of lexical diversity can vary consid-
erably across different novels. Thus, rather
than aiming for the rigid increase of lexi-
cal diversity, we reframe the task as recov-
ering what is lost in the machine transla-
tion process. We propose a novel approach
that consists of reranking translation can-
didates with a classifier that distinguishes
between original and translated text. We
evaluate our approach on 31 English-to-
Dutch book translations, and find that, for
certain books, our approach retrieves lexi-
cal diversity scores that are close to human
translation.

1 Introduction

With the introduction of neural machine transla-
tion (NMT), the performance of high-resource au-
tomatic translation has improved substantially. Es-
pecially since the introduction of the Transformer
architecture (Vaswani et al., 2017), state-of-the-
art NMT systems have outperformed previous ap-
proaches considerably (Lakew et al., 2018), with
some works even claiming human parity (Popel et
al., 2020). However, these claims are based mostly

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
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Figure 1: Reranking translation hypotheses based on the
probability they are originally written in the target language,
where the chosen rank is based on the lexical diversity score
of the original book, and could be lower than the most lexi-
cally diverse option.

on accuracy and fluency measures, while style is
often overlooked. In fact, according to expert eval-
uation, machine translation (MT) did actually not
reach human parity (Toral et al., 2018; Fischer and
Läubli, 2020). For instance, MT models have been
found to exacerbate linguistic patterns that occur
frequently, while underrepresenting patterns that
are found less commonly (Vanmassenhove et al.,
2019). As a result, automatically translated texts
are found to be lexically poorer than human trans-
lations (HT). This ‘artificially impoverished lan-
guage’ has previously been referred to as machine
translationese (Vanmassenhove et al., 2021).

In this paper, we focus on the translation of nov-
els. Contrary to technical domains, where meaning
preservation is the main criterion for acceptable
translations, literary translations have the addi-
tional criterion of style. This is because apart from
meaning preservation (what is written), maintain-
ing a certain reading experience (how it is writ-
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ten) is vital for novels (Toral and Way, 2015).
Importantly however, writing style (and linguistic
complexity) can vary considerably between books.
Some books contain repetitive language use, while
others are written in embellished language (see
Section 3). Current approaches that aim to miti-
gate the loss of lexical diversity do not accommo-
date this. State-of-the-art previous work (Freitag
et al., 2019; Freitag et al., 2022) increases lexical
diversity in a rigid way, not allowing for flexibility
at inference time.

Contributions (i) We show that lexical diversity
varies considerably across books, and argue that
this should be taken into account in MT; (ii) We
introduce a novel flexible method for recovering
lexical diversity in MT, informed by the diversity
of the original. (ii) We evaluate our method on 31
English novels which are translated to Dutch, and
find that our approach is effective when it comes
to book-tailored promotion of lexical diversity.

2 Related Work

Literary MT NMT has been argued to hold po-
tential for literary texts, for instance in assisting
professional translators or improving the immedi-
ate accessibility of untranslated foreign language
books (Matusov, 2019). However, MT has been
shown to decrease lexical diversity (Vanmassen-
hove et al., 2019; Vanmassenhove et al., 2021).
This is an issue, because literary works can be
viewed as a special domain in translation. Typi-
cally, literary translators are expected to preserve
not only literal elements from the source, such as
the plot, but also some sense of creative value (Ri-
era, 2022). In other words, a goal of literary trans-
lation could be to recreate the ‘aesthetic intentions
or effects’ that are possibly present in the source
book (Delabastita, 2011). Such ‘aesthetic inten-
tions’ can for instance be voice and metaphor, but
also repetition (Wright, 2016). Repetitive use of
language is commonly a conscious choice by the
writer, and has a function, such as drawing atten-
tion or establishing a pattern (Boase-Beier, 2011).
Given that lexical diversity can be an intentional
writing choice, it should be apparent that an ap-
proach that aims at recovering lexical diversity in
MT should not be boundless. Therefore, it is our
aim to inform recovery with the degree of relative
lexical diversity of the source text.

Machine Translationese Following recommen-
dations from Jiménez-Crespo (2023), we will
largely refrain from using the term translationese
in the rest of this paper. However, it is important
to note that previous work that aims to increase
lexical diversity in MT has mostly been framed as
part of ‘machine translationese’ reduction (Freitag
et al., 2019; Freitag et al., 2022; Dutta Chowd-
hury et al., 2022; Jalota et al., 2023). Transla-
tions have been found to differ from original texts
in a number of ways. For one, Baker (1993) ar-
gues that human translations into a language tend
to be lexically simpler than text originally writ-
ten in that language. Automatic classification ap-
proaches have been effective in detecting this dif-
ference (Baroni and Bernardini, 2005; Koppel and
Ordan, 2011; Volansky et al., 2015; Rabinovich
and Wintner, 2015; Pylypenko et al., 2021). More
recently, work has investigated linguistic differ-
ences between MT and HT (van der Werff et al.,
2022). Thus, it seems that modelling characteris-
tics of original versus translated texts has a direct
link to lexical diversity. Previous work (Freitag et
al., 2022) leveraged these detectable differences in
their approach to increase the naturalness of output
translations. We take inspiration from their lexical
diversity evaluation methods, and implement their
method as a baseline.

Reranking Methods Reranking hypotheses in
text generation originated before the age of neu-
ral paradigms (Shen et al., 2004; Collins and Koo,
2005). In essence, reranking entails re-ordering the
set of candidate outputs according to some crite-
rion, with the aim of providing a final output that
adheres better to that criterion. Such methods have
been applied for various tasks, such as summariza-
tion (Liu and Liu, 2021) and semantic parsing (Yin
and Neubig, 2019). In machine translation, pre-
vious approaches include discriminative reranking
(Lee et al., 2021) and reranking with energy-based
models (Arcadinho et al., 2022).

3 Why Recover Rather Than Increase
Lexical Diversity?

In this paper, we argue for tailored recovery of lex-
ical diversity. In this section, we first discuss sup-
port for this idea from the field of literary studies.
Then, we provide empirical evidence by applying
lexical diversity metrics to our test set.
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Figure 2: Range and spread of lexical diversity metrics for HT (left, yellow) and original English (right, blue).

3.1 Theoretical Support
Previous work on writing style in novels acknowl-
edges that some books exhibit more lexical diver-
sity than others. As an example, Heaton (1970)
finds that no word in the original (i.e. English)
version of in The Old man and the Sea by Ernest
Hemingway contains more than six syllables. Ad-
ditionally, Hemingway tends to stick to particular
words, even when there are more diverse options:
in 184 situations of direct speech, he chooses to
use the word ‘said’ 170 times instead of for ex-
ample ‘asked’, ‘remarked’, ‘noticed’ or ‘yelled’.
An example from the other end of the spectrum is
James Joyce’s Ulysses. This work is known for
its experimental techniques and unorthodox lan-
guage use. Trotta (2014) illustrates this by high-
lighting Joyce’s use of neologisms, such as ‘He
smellsipped the cordial juice’ and ‘Davy Byrne
smiledyawnednodded all in one’. Moreover, Joyce
repeatedly uses non-verbs as verbs, like in ‘I am al-
mosting it.’ and even writes long sequences in un-
conventional spelling (Ahbeesee defeegee kelomen
opeecue rustyouvee doubleyou. Boys are they?’).
These examples make it clear that books can be
written with vastly different ‘aesthetic intentions’.
Thus, for preserving these intentions, MT ap-
proaches should not render them equally diverse
in terms of lexicon.

3.2 Empirical Support
We empirically verify whether these findings hold
for our data specifically, by estimating the lexical
diversity of the 31 books in our test set, which
we introduce in Section 5.1. We calculate three
measures of lexical variety (type-token ratio; TTR,
Yule’s I (Yule, 1944), and MTLD (McCarthy,
2005)) for each book in our test set. We further
elaborate on these metrics in Section 6. Next, we
apply the same metrics to the human translations

of those same books. Figure 2 shows that there is
indeed a wide range of diversity across books, for
both HT and original text. For example, in both
settings, we find that the highest MTLD value is al-
most two times as large as the lowest. This empha-
sises why it is not our aim to generate the highest
possible lexical diversity for every book. While we
observe similar ranges and distributions in HT vs.
original, the HT metrics are slightly higher. How-
ever, this does not necessarily mean that HT con-
tains more embellished language. We note that the
languages in our study, Dutch and English, are rel-
atively similar (both in terms of genealogy and lin-
guistic typology), but they differ in ways that can
influence diversity metrics. For instance, Dutch
contains compound nouns while English does not,
making a higher TTR for Dutch more likely.

This discrepancy means that we cannot compare
our Dutch MT to the original English book diver-
sity directly. Instead, here we compare MT with
HT. To verify whether this is sensible, we assess
the relationship between HT and the English orig-
inals, by computing Pearson’s correlation on the
corresponding diversity metrics. The results are
listed in Table 1, and the corresponding regres-
sion plots are found in Appendix B. We observe
strong correlations that are all statistically signif-
icant. This is important, because as the source
diversity is a reliable indicator of HT diversity, it
makes sense to use the source scores to approach
HT (see Section 4).

Metric Correlation coefficient p-value

TTR 0.971 < 0.00001
Yule’s I 0.929 < 0.00001
MTLD 0.953 < 0.00001

Table 1: Pearson correlation coefficients for HT and OR lex-
div metrics, rounded to three decimals.
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4 Reranking Method

As illustrated in Figure 1, our approach consists
of two parts: hypothesis generation and hypothesis
reranking. Firstly, we generate the n best transla-
tion candidates for each source sentence in the test
set with a vanilla domain-specific MT system (Sec-
tion 5.1). Note that we decode all books separately,
instead of concatenating all test set books. Then,
for each book, we apply a classifier (Section 5.2) to
the translation hypotheses and, through a softmax
layer, obtain the probability for each candidate that
it is an original Dutch sequence. Based on these
probabilities, we rerank the translation candidates.
In order to obtain the (expected) most lexically rich
candidate, we would then choose the rank with the
highest original-text probability. However, note
that this simple approach is flexible in the sense
that, instead of choosing the most original-like op-
tion, we have the option to choose a lower original-
text rank.

We leverage this flexibility for tailoring rank se-
lection to the lexical diversity of the original En-
glish book. First, for each original book, we calcu-
late a LexDiv score, which consists of the average
of the normalized TTR, Yule’s I and MTLD scores
(see Section 6). Then, we bin the books accord-
ing to their LexDiv score, relative to the total dis-
tribution. That is, given a list that is sorted based
on LexDiv, we categorize these into groups, where
the number of groups depends on the number of
nbest candidates in decoding. For example, for
n = 5, we bin the books into 5 different groups of
6 books (adding any remainders into the last bin).
The bin per book corresponds to the original-text
rank that is selected. As such, the selected rank
for each book depends on the lexical diversity of
its source, relative to the other books. Reranking
translation candidates is a suitable solution to our
task, because it accomodates flexibility, which is
tunable at inference time. There is no need to train
a separate model per diversity setting, saving com-
putational expenses. Additionally, our approach is
model-agnostic: reranking can be applied to any
MT model that can generate multiple translation
candidates.

5 Experimental set-up

5.1 Vanilla MT System

Data We use the dataset by Toral et al. (2024),
which contains 531 books that were originally

written in English and manually translated into
Dutch. We use 495 books for training, 5 for de-
velopment and 31 as a test set. The genres of the
books vary: they include literary fiction, popular
fiction, non-fiction and children’s books from over
100 authors. We do not make a distinction between
literary and ‘unliterary’ novels, as we believe this
to be a subjective judgment.1

Training Firstly, we align the sentences of the
English and Dutch versions of each book using
Vecalign (Thompson and Koehn, 2019). For the
books in the test set, we manually discard sen-
tences for which there existed no proper align-
ment, such as front matter sentences. Additionally,
we discard sentences with a cosine distance higher
than 0.7 (2.3% of all sentences). Then, we nor-
malise all punctuation using the MOSES toolkit.2

We then apply SentencePiece (Kudo and Richard-
son, 2018) subword segmentation to the data. For
this, we train a SentencePiece unigram model with
a joint vocabulary for both languages and a vocab-
ulary size of 32,000.

We train a Transformer-based translation model
using the Fairseq toolkit (Ott et al., 2019). More
specifically, we use the transformer iwslt de en ar-
chitecture. This is a Transformer base model with
6 encoder and decoder layers and an embedding di-
mension of 512. During training, we use an Adam
optimiser, a learning rate of 5e-4, the loss func-
tion cross entropy with label smoothing 0.1 and
the batch size is 64. Each model is trained until
convergence with a patience of 3 epochs, using the
BLEU score as a maximisation metric for finding
the best checkpoint.

Decoding Strategies By default, we use beam
search for decoding. Reranking approaches rely
heavily on the diversity of the translation hypothe-
ses: if the hypotheses are all very similar, rerank-
ing them is not likely to have a large effect. To
ensure diverse hypotheses, we use a beam size of
20. Additionally, we experiment with decoding
through diverse beam search (Vijayakumar et al.,
2016). We follow Vijayakumar et al. (2016) by us-
ing 3 groups, with a beam size of 21. Beyond beam
search, we investigate the effects of top-k and top-
p sampling, with the default parameters and sam-
pling size 10.

1A full list of author names, titles, genres and publishing years
of the test set books can be found in Appendix A, Table 8.
2http://www.statmt.org/moses/
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System development (90%)
Split Orig. # Books # Sentences # Words

Train (80%) Dutch 1,291 8,576,756 10,425,656
Other 1,291 12,470,149 165,263,466

Dev (10%) Dutch 162 1,005,832 12,533,406
Other 162 1,546,057 19,723,706

Test (10%) Dutch 162 1,189,690 14,721,914
Other 162 1,573,499 20,968,346

Original-text Classification (10%)
Split Orig. # Books # Sentences # Words

Train (80%) Dutch 143 982,114 11,528,789
Other 143 139,0351 17,951,613

Test (20%) Dutch 36 261,151 2,974,873
Other 36 340,950 4,283,604

Total 3,588 29,336,549 376,130,733

Table 2: Monolingual data set division and size.

5.2 Original-Text Classification
Data We use a monolingual dataset of more
than 7,000 Dutch books from varying original lan-
guages, authors and genres (Toral et al., 2024). For
each book, we annotate whether it was originally
written in Dutch.3 We discard 2,182 books for
which the original language is unclear or that were
not prose. We make sure to avoid overlap with the
parallel data set by removing any books that are
also part of the parallel data. Finally, we randomly
sample 1,794 of the remaining 2,190 books as to
match the total number of translated books, ensur-
ing an equal distribution. In total, we are left with
over 3,500 books and over 29M sentences. We fur-
ther divide these into data for system development
and data for original-text classification. We use
this data for reproducing previous work (Freitag et
al., 2022) and for training our classifier. Addition-
ally, we translate the classifier section of the mono-
lingual data set using a reverse-direction trained
version of the vanilla MT system (NL→ EN), and
then perform round-trip-translation (RTT) back to
Dutch with the vanilla MT system, to obtain an MT
version of the monolingual classifier data. The full
data size statistics and division in training, devel-
opment and testing splits are listed in Table 2.

Training Currently, state-of-the-art performance
for original-text detection is based on BERT (De-
vlin et al., 2019), as demonstrated by Pylypenko et
al. (2021). We implement a similar system that dis-
tinguishes between original text and MT by train-
3The full annotation workflow can be found in Appendix C

ing a binary classification model. We fine-tune
Dutch language model BERTje (de Vries et al.,
2019). We train each model on the training split of
the original-text classification data (see Table 2).
We train models with batch size 128, accumulat-
ing gradients over 8 update steps, using the Adam
optimiser (Kingma and Ba, 2015) with a learning
rate of 3e-5. We use early stopping (patience 3) if
validation performance does not improve. On the
held-out test set, the classifier achieves an accuracy
of 85.9%. It obtains a precision of 90.6%, a recall
of 80.2% and the F1 score is 85.0%.

5.3 Baselines

APE Freitag et al. (2019) introduced Automatic
Post-Editing (APE) as a post-hoc method to in-
crease the ‘naturalness’ of MT output. Follow-
ing their approach, we train a post-processor that
‘translates’ synthetic Dutch sequences into more
natural Dutch sequences. For training this sys-
tem, we use the same data that was used to train
the classifier (Section 5.2), consisting of RTT
Dutch (which we use as source) and original Dutch
(which we use as target). We train a model with
the same architecture as the vanilla MT system.
We apply the post-processor to the output of the
vanilla MT system, in an attempt to obtain a trans-
lation with a lexical diversity that is closer to HT.

Tagging Our second baseline is based on Fre-
itag et al. (2022). We train an MT system that
learns to differentiate between original and trans-
lated text during training. This method requires
both translated and original Dutch target samples.
The translated target samples are found in our par-
allel dataset. We use the same original Dutch sam-
ples that are used in training the translationese
classifier. Following Freitag et al. (2022), we then
prepend <orig> to the English source sentences
that have original Dutch on the target side, and
<trans> for the source sentences that have trans-
lated Dutch. We train an MT system (same param-
eters as vanilla MT) on this data set. For infer-
ence, we prepend the source with <orig>, which
prompts the model to produce a translation that ex-
hibits characteristics that are often found in orig-
inal Dutch. Note that, in contrast to APE, this
method cannot be applied post-hoc.4

4Note that our implementation differs from Freitag et al.
(2022) in that they automatically differentiate natural and un-
natural samples from a large parallel corpus using contrasting
language models.
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6 Evaluation

We introduce three classes of metrics. Firstly, we
look at general text metrics, which are commonly
used for evaluating lexical diversity. Secondly, we
use translation-specific metrics. Lastly, we evalu-
ate the general translation quality.

6.1 General Text Metrics

TTR The type-token ratio is the ratio of types
(set of words) to tokens (actual words). A higher
TTR indicates that more (different) words are
used, which in turn indicates a higher lexical diver-
sity. While this method is known to be influenced
by the length of the text it is applied to, we report
it because it is easy to interpret and widely used.

Yule’s I As a metric that is less sensitive to vari-
ation in text length, we use Yule’s I (Yule, 1944).
We calculate this value as stated in Equation 1,
where V is the size of the vocabulary (number of
types) and t(i,N) denotes the frequency of types
which occur i times in a sample of length N.

Yule’s I =
V 2

∑V
i=1×t(i,N)− V

(1)

MTLD As an additional metric that has proven
to be robust to document length variety, we use
the measure of textual lexical diversity (MTLD),
which is sequentially calculated as the ‘average
length of sequential word strings in a text that
maintain a given TTR value’ (McCarthy, 2005).
We use the same TTR threshold (0.72) as Van-
massenhove et al. (2021).

We calculate these values using the LexicalRich-
ness Python library (Shen, 2022).

6.2 Translation-specific Metrics
Vanmassenhove et al. (2021) introduce a novel
automatic evaluation method for measuring lexi-
cal diversity in translations: Synonym Frequency
Analysis (SFA). It provides an insight into the
diversity of lexical choices in translations. For
English words that have multiple translations in
Dutch, it takes into account the frequency of these
translation options. We re-implement this method,
as it was not implemented for our language pair
before. We first lemmatise each word in the
source (English) side of our test set, using SpaCy
(nl core news lg).5 Next, we extract all possi-
ble translation options for the English adjectives,
5https://spacy.io/models/nl#nl core news lg

nouns and verbs by using a English-to-Dutch bilin-
gual dictionary.6 Next, for each translation option,
we count the number of occurrences in the MT out-
put for each system. The result is a vector which
contains the occurrence frequency of each transla-
tion synonym for an English word.

PTF The primary translation frequency (PTF) is
the average percentage (over all relevant source
words) of times the most frequent translation op-
tion was chosen, from all translation options. The
assumption is that if the output contains more sec-
ondary candidates, the text is more lexically di-
verse. We report the average PTF of all source
words.

CDU The CDU is the cosine distance between
the output vector for each source word and a vec-
tor of the same length with an equal distribution
for each translation option (with the same total).
We take the average CDU over all relevant source
words to compute a final CDU.

SynTTR Lastly, we compute the SynTTR by di-
viding the number of types (the length of the set
of all translation options) by the number of tokens
(the sum of all translation options vectors).

6.2.1 Translation Quality
We also calculate a general measure of transla-
tion quality, because the ‘naturalness’ of a trans-
lation does not necessarily imply that a trans-
lation is a faithful representation of the source.
A randomly generated string sequence might be
very lexically diverse, but likely does not carry
the source meaning. Firstly, we calculate BLEU
(Papineni et al., 2002), as implemented in Sacre-
BLEU (Post, 2018). We use the default settings,
which are case-sensitive. Secondly, to account
for the fact that BLEU does not necessarily eval-
uate meaning preservation, we additionally eval-
uate with COMET (Rei et al., 2020). English
and Dutch are relatively high-resource languages,
so we can use multilingual language embeddings.
We report comet-score, calculated with the default
wmt22-comet-da. Still, it should be noted that
these automatic metrics do not necessarily corre-
late strongly with human judgements, especially
for literary translation.

6We use the dictionary from https://freedict.org/
downloads. As an example, for the English adjective
touching, we find as Dutch translations: ontroerend, aangri-
jpend, emotioneel, treffend, roerend and aandoenlijk.
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Approach TTR ↑ Yule’s I ↑ MTLD ↑ PTF ↓ CDU ↓ SynTTR ↑ BLEU ↑ COMET ↑
HT 0.098 1.226 96.05 0.817 0.549 0.042 - -
Vanilla MT 0.089 0.951 90.21 0.832 0.550 0.040 32.32 0.824
APE 0.092 0.985 90.59 0.827 0.554 0.041 30.39 0.808
Tagging 0.095 1.111 94.08 0.829 0.550 0.041 31.33 0.807

Tailored RR (n=5) 0.091 1.002 92.46 0.829 0.552 0.041 30.92 0.815
Tailored RR (n=10) 0.091 1.013 93.26 0.829 0.547 0.041 30.07 0.810
Tailored RR (n=20) 0.092 1.010 93.27 0.830 0.558 0.041 28.98 0.802

Tailored RR (Top-k) 0.101 1.286 104.25 0.815 0.559 0.043 21.21 0.745
Tailored RR (Top-p) 0.092 1.017 91.21 0.828 0.552 0.041 29.97 0.808
Tailored RR (DBS) 0.092 1.010 92.70 0.828 0.553 0.040 29.36 0.805

Table 3: Scores averaged across books, where RR stands for reranking. We provide results for multiple decoding strategies.
Beam size is 20. Scores closest to HT are in bold font.
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Figure 3: Per-book comparison of MTLD between the (rigid) tagging baseline and (tailored) reranking method, where green
dotted lines are HT scores, and red dotted lines represent vanilla MT.

7 Results and Analysis

7.1 Quantitative Results

We first discuss the results over all books. Ta-
ble 3 shows the average results of measuring lexi-
cal diversity and general translation quality across
the various approaches. We find that vanilla MT
indeed produces lexically poorer translations than
HT, according to all our metrics. While the scores
of the APE baseline remain close to vanilla MT,
our tailored reranking approach retrieves a lexi-
cal diversity that is closer to HT. This suggests
that our method is a suitable alternative for post-
hoc editing, given that one has access to the MT
model for generating translation hypotheses. The
tagging baseline, which cannot be applied post-
hoc, retrieves and MTLD and CDU that is on aver-
age closest to HT. Importantly though, it should be
noted that reranking and tagging are not mutually
exclusive: one could apply reranking to the tag-
ging baseline to increase or decrease lexical diver-
sity further, where desired. When we compare de-
coding strategies of the tailored reranking method,

we first observe that using diverse beams search
and choosing a larger n retrieves at most slightly
more diversity. Especially top-k decoding retrieves
a much higher lexical diversity. However, tailored
reranking comes with a compromise in terms of
translation quality metrics.

Next, we demonstrate that these averages omit
a more fine-grained view. Figure 3 shows the dif-
ference in MTLD per book between vanilla MT,
HT, tagging and our most diverse reranking sys-
tem, based on top-k sampling, which is tailored
to the LexDiv score of the original English book.7

Our method renders almost every single book more
lexically diverse than the tagging baseline. In some
cases, this makes the results closer to HT in terms
of lexical diversity (e.g. 7, 13, 14, 16). However,
especially in cases where vanilla MT and HT are
close already, this is not always true (e.g. 1, 3, 5).

7A similar figure with the posthoc baseline APE instead of
tagging is shown in Appendix D.
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Ex. # Approach Text

1 Source The kid had no mother.
HT Dat joch heeft geen moeder gehad.
Vanilla MT Het kind had geen moeder.
Tagging De jongen had geen moeder.
Tailored RR Het joch had geen moeder.

2 Source He shipped his oars and brought a small line from under the bow.
HT Hij haalde de riemen in en pakte een kleine lijn die voor in de boot lag.
Vanilla MT Hij trok zijn riemen aan en haalde een klein lijntje onder de boeg vandaan.
Tagging Hij verscheurde zijn riemen en haalde een klein streepje onder de boeg vandaan.
Tailored RR Hij haalde zijn riemen en trok er een kleine lijn voor onder de boot vandaan.

3 Source In long shaky strokes Sargent copied the data.
HT In lange beverige halen kopieerde Sargent de gegevenheden.
Vanilla MT Met lange, bevende slagen kopieerde Sargent de gegevens.
Tagging Met lange bevende halen kopieerde Sargent de gegevens.
Tailored RR Met lange beverige halen schreef Sargent de data over .

Table 4: Examples to highlight surface-level differences between the systems’ output translations, where Tailored RR uses
top-k sampling.

7.2 Surface-level Inspection

The output translations were inspected by a na-
tive speaker. Table 4 shows three examples of how
translations differ between vanilla MT, tagging and
tailored reranking (with top-k sampling). In Ex-
ample 1 (from book 1, Sunset Park), we see that
the English noun ‘kid’ is translated as joch (‘boy’)
in the human translation, which is less common
than the vanilla MT’s kind (‘child’) and tagging’s
jongen (‘boy’). This is recovered by our tailored
reranking system, which uses joch too.

Example 2 is taken from book 10, The Old
Man and the Sea, which has low lexical diver-
sity by default (see Section 3). This is not taken
into account by the tagging baseline: the En-
glish ‘shipped’ is translated as a less common (and
wrong) verscheurde (‘shredded’). The tailored
reranking system (haalde, ‘brought’) is closest to
HT (haalde in, ‘brought in’). Additionally, the tag-
ging baseline wrongly translates the English ‘line’
as streepje (‘small stripe’), while tailored rerank-
ing (lijn, ‘line’) is again identical to HT. This case
illustrates that choosing a more common transla-
tion synonym, which may for instance results in a
lower PTF, may for some books be closer to HT.

By contrast, in Example 3 from the more lexi-
cally diverse Ulysses (book 15), the tagging base-
line stays closer to vanilla MT: both translate
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Figure 4: Change in MTLD for choosing different ranks,
where beam size is 20 and n = 20.

‘shaky’ as bevend (‘trembling’). Tailored rerank-
ing outputs beverig (‘shaky’), which is again re-
covering the HT. Furthermore, tailored rerank-
ing deviates from all other systems (and HT) by
translating ‘copied’ into the translation synonym
schreef over (copying something by writing). This
case may illustrate why the tailored reranking
based on top-k sampling surpasses the other sys-
tems in the overall metrics.

7.3 Ranks and Lexical Diversity

So far, we have assumed that reranking based on
the probability of a candidate being original text
leads to more lexically diverse output translations.
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Figure 5: MTLD for highest (green), lowest (red) and tailored (yellow) original-text rank.

Here, we verify whether choosing a lower prob-
ability of a candidate being original, actually im-
plies lexically poorer output translations (Figure
4). For the vanilla MT system with beam size 20
and n = 20, we first calculate the original-text
probability for each translation hypothesis. Sim-
ilar to reranking, we sort the hypotheses according
to this probability. Then, instead of binning, we
choose the nth rank, and calculate lexical diversity
of the output. Figure 4 shows the change in MTLD
scores for choosing a lower diversity rank. We ob-
serve that indeed, choosing a lower rank retrieves
lower diversity (note that there, a higher rank rep-
resents a smaller original-text probability). This
trend holds for TTR and Yule’s I as well (see Ap-
pendix E).

7.4 Tailoring and Lexical Diversity
To further demonstrate the effect of a tailored ap-
proach in lexical diversity, we compare MTLD
scores of a top-k reranking system that always out-
puts the highest original-text probability, with the
same system that always outputs the lowest, and
a tailored version. Figure 5 shows the results.
Firstly, we observe that, in every case, choosing a
rank that represents lower original-text probability
retrieves a lower MTLD score than choosing the
opposite. This corroborates the findings from the
previous section. Next, we look into how the tai-
lored reranking affects the output lexical diversity.
In Section 3, we used The Old Man and the Sea
(book 10) as an example of a book with a low de-
fault lexical diversity. We observe that our tailored
reranking system outputs the lowest original-text
probability rank for this book, resulting in a lower
MTLD score. For the example from Section 3 of a
lexically rich book, Ulysses (book 15), our tailored
system outputs a rank with a original-text proba-
bility higher than the minimum, thus retrieving an
MTLD score that is higher. This shows that tailor-
ing is at least somewhat intuitive.

8 Conclusion

We have argued for flexible recovery of lexical
diversity in literary MT. We showed that default
diversity varies per book in our dataset, and that
this lexical diversity is partially lost through MT.
We presented the first approach towards tailored
rescoring of translation candidates, which matches
HT more closely than previous baselines for some
books. Future work could explore how our method
can be combined with previous work, as it is
in principle model-agnostic. Investigations with
document-level translation, instead of sentence-
level translation only, could provide additional in-
sights. Furthermore, it may be useful to address
this task at an even finer-grained level, by explor-
ing diversity reranking on a sequence-level, in-
stead of a book-level.

Limitations

In this paper, we addressed the increase of lexi-
cal diversity in literary MT. However, it should be
noted that this is does not encompass writing style
as a whole. We evaluated our approach on one
high-resource language pair that consist of rela-
tively similar languages, in one translation direc-
tion. For the domain of literary translation, we
find this to be difficult to avoid. Still, experi-
ments with more languages and resource-scenarios
may retrieve interesting results. Moreover, while
our data is transparent in the sense that we know
and can explain exactly what it contains, we can-
not distribute the data ourselves because of copy-
right. Lastly, we acknowledge that large-scale hu-
man evaluation could give useful insights into the
differences between the systems.
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A Test set novels

ID Author Title Year Published Genre

1 Paul Auster Sunset Park 2010 Literary fiction
2 David Baldacci Divine Justice 2008 Thriller, suspense
3 Julian Barnes The Sense of an Ending 2011 Literary fiction
4 John Boyne The Boy in the Striped Pyjamas 2006 Historical fiction
5 John le Carré Our Kind of Traitor 2010 Thriller, spy fiction
6 Jonathan Franzen The Corrections 2001 Literary fiction
7 Nicci French Blue Monday: A Frieda Klein Mystery 2011 Thriller, suspense
8 William Golding Lord of the Flies 1954 Literary fiction
9 John Grisham The Confession 2010 Thriller, suspense

10 Ernest Hemingway The Old Man and the Sea 1952 Literary fiction
11 Patricia Highsmith Ripley Under Water 1991 Thriller, suspense
12 Khaled Hosseini A Thousand Splendid Suns 2007 Literary fiction
13 John Irving Last Night in Twisted River 2009 Literary fiction
14 E.L. James Fifty Shades of Grey 2011 Erotic thriller
15 James Joyce Ulysses 1922 Literary fiction
16 Jack Kerouac On the Road 1957 Literary fiction
17 Stephen King 11/22/63 2011 Science-fiction
18 Sophie Kinsella Shopaholic and Baby 2007 Popular literature
19 David Mitchell The Thousand Autumns of Jacob de Zoet 2010 Historical fiction
20 George Orwell 1984 1949 Literary fiction
21 James Patterson The Quickie 2007 Thriller, suspense
22 Thomas Pynchon Gravity’s Rainbow 1973 Historical fiction
23 Philip Roth The Plot Against America 2004 Political fiction
24 J.K. Rowling Harry Potter and the Deathly Hallows 2007 Fantasy
25 J.D. Salinger The Catcher in the Rye 1951 Literary fiction
26 Karin Slaughter Fractured 2008 Thriller, suspense
27 John Steinbeck The Grapes of Wrath 1939 Literary fiction
28 J.R.R Tolkien The Return of the King 1955 Fantasy
29 Mark Twain Adventures of Huckleberry Finn 1884 Literary fiction
30 Oscar Wilde The Picture of Dorian Gray 1890 Literary fiction
31 Irvin D. Yalom The Spinoza Problem 2012 Historical fiction

Table 5: Information on test set books.

B Regression plots for human translation vs. original text lexical diversity
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Figure 6: Regression plots for TTR, Yule’s I and MTLD, with on the y-axis the scores for the original (English) versions, and
on the x-axis those for human translations.
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C Annotation workflow for monolingual Dutch books

1. Check whether the book is prose: we generally discard other forms of literature such as poetry and
plays and annotate this in category 3 (no label).

2. Check whether the original language of the book is listed on the website of the National Dutch
Library.8 If this is not the case:

(a) Check whether the language of the book is listed on the website of a Dutch reading community
website.9

(b) If step (a) is also not conclusive: check whether more information on the author is available,
for instance on a personal website where we can find the original titles.

(c) In case there is no reliable information available on the original language of a book, we discard
the book (category 3: no label)

3. Book titles with Dutch as their original language are annotated with the label ‘1’ (category 1). Books
that were written in a language other than Dutch were annotated with the label ‘0’ (category 2).

Special cases An interesting annotation case regards books from bilingual authors who learned Dutch
at a later age, such as Kader Abdolah. In our current guidelines, we do not take this into account
specifically; if originally written in Dutch, these books are annotated with category 1. We note that
books that were translated to Dutch were not all originally written in English: other source languages in
the data set include German, French and Spanish.

D Book-level MTLD comparison of APE and tailored reranking (top-k sampling)
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Figure 7: MTLD scores for APE and tailored reranking with top-k sampling, with on the y-axis the MTLD score for each book
in our test set (x-axis).
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8https://www.bibliotheek.nl/
9https://www.hebban.nl/
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Abstract

Machine translation (MT) models are
known to suffer from gender bias, espe-
cially when translating into languages with
extensive gendered morphology. Accord-
ingly, they still fall short in using gender-
inclusive language, also representative of
non-binary identities. In this paper, we
look at gender-inclusive neomorphemes,
neologistic1 elements that avoid binary
gender markings as an approach towards
fairer MT. In this direction, we explore
prompting techniques with large language
models (LLMs) to translate from English
into Italian using neomorphemes. So far,
this area has been under-explored due to its
novelty and the lack of publicly available
evaluation resources. We fill this gap by re-
leasing NEO-GATE,2 a resource designed
to evaluate gender-inclusive en→it trans-
lation with neomorphemes. With NEO-
GATE, we assess four LLMs of differ-
ent families and sizes and different prompt
formats, identifying strengths and weak-
nesses of each on this novel task for MT.

1 Introduction

Machine translation (MT) has been found to be
susceptible to gender bias, i.e. the tendency to
produce default masculine outputs or stereotypical
gender associations (Saunders et al., 2020; Savoldi

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1Following (Rose et al., 2023), we refer to them as neologistic
because of their linguistically innovative nature.
2Available at https://huggingface.co/datasets/
FBK-MT/Neo-GATE under the CC-BY-4.0 licence.

et al., 2021; Piazzolla et al., 2023) when gender in-
formation about human referents is absent. This is
especially relevant when translating from notional
gender languages like English, which express gen-
der only through a limited set of elements (e.g.,
he/she pronouns), into grammatical gender target
languages, such as Italian, German, and Spanish,
which mark gender extensively in their morphol-
ogy (e.g., en: “My friends are rich”→ it: “I miei
amici sono ricchi” [M] vs “Le mie amiche sono
ricche” [F]). The consequences of this behavior
are systematically harmful (Blodgett et al., 2020)
to women, who risk being under-represented and
stereotypically defined, and non-binary individu-
als, who are erased from representation or misgen-
dered within binary gender linguistic frameworks
(Misiek, 2020; Dev et al., 2021).

In light of this, in this paper we look at neolo-
gistic solutions – which are emerging from grass-
roots efforts to make language more inclusive – as
a path towards gender-inclusive MT. Linguistic in-
novations such as neopronouns (e.g., en ze instead
of he/she, sw hen instead of han/hon) and neomor-
phemes (e.g., it -@/-3, es -e/-es in place of gen-
dered inflectional morphemes) add new elements
to the grammar and morphology to allow for the
expression of non-binary gender identities or to
convey gender neutrality (Bradley et al., 2019). To
date, the use of neologistic solutions is not system-
atized yet, with alternative paradigms coexisting
and new ones continuously emerging. The choice
and use of one paradigm of neologistic devices
(e.g., the neopronouns xe/xem/xyr/xyrs/xemself vs
ze/zir/zir/zirs/zirself, etc.) depends on individuals’
identity and preferences in gender expression.

The use of neologistic devices in MT is still a
largely unexplored research area, due to the nov-
elty of this approach and to the lack of dedicated
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EN I like being surrounded by my friends.

A Mi piace essere circondato dai miei amici.
B Mi piace avere persone amiche intorno a me.

[en: I like to have people who are friends around me]
C Mi piace che intorno a me siano presenti persone che

considero mie amiche.
[en: I like that there are people around me who I consider my friends]

D Mi piace essere circondat* da* mie* amic*.
E Mi piace essere circondat@ da3 mie3 amic3.

Table 1: Examples of en→it translations with no gender in-
formation in the source. Example A uses generic masculine
formulations to refer to human beings (in bold), while the rest
employ different gender-inclusive strategies (underlined). B
and C use periphrases of different verbosity, while D and E
employ different neomorpheme paradigms.

resources, which in turn is complicated by the un-
fixed nature of these solutions. Ideally, gender-
inclusive MT research should factor in the multi-
plicity of paradigms that make up the landscape of
neologistic devices (Lauscher et al., 2022). How-
ever, the unavailability of evaluation and training
resources which can be adjusted to any paradigm
is a bottleneck for the investigation of gender-
inclusive MT. Also, neural MT has been proven to
fail in handling neologistic gender-inclusive lan-
guage (Lauscher et al., 2023). Looking at other
options, LLMs’ ability to adapt to unseen tasks
through in-context learning (Brown et al., 2020;
Min et al., 2022) offers a viable path toward
gender-inclusive MT without the need for exten-
sive training data. Thus, in this work we investi-
gate multilingual LLMs’ ability to adapt to new,
inclusive morphological paradigms in translation.

To this aim, we i) release NEO-GATE, a bench-
mark to evaluate gender-inclusive en→it transla-
tion with any of the ever-emerging neomorpheme
paradigms; ii) explore different prompting strate-
gies for neologistic gender-inclusive MT, across
three open and one commercial LLMs, and the two
most popular Italian neomorpheme paradigms.

2 Background

Following evolving social and linguistic phenom-
ena (Sendén et al., 2021; Waldendorf, 2023), there
has been a rising demand for the integration of
gender-inclusive language in natural language pro-
cessing (NLP) technologies to make them inclu-
sive of all gender identities (Dev et al., 2021).
In MT, gender-neutral translation (GNT) was re-
cently proposed as a gender-fair approach to make
translation technologies less biased and more in-
clusive (Piergentili et al., 2023a). GNT consists
in using gender-neutralization strategies, such as

epicene formulations, (e.g., ‘persone’ – en: peo-
ple – in examples B and C in Table 1), to avoid
expressing the gender of human beings in the tar-
get language. However, this approach has consid-
erable limitations: i) it can result in verbose phras-
ings, as in example C, which are only acceptable in
specific contexts and textual domains, namely for-
mal and institutional communication (Piergentili et
al., 2023b); ii) it is arguably impossible to translate
some terms by applying these strategies in gram-
matical gender languages like Italian (e.g., kin-
ship terms, such as parent → it genitore/genitrice)
(Motschenbacher, 2014). Moreover, the use of cir-
cumlocutory language to avoid expressing gender
is regarded as a form of indirect non-binary lan-
guage (Attig and López, 2020), in that it conceals
gender, while other, direct solutions emphasize it.

Indeed, innovative alternatives have been pro-
posed by queer communities as well. Neologis-
tic elements, such as neopronouns and neomor-
phemes, have emerged in notional gender lan-
guages, such as Swedish (Gustafsson Sendén et al.,
2015) and English (McGaughey, 2020), as well as
in grammatical gender languages, such as Span-
ish (Sarmiento, 2015), French (Kaplan, 2022), and
German (Paolucci et al., 2023). These devices aim
to enrich the language with extra resources, which
act as gender-neutral alternatives to gendered lin-
guistic elements, and allow for a manifest inclu-
sion of gender identities beyond the masculine-
feminine binary (Bradley et al., 2019). Individ-
uals choose to use neologistic devices for them-
selves as they best fit their gender identity and as
an open statement of it, rather than using gender-
neutralization strategies, which would instead cir-
cumvent it (Gautam, 2021). Such innovative so-
lutions are mostly used within LGBT+ communi-
ties, over informal channels. However, their use
and acceptance are on the rise (Waldendorf, 2023;
Rose et al., 2023). While there is no one-fits-all ap-
proach to gender-inclusive language (Lardelli and
Gromann, 2023), neologistic devices have natu-
rally emerged as a response to the demand for a
direct solution that deserves attention.

In this work, we focus on the use of neomor-
phemes in en→it translation, a scenario in which
gender-related ambiguities – and, consequently,
the need for gender-inclusive solutions – are cru-
cial. Indeed, Italian is characterized by a pervasive
gender-marking system, which assigns a gender
to each noun and every word syntactically linked
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to it, including some verbal forms. Coherently,
there have been several proposals of neomorpheme
paradigms, which currently coexist and are not yet
ultimately codified (Sulis and Gheno, 2022). Such
proposals promote the use of specific characters in
place of gendered morphemes (e.g., masculine -o
and feminine -a, as in “uno scienziato” [M], “una
scienziata” [F] – en: a scientist). The proposed
neomorphemes range from letters of the Latin al-
phabet (e.g., ‘u’→unu scienziatu), to typographi-
cal symbols (e.g., ‘*’→un* scienziat*), to letters
of the international phonetic alphabet (IPA), like
the Schwa neomorpheme paradigm, which uses
the IPA letter ‘@’ for the singular number (un@
scienziat@) and ‘3’ for the plural (alcun3 scienziat3
– en: a few scientists) (Baiocco et al., 2023).

Gender Inclusivity in NLP So far, research on
gender-inclusive neologistic solutions in NLP has
been mainly limited to first explorations in mono-
lingual settings, and mostly confined to English
neopronouns. In a pioneering effort, Lauscher et
al. (2022) discussed the adoption of neopronouns
and formulated a list of desiderata to model the use
of pronouns in language technologies. They rede-
fined pronouns as an open class, i.e., a class which
is not fixed and allows for the inclusion of emerg-
ing neopronoun paradigms each user may identify
with. This is crucial when dealing with such novel
and constantly evolving devices.

In the context of generative tasks, several stud-
ies highlight the difficulty of LLMs in handling
neopronouns in zero-shot settings (Brandl et al.,
2022; Hossain et al., 2023; Ovalle et al., 2023a).
Ovalle et al. (2023b) identify byte pair encod-
ing tokenization (Sennrich et al., 2016) as a ma-
jor cause of LLMs’ shortcomings, coherently with
Gaido et al. (2021), which observed the same phe-
nomenon in gender bias investigation. Tokeniza-
tion, paired with the un-fixed nature of innovative
gender-inclusive solutions, may represent a crucial
problem for LLMs in correctly generating neomor-
phemes as well. Indeed, as mentioned above, the
range of characters used as neomorphemes is wide
and i) not all characters are necessarily represented
in the training data of LLMs; ii) the use of differ-
ent characters in place of more common gendered
morphemes may result in different tokenizations
for otherwise identical terms, which in turn could
interfere with LLMs’ ability to generate fluent text.

In MT research, the sole experiment in develop-
ing systems partially compatible with neologistic

devices is a proof-of-concept built by Saunders et
al. (2020) in a gender bias mitigation experiment.
They fine-tuned en→de and en→es MT models
which use placeholder tags in place of determin-
ers and inflectional morphemes, to be replaced
with non-binary forms post-inference. In a broader
analysis of gender bias in LLMs, Vanmassen-
hove (2024) reports that ChatGPT never produces
gender-inclusive neomorphemes when translating
ambiguous English sentences into Italian, although
without specifically prompting the model to do so.
The sole analysis dedicated to the use of neolo-
gistic devices in MT is the one by Lauscher et
al. (2023), which shows how commercial systems
fail to deal with English neopronouns, resulting in
either misgendering or low-quality outputs.

A major bottleneck hindering the exploration of
gender-inclusive neologistic devices in MT is the
lack of publicly available evaluation resources. To
bridge this gap, in the next section we introduce a
dedicated resource: NEO-GATE.

3 The NEO-GATE benchmark

NEO-GATE is designed to evaluate the use of neo-
morpheme paradigms in en→it translation. Fol-
lowing Lauscher et al. (2022), and extending their
desiderata to gender-inclusive translation, we treat
neomorphemes as an open class embracing all pos-
sible neomorpheme paradigms. To this aim, we
design NEO-GATE to be adjustable to any neo-
morpheme paradigm in Italian, thanks to a set of
adaptable references and annotations.

NEO-GATE is built upon GATE (Rarrick et al.,
2023), a benchmark for the evaluation of gender
bias in MT. In GATE, the gender of human enti-
ties is unknown, i.e. there are no elements provid-
ing gender information about human referents in
the (English) source sentences. GATE also pro-
vides target language references which only differ
in the feminine/masculine gendered words that re-
fer to human entities (see Table 2). Since in our
gender-inclusive translation task we envision the
use of neomorphemes for human referents whose
gender is unknown, GATE is an ideal candidate
corpus as a basis for the creation of our resource.
NEO-GATE includes GATE’s test set entries,3

with the addition of references and (word-level)
annotations based on a set of placeholder tags,
which can be automatically replaced with the de-

3Except for two of GATE’s entries, which do not feature
gender-marked terms in the references.

302



GATE
Source The department chair said they might hire new professors
Ref. Masc. Il direttore del dipartimento ha detto che potrebbero assumere nuovi professori
Ref. Fem. La direttrice del dipartimento ha detto che potrebbero assumere nuove professoresse

NEO-GATE
Ref. tagged <DARTS> direttor<ENDS> del dipartimento ha detto che potrebbero assumere

nuov<ENDP> professor<ENDP>

Annotation il la <DARTS>; direttore direttrice direttor<ENDS>; nuovi nuove nuov<ENDP>; professori
professoresse professor<ENDP>;

NEO-GATE
ADAPTED *

Reference L* direttor* del dipartimento ha detto che potrebbero assumere nuov* professor*
Annotation il la l*; direttore direttrice direttor*; nuovi nuove nuov*; professori professoresse professor*;

NEO-GATE
ADAPTED @/3

Reference L@ direttor@ del dipartimento ha detto che potrebbero assumere nuov3 professor3
Annotation il la l@; direttore direttrice direttor@; nuovi nuove nuov3; professori professoresse professor3;

Table 2: Examples of a single entry in GATE, NEO-GATE, and adapted to the two neomorpheme paradigms used in our
experiments (§4.2). The terms of interest for our evaluation are highlighted.

sired forms. The tagged references and the anno-
tations are discussed in §3.1, while NEO-GATE’s
evaluation metrics are described in §3.2.

3.1 Tagged references and annotations

For each entry in GATE’s test set (see Table 2
for an example), we want to create an additional
reference translation featuring neomorphemes. To
this aim, for each gendered target word we replace
gendered morphemes and function words (articles,
prepositions, etc.) with placeholder tags. The
placeholders serve to identify words of interest
for our task and make this reference adjustable to
any neomorpheme paradigm by automatically re-
placing them with the desired forms. The tagset
was designed to cover all parts of the grammar
which express grammatical gender, and accounts
for distinct singular and plural forms (e.g., the
tags <DARTS> and <DARTP> for the singular and
plural definite articles respectively). This enables
the evaluation of neomorpheme paradigms that use
different characters for the singular and the plural
case, e.g., the ‘Schwa’ paradigm mentioned in §2.
While for content words we only replace the in-
flectional morpheme with a tag (either <ENDS> or
<ENDP>), for function words we use placeholders
that cover the whole word. We do so because: i) in
Italian, some function words are not morphologi-
cally derived but paradigmatically opposed (e.g.,
the definite article singular masculine forms ‘il’
and ‘lo’ vs the feminine form ‘la’); ii) as neomor-
pheme use is not yet settled, there are instances
where competing forms exist for a single word and
differ in the root part (e.g., the forms ‘l3’ and ‘@’
have been proposed4 for the plural definite article).

4The first form was proposed in https://
italianoinclusivo.it/scrittura/, and the
second in https://effequ.it/schwa/

Since it would be impossible to account for all ex-
isting forms with the sole inflectional placeholders,
we replace all function words entirely with dedi-
cated tags (see Appendix B for further details).

We performed the same annotation on a subset
of GATE’s dev set as well, so as to have a pool of
exemplar sentences for our experiments (see §4).
Table 8 in Appendix A describes all the tags used
in NEO-GATE, as well as the forms we used to re-
place them in our experiments. NEO-GATE statis-
tics are reported in Table 3.

Entries Tags Content Function Singular Plural
Test 841 2,479 1,539 940 1,316 1,163
Dev 100 345 211 134 184 161

Table 3: Statistics of NEO-GATE’s test and dev sets.

To ensure the quality of our resource, the refer-
ences were manually annotated by a linguist fol-
lowing dedicated guidelines.5 Using the same
guidelines, a second linguist6 independently re-
annotated a 15% randomly selected subset of tar-
get language sentences. Inter-annotator agreement
computed with Cohen’s kappa (Cohen, 1960)7 on
label assignment for the placeholder tags amounts
to 0.94, indicating almost perfect agreement (Lan-
dis and Koch, 1977). The few disagreements were
overlooks and were thus reconciled.

NEO-GATE’s set of annotated words is auto-
matically extracted by comparing the masculine,
feminine, and tagged references. It serves to de-
fine the words upon which the evaluation is based.
It includes the three forms required for the evalua-
tion, i.e the masculine and feminine forms, and the
forms with the placeholder tags, which are to be
5The guidelines are available in NEO-GATE’s release page.
6Both linguists are authors of the paper.
7We use scikit-learn (Pedregosa et al., 2011).
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replaced with a neomorpheme (e.g., direttore, di-
rettrice, and direttor* in ‘NEO-GATE ADAPTED

*’, in Table 2).

3.2 Evaluation metrics

While holistic metrics like BLEU (Papineni et al.,
2002) have been previously explored to inform the
evaluation of gender bias in MT (Bentivogli et al.,
2020; Currey et al., 2022), these metrics are not
designed to provide fine-grained assessments for
specific linguistic phenomena. Rather, they of-
fer a coarse-grained indication of overall transla-
tion quality, thus motivating the use of dedicated
metrics that allow for pinpointed evaluations, iso-
lating gender from other factors that could im-
pact generic performance. To this aim, we rely
on NEO-GATE’s annotations associated with each
source sentence (e.g. “the department chair said
they might hire new professors” in Table 2). Every
annotation comprises three forms for each gender-
related word: masculine, feminine, and the form
with neomorphemes (e.g. “il la l*”, “direttore di-
rettrice direttor*”, “nuovi nuove nuov*”, “profes-
sori professoresse professor*”). In the description
of our metrics, we refer to the total number of an-
notated triplets as ‘annotations’ (4 triplets in our
example). Scores computation is carried out by
scanning the models’ output translations word by
word, and checking whether such words match any
of the three forms in the annotated triplets. Each
matched word increases the ‘matched’ count. If
the matched form is the one with neomorphemes
(e.g. “direttor*”), we count it as ‘correct’. To fur-
ther monitor models’ behavior we also count the
generated words that include a neomorpheme, re-
gardless of their presence in the annotations, in the
found neomorphemes tally. With these parame-
ters, we compute the following metrics.

Coverage (COV) and accuracy (ACC). As our
primary evaluation method, we draw from the met-
rics defined by Gaido et al. (2020) in the con-
text of binary gender translation. Such a method
first computes coverage as the ratio of annotated
words matched in the outputs over NEO-GATE’s
annotations: COV = matched

annotations . This score
serves two purposes: i) it is indicative of the
informativeness of the accuracy evaluation, as a
low coverage indicates that the accuracy score de-
scribed below is calculated over a relatively low
number of annotations; ii) it can function as an
indirect indicator of translation quality (Savoldi et

al., 2022), i.e. a higher coverage suggests that the
model generates the expected target words.

On this basis, we then compute accuracy as the
proportion of correct neomorphemes generated by
the model over the total number of annotations
matched in the outputs: ACC = correct

matched . This
score measures models’ ability to correctly pro-
duce neomorphemes.

The combination of these two metrics allows to
distinguish between the generation of an annotated
word (regardless of its gender) from its gender
realization (fem./mas./neom.), thus ensuring pin-
pointed analyses.

Coverage-weighted accuracy (CWA). For a
comprehensive view of models’ overall perfor-
mance, CWA takes into account both how accu-
rately a model generates neomorphemes and the
proportion of annotations covered by the evalua-
tion: CWA = correct

matched ∗ matched
annotations . This score

allows for the comparison of different systems,
for which both coverage and accuracy should be
taken into account. Indeed, a system’s high accu-
racy may be the result of an evaluation based on a
particularly small set of matched annotations, im-
pairing the comparison with other systems’ perfor-
mance evaluated on bigger portions of the corpus.
While the other metrics serve to investigate each
model’s behavior, coverage-weighted accuracy al-
lows for a fairer comparison of different systems.

Mis-generation (MIS). We also consider the
case where models generate neomorphemes inap-
propriately, for instance by applying the use of
neomorphemes to words that do not refer to human
entities (e.g., table→tavol* instead of ‘tavolo’).
Such scenario is crucial, as overgeneralizing the
use of neomorphemes compromises the intelligi-
bility of the translation. Thus, to we quantify
mis-generations, i.e. the number of output words
– which are not annotated in NEO-GATE – that
feature neomorphemes. Accordingly, MIS =
found neomorphemes − correct

annotations . This score comple-
ments the evaluation, as it can signal undesired be-
haviors even despite good accuracy and coverage.

4 Experimental settings

4.1 Models
We experiment with three open, decoder only
LLMs. TowerInstruct-7B-v0.1,8 is fine-tuned
8https://huggingface.co/Unbabel/
TowerInstruct-7B-v0.1
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BLEU CHRF TER ↓ BERTSC. COMET
OPUS-MT 27.53 57.61 58.95 87.42 82.68

GPT-4 32.34 61.11 54.87 88.76 87.05
Tower 30.88 59.41 56.96 88.17 86.21
Mixtral 29.63 58.68 59.35 87.81 86.11
LLama 2 26.28 55.92 61.98 87.02 84.23

Table 4: Translation quality results. Best scores are in bold.
Cases where LLMs outperform the MT model are underlined.

for MT, whereas the other two – Mixtral-8x7B-
Instruct-v0.1 (Jiang et al., 2024) and LLama 2 70B
chat (Touvron et al., 2023) – are not specialized for
MT. We also include the commercial model GPT-
4 (Achiam et al., 2023),9 which proved to perform
well in gender-inclusive MT experiments (Savoldi
et al., 2024). We use the models’ default settings,
except for the temperature parameter, which we
set to 0 following Peng et al. (2023). We do not
include neural MT models as no model currently
supports neomorphemes and no dedicated training
or fine-tuning data is available.

To ensure the suitability of the selected LLMs
for translation-related tasks, we preemptively test
their generic en→it translation performance on the
FLORES 101 benchmark (Goyal et al., 2022).
We prompt the models to translate with a few-
shot prompt (see Appendix C). In these experi-
ments, we include opus-mt-en-it,10 a state-
of-the-art neural MT model, as a reference system
for translation quality. For general MT evaluation,
we use BLEU, chrF (Popović, 2015), TER (Snover
et al., 2006), BERTScore (Zhang et al., 2019), and
COMET (Rei et al., 2020). Using these metrics
allows for a comparative evaluation of translation
performance based on different aspects, namely
the surface similarity to human-made reference
translations (BLEU, chrF, TER), and the semantic
adherence to those references (BERTScore) and to
the source (COMET). The results in Table 4 show
that the LLMs perform very well in MT, often out-
performing the SOTA MT system in this setting.

4.2 Neomorphemes
We focus on the two most popular Italian neomor-
pheme paradigms (Comandini, 2021): i) the As-
terisk, which uses the symbol ‘*’ as a graphemic
device in place of regular inflectional morphemes
(Haralambous and Dichy, 2018); ii) the Schwa,
which features both a singular form, for which the
9Model gpt-4-0125-preview
10https://huggingface.co/Helsinki-NLP/
opus-mt-en-it

character ‘@’ is used, and a plural form, represented
with the character ‘3’ (Baiocco et al., 2023).

For each paradigm, we create a tagset mapping
(see Appendix A) that associates the tags used in
the tagged references with the desired form for that
specific paradigm. As no complete codification
of the use and the orthography of neomorphemes
in Italian is available (Thornton, 2020), we ref-
erenced established resources such as the website
Italiano Inclusivo,11 and examples found in scien-
tific literature, such as Rosola et al. (2023). As
these sources do not cover the whole set of pos-
sibly gendered elements in the grammar, we de-
rived the missing forms by analogy from elements
of the same class. For example, since none of these
sources describes the full set of articulated preposi-
tions, which express gender in Italian, we used the
given examples as a model for the rest of the class.

4.3 Prompts

We experiment with one zero-shot and three few-
shot formats, illustrated by the examples in Table
5. The few-shot prompts follow the format used in
Sánchez et al. (2023), which was found to be use-
ful for controlling gender expression in translation.
We instantiate different conceptualizations of the
task, ranging from a simple pairing of source sen-
tences directly with gender-inclusive translations,
to a ternary opposition of masculine, feminine, and
gender-inclusive translations:
3Zero-Shot: a verbalized description of the task
is provided without any demonstration.
3Direct: the same verbalized instruction is pro-
vided along with demonstrations that include the
English source sentence and the gender-inclusive
Italian translation.
3Binary: an intermediate gendered (masculine)
Italian translation is also included in the format.
This format follows the one used in Savoldi et
al. (2024), which frames the task as a double out-
put translation. The models are asked to produce
a gendered translation first and then a second one
with neomorphemes, which should be identical to
the first except for the words expressing gender.
3Ternary: two intermediate gendered transla-
tions (one masculine, one feminine) are included.
The rationale for this format is that, by instanti-
ating a ternary opposition, the models may bet-
ter identify parts of the target language sentences
that should be identical among the three transla-

11https://italianoinclusivo.it/scrittura/
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PROMPT ROLE EXAMPLE

Zero-shot user

Translate the following English sentence into Italian using the neomorpheme ‘*’. To do so, the
neomorpheme ‘*’ should be used as a substitute for masculine and feminine morphemes in words
that refer to human beings.
[English] <{input sentence}>
[Italian]

Direct
user

[English] <I never buy flowers for my friends.>
[Italian]

assistant <Non compro mai fiori per l* mi* amic*.>

Binary

user
[English] <I never buy flowers for my friends.>
[Italian, gendered]

assistant
<Non compro mai fiori per i miei amici.>
[Italian, neomorpheme] <Non compro mai fiori per l* mi* amic*.>

Ternary

user
[English] <I never buy flowers for my friends.>
[Italian, masculine]

assistant
<Non compro mai fiori per i miei amici.>
[Italian, feminine] <Non compro mai fiori per le mie amiche.>
[Italian, neomorpheme] <Non compro mai fiori per l* mi* amic*.>

Table 5: Examples of all the prompts used in our experiments. The few-shots prompt examples include the Asterisk neomor-
pheme. Words expressing gender are highlighted.

tions and the parts that should differ, i.e. those ex-
pressing gender. Framing the task as a triple out-
put translation could help the models infer that the
gender expressed in the third translation should be
something other than masculine or feminine.

We enclose the exemplar sentences in angle
brackets <>. Models are expected to reproduce
this structure, thus facilitating the extraction of the
final translation from the output in postprocessing.

All four models expect prompts in a ‘chat’ for-
mat, with user messages providing input and
assistant messages representing the model’s
desired output.12 For the few-shot prompts we ad-
here to this structure, whereas for the zero-shot
prompts, we only provide a single user message.

Demonstrations In the few-shot settings (i.e.
Direct, Binary, Ternary) we included 1, 4, and 8
task demonstrations in the prompts. The extremes
were chosen as the minimum necessary to elicit
in-context learning (1) and a compromise between
a high number of demonstrations and the compu-
tational cost of inference (8). The exemplar sen-
tences were selected from NEO-GATE’s dev set
(§3.1). The exemplars were chosen so as to repre-
sent the average tag density of the dev set, i.e., the
number of tags in each reference, and to offer a bal-
anced mix of singular and plural tags. The prompts
were then formatted using each paradigm’s tagset
mapping before presenting them to the model.

12https://huggingface.co/docs/
transformers/main/en/chat_templating

5 Results and discussion

ASTERISK COV ↑ ACC ↑ CWA ↑ MIS ↓
GPT-4 57.08 74.63 42.60 45.78
Tower 77.57 0.00 0.00 0.00
Mixtral 35.22 37.92 13.35 52.20
LLama 2 56.72 0.57 0.32 16.70

SCHWA COV ↑ ACC ↑ CWA ↑ MIS ↓
GPT-4 46.91 60.19 28.24 72.77
Tower 77.25 0.00 0.00 0.00
Mixtral 30.05 27.79 8.35 61.44
LLama 2 57.60 0.35 0.20 12.79

Table 6: Zero-shot setting results. We report the cover-
age (COV), accuracy (ACC), coverage-weighted accuracy
(CWA), and mis-generation (MIS) scores.

5.1 Zero-shot results

The results of our zero-shot experiments are re-
ported in Table 6, which unveils very differ-
ent model behaviors. On the one hand, GPT-4
and Mixtral achieve significantly higher accuracy
scores compared to the other two models, with
GPT doubling Mixtral’s performance. The accu-
racy scores indicate that, out of the matched terms,
GPT correctly generated 74.63% Asterisk neomor-
phemes and 60.19% Schwa neomorphemes, with
Mixtral reaching 37.92% and 27.79% respectively.
Accounting for coverage, the gap widens further,
with GPT’s coverage-weighted accuracy amount-
ing to more than three times that of Mixtral (42.60
and 28.24, vs 13.35 and 8.35). Both models tend to

306



(a) Coverage percentage scores. (b) Accuracy percentage scores.

Figure 1: Coverage and accuracy results in the few-shot settings. Darker shades indicate better performance.

produce considerable amounts of mis-generations,
which are most often higher than the respective
coverage scores. This implies that GPT and Mix-
tral generate plenty of neomorphemes, but they
use them incorrectly for the most part. Regard-
less, according to all the metrics, both models per-
form better with the Asterisk paradigm rather than
the Schwa, possibly due to the latter’s use of dis-
tinct singular (@) and plural (3) forms, adding a fur-
ther challenge to the task.

On the other hand, LLama 2 and Tower
severely under-generate neomorphemes, regard-
less of the paradigm. More specifically, LLama’s
near zero accuracy scores (0.57 and 0.35) paired
with its low mis-generation scores (16.70 and
12.79) indicate that LLama 2 rarely generates neo-
morphemes and, when it does, it uses them inac-
curately. Finally, Tower’s high coverage scores
(77.57 and 77.25) combined with the rest of the
metrics, all of which report 0 scores, indicate that
the model produces fluent, gendered outputs and
never generates neomorphemes in the zero-shot
setting. This can be due to the fact that in Tower-
instruct’s fine-tuning data set, TowerBlocks,13 our
neomorpheme characters are practically absent (3
occurrences of ‘@’ in English segments, and no oc-
currences at all of ‘3’ and ‘*’). However, since the
development data of the other two models is not
publicly available, we cannot further investigate

13https://huggingface.co/datasets/
Unbabel/TowerBlocks-v0.1/

this hypothesis and draw definitive conclusions.

5.2 Few-shots experiments

For the few-shot experiments we report each of
the four metrics separately. We do not report all
LLama 2 scores because in some cases, namely all
the 8-shots settings, the model struggled to repro-
duce the format described in §4. In such instances,
LLama 2 failed to insert the angle brackets or the
labels we included in our prompts, and its outputs
contained too many hallucinations to be automati-
cally post-processed and evaluated. As the model
did not seem to yield better performance or exhibit
interesting phenomena in 8-shot settings, the addi-
tional effort required to process its unpredictable
outputs was unjustified. Therefore, we only report
the scores of one of the 8-shots settings outputs,
namely the Asterisk, Direct prompt setting.

5.2.1 Coverage and accuracy
The coverage and accuracy scores are reported

in Figure 1. Looking at coverage (1a), we ob-
serve that few-shot prompting generally leads
to improvements compared to the zero-shot re-
sults. Also, for Mixtral and LLama, the scores
increase at higher numbers of demonstrations.
As for the prompts, the Direct format generally
produces higher coverage scores, with only GPT
performing better with the Ternary format. In-
terestingly, the neomorpheme paradigm has an
impact on coverage, as we see generally higher
scores with the Asterisk paradigm compared to the
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Figure 2: Coverage-weighted accuracy percentage scores
for the few-shot settings. Darker shades indicate better per-
formance.

Schwa. As discussed in §5.2.3, this can be as-
cribed to the models’ tendency to produce more
mis-generations with the latter.

Coverage, however, is only informative of the
proportion of annotated terms the models gener-
ated and disregards how many of those words in-
clude neomorphemes. Looking at accuracy (1b)
we find that all models improve their perfor-
mance in at least one setting compared to the
zero-shot experiments, confirming the benefits of
in-context learning for generative tasks involv-
ing neologistic expressions (Hossain et al., 2023).
Mixtral and GPT are confirmed as the models
which produce the highest rates of correct neomor-
phemes, with the first topping at 90.21 and the lat-
ter at 82.93 accuracy. On the contrary, Tower and
LLama 2 are unfit for this task despite their im-
provements, as their scores remain low.

Surprisingly, a greater number of demonstra-
tions does not necessarily lead to higher accu-
racy. While coverage generally increased with
more demonstrations, this trend generally holds
true for accuracy only for GPT and Tower, indicat-
ing that they generate more neomorphemes and do
so more accurately. On the contrary, the accuracy
of LLama 2 and Mixtral significantly decreases
with more demonstrations. Paired with their ris-
ing coverage, this indicates that they produce fewer
neomorphemes and more gendered terms. Both
behaviors may result from systems better model-
ing the task with more demonstrations, as LLama’s

Figure 3: Mis-generation percentage scores for the few-shot
settings. Higher scores (darker shades) indicate worse perfor-
mance.

and Mixtral’s higher accuracy and lower cover-
age in the 1 shot settings may be due to fortuitous
correct generations of neomorphemes in a context
where they over-generate them. We discuss this
aspect below, looking at mis-generation (§5.2.3).

As for the neomorpheme paradigms, Mixtral
and Tower perform better with the Asterisk and
the Schwa respectively, as in the zero-shot ex-
periments. GPT does not seem to be consis-
tently affected by the neomorpheme paradigm.
LLama presents negligible differences between the
paradigms as well. The ability to more correctly
generate one neomorpheme over another is pos-
sibly due to models’ robustness to likely unseen
grammatical paradigms and to the representations
of the specific characters used as neomorphemes
in each model’s training data. Unfortunately, we
cannot investigate this aspect as such data is not
publicly available, with the exception of Tower’s
fine-tuning data set, as mentioned in §5.1.

5.2.2 Coverage-weighted accuracy
To compare models’ overall performance in

gender-inclusive MT, we look at coverage-
weighted accuracy in Figure 2. This metric offers a
comprehensive view of model performance in each
setting, allowing for a fair comparison of different
systems in light of both coverage and accuracy.

We first find that all models improve their per-
formance in the few-shots experiments. The up-
side offered by in-context learning is notable, and
there is arguably room for improvement at higher
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numbers of demonstrations. GPT and Mixtral are
confirmed as the best models, and the gap between
them narrows significantly with respect to the zero-
shot experiments. In the best configurations, GPT
scores 58.78 (Schwa, Binary, 8 shots) and Mixtral
scores 48.97 (Asterisk, Ternary, 4 shots). Gener-
ally, GPT performs better with the Binary prompt
and 4 or 8 shots, whereas Mixtral achieves its
best results in the Binary/Ternary, 4/8 shots re-
gion, especially with the Asterisk paradigm. As for
the other two models, despite the very low scores
Tower generally outperforms the ten times bigger
LLama 2, but both come across as unfit for this
task.

5.2.3 Mis-generation
So far, the discussion of our few-shots exper-

iments has focused on the correct generation of
neomorphemes when referring to human entities,
thus only on relevant phenomena we annotated in
our test set. To better investigate models’ behav-
ior, we look at mis-generation, i.e. inappropriate
neomorphemes generations, as well (Figure 3).

We first note that Mixtral stands out as the
model producing the most mis-generations, es-
pecially in the 1 and 4 shots, Binary and Ternary
region. Table 7 reports examples of mis-generation
from Mixtral’s outputs.

Source I hope the shaman can help us.
Annotation lo la l@; sciamano sciamana sciaman@;
Output Sper@ che l@ sciaman@ possa aiutarci.

Source They asked everyone to remain silent.
Annotation tutti tutte tutt3;
Output Hanno chiesto a t3 di rimaner@ in silenzi@.

Table 7: Examples of mis-generation found in Mixtral’s
Schwa, 1 shot, Binary prompt outputs. Words containing neo-
morphemes are underlined, mis-generations are in bold.

As hypothesized in §5.2.1, in these settings
Mixtral over-generates neomorphemes, resulting
in both correct generations and mis-generations.
This behavior is reflected in the high accuracy and
low coverage: by over-generating neomorphemes,
Mixtral produces fewer gendered words – which
would contribute to coverage – and many words
that are either a) correct or b) mis-generations.
With more task demonstrations, Mixtral generates
significantly fewer mis-generations, and while its
accuracy decreases the coverage improves, mean-
ing that it produces better formed outputs. Mix-
tral’s example testifies to how the mis-generation
metric complements the analysis of models’ be-

havior, as it sheds light on unwanted phenomena
related to neomorphemes usage, which coverage
and accuracy alone (or combined) cannot signal.

Similarly to Mixtral, LLama 2 produces more
mis-generations given fewer demonstrations and
progressively mitigates this behavior when given
more. With an opposite trend, GPT generates
fewer mis-generations, and Tower even less. How-
ever, the best performing settings of both models
are also the ones in which they produce the most
mis-generations. Hence, future work should fo-
cus on improving the ratio of correctly generated
neomorphemes over the total neomorphemes gen-
erated by these models.

6 Conclusions

We discussed a neologistic approach to gender-
inclusive machine translation, an underexplored
area constrained by the lack of publicly available
dedicated data. Our first contribution, the release
of the NEO-GATE benchmark, allowed us to give
a first fundamental impulse to research in this di-
rection. As a second contribution, we explored the
possibility of performing gender-inclusive trans-
lation from English to Italian with four popular
Large Language Models: three open models –
Mixtral, Tower, and LLama 2 – and a commer-
cial one – GPT-4. Our comparisons across differ-
ent prompting settings reveal that GPT-4 and Mix-
tral generally exhibit promising results when prop-
erly prompted, while LLama 2 and Tower are un-
fit for the task. More specifically, models’ under-
standing of the task is significantly influenced by
prompt complexity, the number of demonstrations,
and the specific characters employed as neomor-
phemes (possibly depending on the representation
of those characters in each model’s training data).

While our investigation suggests LLMs’ poten-
tial for neologistic gender-inclusive MT, there re-
mains room for improving their accuracy. NEO-
GATE and the analyses presented herein lay the
groundwork for rising to the challenge and for fu-
ture research on gender-inclusive MT tailored to
existing neologistic paradigms, and those that may
emerge in this new and evolving landscape.

7 Acknowledgements

We acknowledge the support of the PNRR project
FAIR - Future AI Research (PE00000013), under
the NRRP MUR program funded by the NextGen-
erationEU.

309



References

Achiam, Josh, Steven Adler, Sandhini Agarwal, Lama
Ahmad, Ilge Akkaya, Florencia Leoni Aleman,
Diogo Almeida, Janko Altenschmidt, Sam Altman,
Shyamal Anadkat, et al. 2023. Gpt-4 technical re-
port. arXiv preprint arXiv:2303.08774.
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Popović, Maja. 2015. chrF: character n-gram F-score
for automatic MT evaluation. In Proceedings of the
Tenth Workshop on Statistical Machine Translation,
pages 392–395.

Rarrick, Spencer, Ranjita Naik, Varun Mathur, Sundar
Poudel, and Vishal Chowdhary. 2023. Gate: A
challenge set for gender-ambiguous translation ex-
amples. In Proceedings of the 2023 AAAI/ACM
Conference on AI, Ethics, and Society, AIES ’23,
page 845–854, New York, NY, USA. Association for
Computing Machinery.

Rei, Ricardo, Craig Stewart, Ana C. Farinha, and Alon
Lavie. 2020. COMET: A Neural Framework for MT
Evaluation. In Proceedings of the 2020 Conference
on Empirical Methods in Natural Language Process-
ing (EMNLP), pages 2685–2702.

Rose, Ell, Max Winig, Jasper Nash, Kyra Roepke, and
Kirby Conrod. 2023. Variation in acceptability of
neologistic English pronouns. Proceedings of the
Linguistic Society of America, 8(1):5526, April.

Rosola, Martina, Simona Frenda, Alessandra Teresa
Cignarella, Matteo Pellegrini, Andrea Marra, Mara
Floris, et al. 2023. Beyond obscuration and visibil-
ity: Thoughts on the different strategies of gender-
fair language in italian. CLiC-it 2023. Proceedings
of the 9th Italian Conference on Computational Lin-
guistics. Venice, Italy, November 30-December 2,
2023., 3596:1–10.

Sánchez, Eduardo, Pierre Andrews, Pontus Stenetorp,
Mikel Artetxe, and Marta R Costa-jussà. 2023.
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A Tagset and annotation

Table 8 reports the complete tagset used in NEO-
GATE, as well as the tagset mappings for the
Schwa and the Asterisk paradigms.

B Function words anchoring

We include an additional information for function
words which maps them to an anchor, in respect to
which they are expected to be correctly positioned.
This check allows for a more precise evaluation of
function words, as it ensures that the evaluation is
performed on the appropriate function word, and
not on other ones which may occur in the sentence.

An anchor consists in the longest possible sub-
word common to the masculine, feminine, and
tagged content word which the function word is
syntactically linked to. Looking at Table 9, the
first Annotation reports an example of anchor for
a function word: ‘student=1’. It indicates that the
sub-word sequence ‘student’ is the anchor for the
function word forms ‘il la l*’, meaning that if one
of the three forms is found it will only be evaluated
if the anchor is found immediately after it (i.e., at a
distance of 1 word). Similarly, the second annota-
tion of the table reports anchor annotations for two
function words. The first, ‘amic=2’ indicates that
if one of the three forms ‘i le l*’ is found, it will
only be evaluated if the anchor ‘amic’ is found at a
distance of two words. The second anchor annota-
tion ‘amic=1’ maps the function word forms ‘tuoi

tue tu*’ to the same anchor ‘amic’, which should
be positioned one word after.

We did not include anchor annotations in the
main body to simplify the examples. However, all
function words annotated in NEO-GATE are as-
signed with anchors, including the ones reported
in the examples throughout the paper.

C Translation experiments prompt

Table 10 reports the prompt we used to assess the
general translation quality of the systems, as dis-
cussed in §4.1. We include three demonstrations
taken from FLORES’ dev set, so as to provide the
LLMs with an interaction structure to reproduce.
This facilitates the process of filtering out extra
comments and hallucination produced by the mod-
els, and extract the output translation.
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TAG Description Masculine Feminine Asterisk Schwa

<ENDS> inflectional morpheme (word ending), singular o, e, tore a, essa, trice * @
<ENDP> inflectional morpheme (word ending), plural i, tori e, esse, trici * 3
<DARTS> definite article, singular il, lo, l’ la, l’ l* l@
<DARTP> definite article, plural i, gli le l* l3
<IART> indefinite article uno, un una, un’ un* un@
<PARTP> partitive article, plural dei, degli delle de* de3
<PREPdiS> articulated preposition with root ‘di’, singular del, dello, dell’ della, dell’ dell* dell@
<PREPdiP> articulated preposition with root ‘di’, plural dei, degli delle dell* dell3
<PREPaS> articulated preposition with root ‘a’, singular al, allo, all’ alla, all’ all* all@
<PREPaP> articulated preposition with root ‘a’, plural agli, ai alle all* all3
<PREPdaS> articulated preposition with root ‘da’, singular dal, dallo, dall’ dalla, dall’ dall* dall@
<PREPdaP> articulated preposition with root ‘da’, plural dagli dalle dall* dall3
<PREPinP> articulated preposition with root ‘in’, plural negli nelle nell* nell3
<PREPsuS> articulated preposition with root ‘su’, singular sul, sullo, sull’ sulla, sull’ sull* sull@
<PREPsuP> articulated preposition with root ‘su’, plural sugli sulle sull* sull3
<DADJquelS> demonstrative adjective (far), singular quel, quello, quell’ quella, quell’ quell* quell@
<DADJquelP> demonstrative adjective (far), plural quegli quelle quell* quell3
<DADJquestS> demonstrative adjective (near), singular questo, quest’ questa, quest’ quest* quest@
<DADJquestP> demonstrative adjective (near), plural questi queste quest* quest3
<POSS1S> possessive adjective, 1st person singular, singular mio mia mi* mi@
<POSS1P> possessive adjective, 1st person singular, plural miei mie mi* mi3
<POSS2S> possessive adjective, 2nd person singular, singular tuo tua tu* tu@
<POSS2P> possessive adjective, 2nd person singular, plural tuoi tue tu* tu3
<POSS3S> possessive adjective, 3rd person singular, singular suo sua su* su@
<POSS3P> possessive adjective, 3rd person singular, plural suoi sue su* su3
<POSS4S> possessive adjective, 1st person plural, singular nostro nostra nostr* nostr@
<POSS4P> possessive adjective, 1st person plural, plural nostri nostre nostr* nostr3
<PRONDOBJS> direct object pronoun, singular lo la l* l@
<PRONDOBJP> direct object pronoun, plural li le l* l3

Table 8: The full tagset used in NEO-GATE and the tagset mappings to the Italian gendered forms and the desired forms in
the Asterisk and Schwa nomorpheme paradigms.

Source The student was worried about going off topic.
Tagged reference L* student* era preoccupat* di andare fuori tema.
Annotation lo la l* student=1; studente studentessa student*; preoccupato preoccupata preoccupat*;

Source Come out to the balcony and let your friends see you.
Tagged reference Esci sul balcone e lascia che l* tu* amic* ti vedano.
Annotation i le l* amic=2; tuoi tue tu* amic=1; amici amiche amic*;

Table 9: Examples of NEO-GATE annotations including anchors. The Tagged references and the Annotations are adapted to
the Asterisk paradigm, the anchors are in bold.

Role Content

user
Translate the following English sentence into Italian: <Construction is ongoing for five new skyscrapers
at the site, with a transportation center and memorial park in the middle.>

assistant
<Nel sito sono in corso i lavori di costruzione di cinque nuovi grattacieli, con un centro trasporti e un
parco alla memoria nel mezzo.>

user
<The game is based on the Second Battle of Fallujah, a vicious battle between American and Iraqi
forces.>

assistant
<Il videogioco simula la seconda battaglia di Fallujah, un conflitto cruento tra le forze armate americane
e quelle irachene.>

user <Born in the Croatian capital, Zagreb, Bobek gained fame while playing for Partizan Belgrade.>
assistant <Nato nella capitale croata Zagabria, Bobek è diventato famoso giocando nel Partizan Belgrado.>
user <{input sentence}>

Table 10: The 3 shots prompt used in the general translation preliminary experiments.
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Abstract

Prompt engineering has shown potential
for improving translation quality in LLMs.
However, the possibility of using trans-
lation concepts in prompt design remains
largely underexplored. Against this back-
drop, the current paper discusses the ef-
fectiveness of incorporating the concep-
tual tool of “translation brief” and the per-
sonas of “translator” and “author” into
prompt design for translation tasks in
ChatGPT. Findings suggest that, although
certain elements are constructive in facil-
itating human-to-human communication
for translation tasks, their effectiveness is
limited for improving translation quality
in ChatGPT. This accentuates the need
for explorative research on how transla-
tion theorists and practitioners can de-
velop the current set of conceptual tools
rooted in the human-to-human communi-
cation paradigm for translation purposes in
this emerging workflow involving human-
machine interaction, and how translation
concepts developed in translation studies
can inform the training of GPT models for
translation tasks.

1 Introduction

Translation quality is a pivotal topic in the field
of machine translation. The development of Large
Language Models (LLMs) and the popularization
of ChatGPT since its public launch in Novem-
ber 2022 have attracted scholarly interests in im-

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

proving the quality of translation outputs gener-
ated by LLMs. Efforts to improve the quality of
these translations have involved both fine-tuning
and prompt engineering. Despite these efforts, the
performance of popular LLMs in executing trans-
lation tasks remains suboptimal, particularly when
compared with professional translations used in
the language service industry (Jiao et al., 2023).
Therefore, the task of enhancing the performance
of LLMs in conducting translation tasks continues
to be an ongoing effort.

Compared to fine-tuning, prompt engineering
provides greater accessibility for ordinary users
with translation needs, especially those who oper-
ate on the user interfaces of LLMs such as Chat-
GPT. Most research on prompt engineering for
translation purposes draws on concepts such as
zero-shot learning rooted in Natural Language Pro-
cessing (NLP) by feeding sample translations in
the context window. In comparison, the possibil-
ities for integrating translation concepts and strate-
gies have received little attention.

From the perspective of advancing translation
studies, consolidating the synergy between hu-
mans and machines in achieving translation goals
at a professional level is crucial. As Lee (2023)
rightly notes, “translation as an event can no longer
be restricted to translating as an act, given that
AI and other communicative modalities will in-
creasingly be drawn into and embedded within
the workflow.” For the development of translation
research, since most translation concepts are an-
chored in human-to-human communication, it be-
comes essential to evaluate their efficacy in the
emerging workflow with human-machine commu-
nication involved, thereby strengthening the dis-
ciplinary foundation of translation studies in this
novel context. For translation practice, enhancing

316



our understanding of prompt engineering for trans-
lation could inform the approach we take for trans-
lator training in the changing landscape. As high-
lighted in a recent work trend report by Microsoft
(2023), 82% of leaders from various sectors stated
that their employees will need new competencies –
such as AI delegation via prompts – to prepare for
the expansion of AI.

In the background, this research investigates the
effectiveness of incorporating the notion of “trans-
lation brief” and the translator/author dichotomy
into prompt design, as an attempt to explore the
potential of using conceptual tools rooted in trans-
lation studies for improving the quality of LLM-
generated translations. In this study, ChatGPT is
chosen for its popularity among general users and
its user-friendly inter-face that accommodates in-
dividuals with limited computing expertise. Based
on two sets of experiments, this research seeks to
answer two questions specific to the scope of the
current study: 1) Compared to a basic translation
command, does a prompt containing information
included in a typical translation brief help improve
the quality of translation outputs? 2) Drawing on
the persona feature of ChatGPT, does assigning the
role of “translator” make a difference to the trans-
lation quality, with the basic instruction and the
role of “author” as reference points?

2 Literature Review

In the guidance for prompt design in ChatGPT
published by OpenAI,1 six strategies are listed for
creating effective prompts. Even though there is an
improvement in the content of this guideline when
compared to its earlier version where only three
generic strategies (i.e., show and tell, provide qual-
ity data, check your settings; accessed April 2023)
were suggested, OpenAI has not yet published any
specialized guidance on prompt design for transla-
tion purposes in ChatGPT. Nonetheless, scholarly
efforts have been made to address this issue.

In the literature, most of the research focuses
on prompting GPT models or other LLMs through
APIs (Vilar et al., 2023; Hendy et al., 2023; Zhang
et al., 2023; Zhu et al., 2023). However, a small
number of studies have also explored prompt en-
gineering for translation tasks specifically through
the user interface of ChatGPT, drawing on differ-
ent linguistic concepts. Within this niche area,

1https://platform.openai.com/docs/guides/completion/prompt-
design

two main threads have emerged: one is centered
around specific translation problems, and the other
features a more holistic approach.

Starting with those targeting specific transla-
tion problems, Gu (2023) is the only one in
the literature to date. Drawing on the default
model (GPT-3.5) of ChatGPT, the author utilizes
the “in context learning” capability of ChatGPT
(i.e., remembering what has been mentioned in
the chat) to “teach” it how to translate attribute
clauses. Specifically, a translation strategy com-
monly adopted by translators to render attribu-
tive clauses from Japanese into Chinese was used
by the author to design a set of prompts: “What
is the noun modified by the attributive clause in
the following sentence?”, “Place the noun modi-
fied by the attributive clause in the subject posi-
tion of the attributive clause. And then separate
[SOURCE SENTENCE] into two sentences”, and
finally “Translate the following sentence to Chi-
nese: [SEPARATED SOURCE SENTENCE]”.
Although this prescriptive application of a stan-
dalone translation strategy fails to take into con-
sideration the dynamic context of handling attribu-
tive clauses, this paper presents a very interesting
attempt to bring translation strategies into the hori-
zon of prompt engineering.

Turning to the literature which investigates
translation at a contextual level, key concepts
tested in this group include “domain”, “task”, “part
of speech”, “discourse”, and “pivot language” – all
of them are well-established topics in translation
studies but they have been used in a rather am-
biguous way in these works. For instance, Peng
et al. (2023) propose the concept of “task-specific
prompts” (i.e., “you are a machine translation sys-
tem”) in their experiment, without concrete in-
structions on what to expect from a so-called “ma-
chine translation system”. The rationale behind
this design, according to the authors, rests in the
assumption that ChatGPT has been fine-tuned as a
conversation system instead of a machine transla-
tion system, and this might have limited the trans-
lation ability of ChatGPT. Nonetheless, the effec-
tiveness of altering a fine-tuned chatbot into a ma-
chine translation system with a single prompt line
in the user interface remains questionable. Addi-
tionally, the authors test the efficacy of “domain-
specific prompts” (e.g., information about the topic
or genre of the ST, such as bio-medical or news-
style) by providing ChatGPT with both right and
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wrong domain information of the ST. This de-
sign of using wrong domain information, from the
perspective of translation studies, requires care-
ful justification. The results, measured via auto-
mated machine translation quality evaluation met-
rics, suggest that providing task and correct do-
main information can indeed enhance ChatGPT’s
translation performance.

Another case in point is Gao et al. (2023). The
authors introduce language direction, domain in-
formation, and part-of-speech information to their
prompt design. Similar to the definition of “do-
main” in Peng et al. (2023), the authors include
information about genre (i.e., news, e-commerce,
social, and conversational texts) in their tests.
These prompts were run through five different set-
tings to test their efficacy. The results from au-
tomatic metrics further validate the use-fulness of
domain-related information in prompt engineering
for translation tasks. Notably, although the out-
come of introducing part-of-speech information
in prompts was not promising, it suggests an in-
tention to include grammatical segmentations into
prompt design, which echoes the problem-oriented
approach to enhancing translation quality, as men-
tioned above in Gu (2023). An interesting obser-
vation made by the authors regarding language di-
rection lies in the disparity between high-resource
languages and low-resource languages: domain
information appears to enhance machine transla-
tion quality for high-resource languages but fails to
demonstrate a comparable impact on low-resource
languages.

To understand the issue related to high versus
low resource languages, Jiao et al. (2023) propose
a strategy called “pivot prompting”. This notion,
bearing similarities to the concept of relay transla-
tion, involves instructing ChatGPT to translate the
ST into a high-resource language prior to translat-
ing it into the target language. Even though the
basic prompts were generated by ChatGPT itself
without further tweaks, the idea of relay transla-
tion turned out to be useful in improving transla-
tion quality between distant languages, as the re-
sults reported by the authors suggest.

Regarding the topic of context and discourse in
translation, whilst all studies mentioned above fo-
cus on prompt design for translation at the level of
single sentences or small sentence clusters, Wang
et al. (2023) take a step forward to the doc-
ument level. They put forward the concept of

“discourse-aware prompts”, introducing discourse
as an evaluation criterion for assessing the qual-
ity of prompts in ChatGPT. To identify the best
discourse-aware prompt, the authors evaluate a set
of basic prompts generated by ChatGPT with two
discourse-oriented metrics: one focuses on termi-
nology consistency and another on the accuracy of
zero pronoun translation. As can be seen from the
design, discourse here is used in its micro sense as
document-level coherence. Macro discoursal in-
formation, such as the function of the ST and tar-
get audience, is not taken into consideration when
designing the prompts.

The most relevant research to date, drawing on
a contextualized approach inspired by translation
concepts, is reported by Yamada (2024). There are
two sets of experiments in this research. First, the
author adopts two concepts – purpose of the trans-
lation and target readers – for prompting ChatGPT
(GPT-4) to translate, simulating a real-life trans-
lation commission for ChatGPT. Instead of pro-
viding information about the purpose and target
readers, the author designed a prompt that asks
ChatGPT to find the information itself: “Trans-
late the following Japanese [source text] into En-
glish. Please fulfil the following conditions when
translating. Purpose of the translation: You need
to fill in. Target audience: You need to fill in.
[source text] You need to fill in.” In the segments
shown in italics, the author specifies the informa-
tion that ChatGPT needs to fill in before gener-
ating the translation. Second, the concept of dy-
namic equivalence is utilized, feeding into Chat-
GPT as a translation strategy alongside a sample
translation of a different source text through in-
context learning. This combined approach compli-
cates the task of determining whether the concept
of “dynamic equivalence” or its illustrative exam-
ples play a more significant role in the efficacy of
the prompt. To assess the overall effectiveness of
this prompt, the author uses cosine similarity of
vectors as indicators for semantic proximity and
a detailed qualitative evaluation conducted by the
author himself, with reference translations gener-
ated by DeepL, Google Translate, and ChatGPT
(with default prompt “Translate to English”). The
author reports that “incorporating the purpose and
target readers into prompts indeed altered the gen-
erated translations” and that “this transformation
[. . . ] generally improved the translation quality by
industry standards”. This research features a very
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interesting attempt to “teach” ChatGPT to “think”
and “act” like a translator via prompts, revealing
the potential for training ChatGPT with knowledge
generated by translation scholars.

Overall, the current landscape of prompt de-
sign in ChatGPT features important attempts to en-
hance its capability in executing translation tasks.
However, a critical issue with these endeavors lies
in the fact that the concepts being used in the
prompts (e.g., “news-style”) are too general to be
informative, and some of the approaches (e.g., the
out-of-context application of prescriptive transla-
tion strategies) bear striking resemblances to what
happened in the early days in translation studies.
The design of prompts shows that these research
efforts have touched upon some key conceptual
tools for translation, revealing the potential ben-
efit that translation concepts can bring for enhanc-
ing LLMs’ performance in generating professional
level translations.

3 Research Design

Building on the effectiveness of introducing con-
textual and domain-specific information as demon-
strated in the literature, this paper investigates
prompt design in light of two conceptual tools
rooted in translation research: first, “translation
brief” as featured in the functionalist approach
to translation; second, the “author-translator” dy-
namic given the persona-matching feature of Chat-
GPT.

3.1 Prompt design

In total, four prompts were tested in this pilot
study, including one basic prompt functioning as a
baseline for comparison, and three other prompts
featuring three keywords in the scholarship of
translation studies: translation brief, author, and
translator.

For the basic prompt, because the aim is to eval-
uate the translation performance of ChatGPT in a
professional setting, information included is: 1) a
translation command, 2) the target language, and
3) the purpose for professional use, as one would
set out in a translation commission. This informa-
tion was also included in the three other prompts.

For the translation brief prompt, factors includ-
ing intended text functions, addressees, time and
place of text reception, the medium, and the mo-
tive (Munday et al., 2022) were included.

For the author-translator dynamic embedded in

the source-target dichotomy, discussions on these
two roles and their implications for translation
studies have been well documented in the trajec-
tory of translation research. Assigning a persona
to ChatGPT is a key feature of the GPT models,
and this provides the possibility of incorporating
this pair of keywords into prompt design.

Furthermore, the temperature is set at 0.5 for
each prompt to constrain the degree of creativity
that ChatGPT can potentially exhibit, mimicking
the freedom that translators can potentially take in
translating articles of this genre in real-life scenar-
ios.

An overview of the four prompts is presented in
Table 1.

3.2 Text generation
The source text (ST) selected for the study is a pop-
ular scientific article published on the website of
the Discover Magazine in December 2021.2 This
genre is chosen for its dual emphasis on main-
taining rigorous scientific accuracy and employing
a nuanced narrative style, which requires authors
and translators to communicate scientific knowl-
edge in a manner that is both accessible and en-
gaging to their respective audiences. The article,
titled “A Major Time Travel Perk May Be Techni-
cally Impossible”, was written by Cody Cottier, a
professional popular science writer. Drawing on a
publication of researchers based at the University
of Queensland in Australia, the popular scientific
article provides accessible and engaging informa-
tion about time travel for an English-speaking au-
dience interested in but not necessarily have spe-
cialized knowledge of this topic.

The selection criteria for the ST are influenced
by multiple factors: first, the May 2023 version
of ChatGPT utilized in this research has a knowl-
edge cut-off date of September 2021; second, its
token capacity (i.e., how many texts it can handle
in a single input) is limited; third, the ST should be
a professional text; and fourth, a published trans-
lation which can serve as a reference document
for automatic quality evaluation should be avail-
able. To satisfy these basic requirements, the ST
is manually checked against the lexical updates on
the Oxford English Dictionary website3 to ensure
it does not contain any neologisms coined after
September 2021. Also, the length of the ST (1253
2https://www.discovermagazine.com/the-sciences/a-major-
time-travel-perk-may-be-technically-impossible
3https://www.oed.com/information/updates
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Prompts Content

Basic Please translate the following text from English into Chinese Mandarin. The translation is
intended for professional use. Top p=0.5

TransBrief Please translate the following text from English to Chinese Mandarin. The paragraph is taken
from a popular scientific article published in Discover Magazine. The translated version will
be published on the Scientific American website in 2023 for professional use. The author of the
original text is a well-known science writer, and the target audience for the translation consists
of educated individuals interested in popular science. The original text aims to communicate re-
cent research in mathematics that explores the fundamental principles of time travel. Top p=0.5

Author You are a professional popular science author. Please translate the following text from English
into Chinese Mandarin. The translation is intended for professional use. Top p=0.5

Translator You are a professional popular science translator. Please translate the following text from En-
glish into Chinese Mandarin. The translation is intended for professional use. Top p=0.5

Table 1: Prompt overview

words) is manageable for ChatGPT. The authori-
tative status of Discovery in popular science jour-
nalism and the availability of a published Chinese
translation by Huanqiukexue – a renowned popular
science magazine in China – further make the ST
a suitable choice.

The model used in the experiment is GPT-4, ac-
cessed via the user interface of ChatGPT. Com-
pared to GPT-3.5, this model has demonstrated su-
perior performance in machine translation (Jiao et
al., 2023; Wang et al., 2023). All translation out-
puts were generated by the 24 May 2023 version
of ChatGPT. Markdown language was used in the
ST to help ChatGPT differentiate headings from
main texts and infer the structure of the ST based
on the text formatting. Delimiters were used to de-
fine the beginning and the end of the ST. Since
ChatGPT cannot generate a complete translation
in a single response, the prompt “go on” was used
to resume the translation command. To assess the
consistency of translation outputs generated by the
prompts, each prompt was tested three times us-
ing a sample sentence from the ST. The outputs
were then manually examined by the author for
consistency, with a rating scale ranging from 0 to
3, where 0 denotes “Professionally Unusable”, 1
denotes “Professionally Usable with Major Mod-
ification”, 2 denotes “Professionally Usable with
Minor Modification” and 3 denotes “Profession-
ally Usable”. All four prompts consistently pro-
duced similar translations based on the rating. The
fourth output from each prompt was selected as the
sample for the analysis.

The translation published in Huanqiukexue was
labeled as TT1, and four machine translations were
labeled as TT2 (Basic), TT3 (TransBrief), TT4
(Author) and TT5 (Translator), where TT stands

for Target Text. The summary of the word count
of Chinese characters in each TT (mean ≈ 2430,
standard deviation ≈ 88) is presented in Table 2
below, offering an idea about the size of the trans-
lations.

Translation Word Count

TT1 2602
TT2 2379
TT3 2374
TT4 2369
TT5 2424

Table 2: Summary of the word count of Chinese characters
in each translation

3.3 Quality evaluation

Both automatic and human evaluations were con-
ducted to assess the quality of the translation out-
puts. Two quality evaluation metrics were adopted
in this study: BLEU (Papineni et al., 2002) and
COMET-22 (Rei et al., 2022). COMET-22 was
chosen for its outstanding performance in WMT22
Metrics Shared Task and availability (Freitag et al.,
2022). Although BLEU has been criticized heavily
for its reliability, it has been chosen as a reference
to triangulate results generated by COMET-22 and
human evaluations.

To prepare the ST and TTs for automatic eval-
uation, SDL Trados Studio 2022 was used to
align the source and target segments. In total,
66 aligned segments were generated for each ST-
TT pair. These aligned texts were then con-
verted into plain text files for BLEU and com-
piled in an Excel workbook for COMET-22. For
BLEU, the text files were processed through the
user interface developed by Tilde. For COMET-22
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(wmt-comet-da4), the metric was run in Python
to generate results.

Human evaluations were conducted for quali-
tative analysis. Four evaluators contributed; all
of them are university lecturers based in the
UK, who have extensive theoretical and prac-
tical knowledge of English-Chinese translation.
The evaluators were invited to grade all five TTs
(four machine translation outputs and one human
translation), without knowledge of which ones
were machine-generated translations. Ethical ap-
proval was granted by the Humanities and Social
Sciences Ethics Committee of Swansea Univer-
sity, before the collection of evaluations (research
ethics approval number: 2 2023 6610 5739). Each
evaluator was provided with an information sheet
and a consent form before taking part in the evalu-
ation.

The grading form designed for human evalua-
tion is different from the metrics typically used in
the development of machine translation systems,
such as those outlined by Freitag et al. (2022). In-
stead, it was designed from a translation studies
perspective to encourage evaluators to assess the
translations on a textual level, following a “top-
down approach” (Han, 2020) to obtain a relative
ranking of the TTs.

Furthermore, to capture individualized re-
sponses regarding the strengths and weaknesses
of translations, fixed rubrics containing guided
scales were intentionally omitted. This decision
stems from the understanding that translation is
more than technical transfer of information and
that evaluators are not only experienced translation
assessors but also readers within this context. Tra-
ditional evaluation scales often focus on aspects
such as “accuracy” and “adequacy” to ensure repli-
cability and other concerns in machine translation
quality assessments. However, such criteria can
oversimplify the nuanced nature of translation as
a social activity.

Discussions on good versus bad translations are
not the primary concern in translation studies;
rather, since the cultural turn in the 1990s, trans-
lation has been discussed as a socio-historical phe-
nomenon. This viewpoint allows individual inter-
pretations of a ST to be manifested through the
medium of translation, which can influence social
narratives in another language or culture. This
is also true for popular scientific articles embed-

4https://huggingface.co/Unbabel/wmt22-comet-da

ded with tactical narratives. Traditional criteria re-
duce the complex social dynamics of translation to
mere encoding and decoding of static information,
which does not reflect how audiences engage with
translated works in real-life scenarios.

Without an evaluation scale that comprehen-
sively considers reader reception, the method
adopted in this study allows evaluators the free-
dom to express their opinions without much inter-
ference. This approach provides a more accurate
reflection of the real world reception of transla-
tions. Admittedly, this might not be the case for
some domains, and it would be beneficial to have a
reader oriented scale to use, especially at this point
of AI development, but it is beyond the scope of
the current project.

Based on semantic and structural information
embedded in the ST, it was divided into ten seg-
ments to create a reading flow for evaluators that
resembles the natural reading habits of humans,
rather than soliciting evaluations for the sake of
evaluation. The source and target segments were
aligned in ten blocks in the grading form for easier
comparison. Numerical grading boxes (based on a
scale of one to ten, with one being the worst and
ten the best) and optional free text boxes were pro-
vided for each segment. An overall rating block
was also included at the end of the grading form.
Figure 1 provides a glimpse into the grading form.

In total, each evaluator recorded eleven grades
for each TT. For segment grades, the averages were
taken for each segment in order to obtain the rela-
tive ranking, detailed information can be found in
section 4.2.

4 Findings and Discussion

Results from the automatic evaluation metrics and
human grading forms provide complementary in-
sights into the quality of the generated TTs, indi-
cating the efficacy of each prompt. This section
starts with the results of the two automatic metrics,
before delving into human evaluation results.

4.1 Machine evaluation

BLEU and COMET-22 provide scores at both
segment and whole text levels. Therefore, each
TT yields 67 data points (66 segment scores and
one overall score). Table 3 presents the overall
scores for the four AI-generated TTs in BLEU and
COMET-22, with the rankings shown as super-
scripts.
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Figure 1: Human evaluation grading form - an example

Metric TT2 TT3 TT4 TT5

BLEU 4.0322 3.3144 3.933 7.8911

COMET 0.823333 0.822444 0.824722 0.829611

Table 3: BLEU and COMET overall scores and rankings

In both metrics, TT5 (translator) achieved bet-
ter performance than the three other TTs, and
TT3 (translation brief) was ranked the lowest qual-
ity. The rankings of the four TTs in BLEU and
COMET, however, are different with regard to TT2
and TT4, as shown in Table 3. In general, TT5
(translator) achieved the highest rank across the
two metrics, with TT2 (basic) and TT4 (author)
following behind. TT3 (translation brief), how-
ever, hit the less optimal ground.

Additionally, the differences of the segment
scores were tested between TT2 (basic) and TT3
(translation brief), TT2 (basic) and TT5 (trans-
lator), and TT4 (author) and TT5 (translator).
Wilcoxon matched-pairs signed-ranks tests were
employed due to the non-normal distribution of
data. Statistical analyses were conducted in
Python using the pandas (McKinney and others,
2010) and scipy.stats (Virtanen et al., 2020) pack-
ages.

Results show that none of the differences are sta-
tistically significant. In BLEU, for the translation
brief prompt, the overall score for TT2 (4.03) is
higher than TT3 (3.31) by approximately 21.75%.
However, the difference, based on the segment
scores, is not statistically significant (p = 0.126, ef-
fect size = 1.21). For the persona group, the over-

all score for TT5 (7.89) is higher than TT4 (3.9)
by approximately 102.3%. Yet, the difference at a
segment level is also not statistically significant (p
= 0.785, effect size = 4.06). For the COMET-22
segment scores, results are also insignificant: for
TT2 and TT3, the p-value is 0.7853 (effect size =
13.30) and for TT2 and TT5, the p-value is 0.190
(effect size = 0.618). For TT4 and TT5, the p-value
is 0.2501 (effect size = 12.73).

These statistically insignificant results could be
attributed to the fact that both BLEU and COMET-
22 were not initially designed to evaluate the ef-
fectiveness of individual prompts within a system.
Another potential explanation is that the published
translation may not be a suitable reference doc-
ument for these automatic metrics: even though
the omissions and relocations of information in the
published translation could potentially enhance its
overall communicative effect, this type of transla-
tion behavior does not align with the algorithms
embedded in BLEU or COM-ET-22. Equally, it
could also be the case that the information typi-
cally provided in translation briefs does not assist
ChatGPT in producing better translations in the
same way that it assists human translators. To have
a better insight into these issues, the following sec-
tion reports on human evaluation results.

4.2 Human evaluation

At a document level, the overall grades given
by the evaluators and the standard deviations are
listed in Table 4 below. No statistical tests were
conducted to assess the significance of differences
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due to the small number of data points generated
in this set of evaluations.

TT No. Reviewer Avg Rank
1 2 3 4

TT1 7 9 9 5 7.5 1
TT2 5 4 4 5 4.5 4
TT3 4 4 4 6 4.5 4
TT4 4 6 6 6 5.5 3
TT5 5 6 6 6 5.75 2

Table 4: Human evaluation: Overall scores and rankings

TT1, the published version, received the high-
est ranking on average. Interestingly, among the
four machine translations, human evaluation re-
sults also show a preference for TT5 (translator)
over the three other prompts. The rankings of TT4
and TT5 also indicate that assigning a persona to
ChatGPT tends to enable it to produce a better
translation, compared to the translations produced
with the basic and the translation brief prompts.

Whilst the overall grades of TT2 and TT3 are
identical, the average grades of individual seg-
ments reveal a difference between the two. At the
segment level, the ten segments add up to a total
score of 100. Given that the evaluators for the
TTs are the same, taking the average of the seg-
ment scores helps to cancel out the individual pref-
erences of each evaluator as a result of maintain-
ing the relative ranking of each translation, based
on the assumption that all evaluators are consistent
within their own scoring schemes.

Table 5 shows the sums and averages of segment
scores for each TTs below. As can be seen in Table
5, the performance of TT5 is the highest among
the four prompted outputs, followed by TT2, TT4,
and TT3, and these data are in line with the overall
scores for the TTs in the automatic metrics.

TT No. Reviewer Avg Rank
1 2 3 4

TT1 66 72 89 53 70.25 1
TT2 47 54 52 57 52.50 3
TT3 41 48 58 59 51.50 5
TT4 38 56 57 58 52.25 4
TT5 46 54 57 60 54.25 2

Table 5: Human evaluation: Accumulated sums of segment
scores and rankings

Moving on to the comments given by the evalu-
ators for the TTs, for the machine translation out-
puts, three keywords emerged among the issues
pointed out by the evaluators: fluency/naturalness,
reader-friendliness, and accuracy.

First, comments on the issues of fluency and nat-
uralness suggest problems associated with syntax,
collocation, and lack of creativity in rendering ex-
pressions that are not commonly seen in Chinese
languages. For instance, the verb “lead” in seg-
ment [2] “the past will likely always lead to the
same future” was translated as导致 (lead to a re-
sult),导向 (lead to a direction, usually as a noun)
and引导到 (to guide to) by ChatGPT, which were
commented by evaluators on lexical choices that
“tend to be made at a surface level”.

Second, taking reader experience into consider-
ation, comments were made on the literal trans-
lations of source segments by ChatGPT as “may
distract or discourage the readers”, “I’m not sure
what this is supposed to mean”, “difficult to fol-
low”, and “this [translation segment] is not clear”.
The semantic emphasis of Chinese, especially the
use of particles to indicate tenses, also tends to be
ignored in the machine translations, as an evaluator
mentioned.

Third, two inaccurate translations have been
identified by evaluators. For instance, there is
one omission example identified by evaluators: a
piece of information included in brackets in the
ST was omitted in TT2, which led to a fluency
issue as an evaluator pointed out, quoting “The
text reads more fluently when this clause is in-
cluded as an organic part of the sentence.” Another
case in point is related to terminology accuracy
in context. Segment 5 in the ST starts with “no
one knows whether time travel is physically pos-
sible”, and “physically” here was rendered as 物
理上 (literally, regarding Physics) in all four Chat-
GPT translations. As an evaluator notes, this trans-
lation “makes sense but is not as accurate and easy
to understand as技术上” (literally, technically), as
seen in the human translation.

For the human translation, on the other hand,
most comments are related to the issue of accuracy,
specifically with regards to the deviation of mean-
ing and omission cases. This issue, as shown in the
comments, is mainly related to the creative modi-
fications of the original text made by the human
translator. Creativity, in this case, presents itself as
a double-edged sword. For instance, the creative
translation of the title was highlighted by evalua-
tors, both as strengths and weaknesses from dif-
ferent perspectives. For one evaluator, the human
translation of the title was favored by one evalu-
ator, quoting “I think ‘major time travel perk’ is
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difficult to render in Chinese [. . . ] Strictly speak-
ing, TT1 did not follow the ST but adopted a more
creative solution. I really like this translation. This
sounds exactly like the title of an article you’d read
in a popular science magazine.” Notably, another
evaluator also commented on the positive impact
that the freedom shown by the human translators
in rendering the title, but at the same time, the neg-
ative impact was also pointed out: “It is in the style
of title to start with; it conforms less closely to the
wording of the ST but incorporates an understand-
ing of the whole article. This is something an expe-
rienced translator with good Chinese skills would
do or would aim for, at least. Nevertheless, this
translation apparently suggests the main purpose
of the article is to introduce the physics of time-
travel, which is slightly off target.” Similarly, in
another segment, the translation of a subheading
“Time Without Beginning” as 没有起点的故事
(literally, a story without beginning), was pointed
out by one evaluator as inaccurate, due to the mis-
translation of “time” as “story”.

4.3 Summary of Findings

Overall, based on automatic evaluation metrics and
human evaluation scores, the rankings of the TTs
show that the basic prompt led to better perfor-
mance of ChatGPT in translation than the prompt
including information typical of a translation brief.
For the employment of personas to guide Chat-
GPT, assigning the role of a translator is more ef-
fective than the basic prompt and assigning the role
of an author, and it has actually led to the best per-
formance among the four prompts tested. For hu-
man evaluation comments, it is shown that while
the main issues with ChatGPT-generated transla-
tions rest on the issues of fluency and naturalness,
the comments for the published translation focus
mainly on accuracy, mostly resulting from the cre-
ativity and stylistic choices shown in the text.

These findings suggest that providing the infor-
mation contained in a typical translation brief used
in human-to-human communication for translation
commissions does not necessarily lead to a better
performance of ChatGPT in completing translation
commands, and that assigning ChatGPT with the
role of a translator appears to have a better result
than assigning the role of an author or just using a
basic prompt.

5 Conclusion

This study explores the efficacy of integrating con-
cepts developed in translation studies into prompt-
ing ChatGPT for translation tasks. By evaluating
the outputs generated by ChatGPT under four dif-
ferent prompts, it seeks to provide insights into the
effectiveness of giving a translation brief to Chat-
GPT and assigning ChatGPT the personas of an
author and a translator. Findings show that as-
signing the persona as a translator allowed Chat-
GPT to achieve the best performance among the
four prompts, and that the translation generated
by ChatGPT using the translation brief prompt re-
ceived the lowest ranking. This indicates that the
classical settings of a translation brief, aiming at
human-only workflow, might not work as well as
one would expect in a human-machine workflow.
However, it would be necessary to revisit the con-
ceptual tools developed in translation studies, con-
sidering the development of translation technology
and the changing landscape in the industry, so as
to further consolidate the relevancy and credibil-
ity of translation studies as a discipline. Similarly,
training GPT models using aligned source and tar-
get texts, paired with translation briefs, and explor-
ing other concepts developed in translation studies
could be potentially beneficial.

There are some limitations of the current re-
search. For instance, when testing the consistency
of the prompts based on the translation outputs
generated by ChatGPT, involving multiple raters,
and conducting an inter-rater reliability test would
be helpful. Additionally, a reader centered hu-
man evaluation metrics and interviews with human
evaluators would have been a good complement to
the information based solely on the textual anal-
ysis of evaluators’ comments extracted from the
grading form. In addition, using document-level
quality evaluation metrics might also strengthen
the discussion of the results.

As mentioned in the introduction, this research
only provides partial insights into the two gen-
eral research questions, based on the data collected
in this experiment. To further develop this line
of research, different prompts conveying informa-
tion about translation concepts could be examined,
across various genres, assessed with a human eval-
uation scale closer to the reality of translation read-
ing by a larger number of human evaluators. This
approach would generate more data, allowing for
replication and statistical testing to enhance relia-
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bility. Additionally, with the development of Gen-
erative AI, research into other LLMs for transla-
tion purposes could offer valuable comparative in-
sights for both practitioners and researchers in the
field.

Thinking forward, as Hendy et al. (2023) rightly
note, although GPT models have promising poten-
tial in machine translation, their performance re-
mains underexplored compared to commercial ma-
chine translation systems. LLMs are developing
rapidly as we write. By extending the scope of
translation studies from human-to-human commu-
nication to human-machine communication, trans-
lation researchers can help to co-shape the future
of machine translation and theorize the practice of
translation in the new era.
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Abstract

Assessing the performance of interpreting
services is a complex task, given the nu-
anced nature of spoken language trans-
lation, the strategies that interpreters ap-
ply, and the diverse expectations of users.
The complexity of this task become even
more pronounced when automated evalua-
tion methods are applied. This is particu-
larly true because interpreted texts exhibit
less linearity between the source and target
languages due to the strategies employed
by the interpreter.

This study aims to assess the reliability of
automatic metrics in evaluating simultane-
ous interpretations by analyzing their cor-
relation with human evaluations. We fo-
cus on a particular feature of interpreta-
tion quality, namely translation accuracy or
faithfulness. As a benchmark we use hu-
man assessments performed by language
experts, and evaluate how well sentence
embeddings and Large Language Mod-
els correlate with them. We quantify se-
mantic similarity between the source and
translated texts without relying on a ref-
erence translation. The results suggest
GPT models, particularly GPT-3.5 with di-
rect prompting, demonstrate the strongest
correlation with human judgment in terms
of semantic similarity between source and
target texts, even when evaluating short
textual segments. Additionally, the study
reveals that the size of the context window

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

has a notable impact on this correlation.

1 Introduction

The assessment of interpreting quality is a com-
mon practice in both professional interpreting and
academic contexts. The results of these evalua-
tions offer valuable insights for a wide range of
stakeholders, including interpreter’s clients, users,
practitioners, educators, certification bodies, and
researchers (Han, 2022).

Assessing quality in interpretation is a complex
endeavor. Quality is not only challenging to mea-
sure, but it manifests also an “elusive nature” (Be-
cerra et al., 2013, p. 7) making it difficult to define.
The notion of quality in fact may vary from one
user to another, introducing a substantial degree
of subjectivity in determining what constitutes a
good translation of speech. Furthermore, the cri-
teria for quality are contingent upon the type of
interpretation involved. For instance, in confer-
ence interpreting, the emphasis is generally on the
quality of the interpreter’s output, encompassing
aspects such as content, language, and delivery. In
contrast, within community settings like social and
healthcare interpreting, interactional competencies
and discourse management play a crucial role in
determining what quality is (Kalina, 2012).

Traditionally, the assessment of interpreting
performances has been carried out manually, a
methodology that comes with its own set of pros
and cons. On the positive side, human evalua-
tions offer a holistic view of quality by taking into
account various facets of the communication pro-
cess, thereby delivering a more nuanced under-
standing of interpreting performance (Pöchhacker,
2002; Becerra et al., 2013). Conversely, manual
assessment comes with its own set of challenges,
including being labor-intensive, time-consuming
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and costly (Wu, 2011). Furthermore, the results
often have limited generalizability due to either the
restricted scope of the data sampled or the inher-
ent complexities associated with evaluating spoken
translation.

In light of the limitations, there has been a grow-
ing interest to apply automatic metrics to the eval-
uation of interpreting performances. While tradi-
tional statistical metrics like BLEU have shown
limited efficacy in capturing translation quality
from a user’s perspective, the emergence of se-
mantic vectors and pre-trained, large-scale gener-
ative language models has yielded promising re-
sults, especially in the domain of written transla-
tion (Kocmi and Federmann, 2023). The appli-
cation of these metrics is gradually extending to
the field of spoken translation as well (Han and
Lu, 2021b). However, it must be mentioned that
orally translated texts possess certain characteris-
tics that might restrict the efficacy of employing
metrics designed for written texts. Interpreters, es-
pecially in the simultaneous modality, tend to alter
the text more extensively than translators, modify-
ing the structure and omitting parts deliberately as
a strategy rather than a deficiency. For example,
interpreters may omit part of the original when ex-
periencing cognitive overload, when they cannot
comprehend the original message, to name just a
few (Korpal, 2012). This non-linearity between
source and target texts renders the task of auto-
matic evaluation even more challenging.

The adoption of easy accessible and robust auto-
matic evaluation in interpreting offers several po-
tential applications that could benefit a wide range
of stakeholders. Firstly, the ability to provide in-
stant feedback to trainees and practitioners would
enable them to quickly assess their performance
and pinpoint areas for improvement, also in real-
time, creating a faster feedback loop that could
substantially accelerate autonomous skill develop-
ment. Secondly, automatic evaluation might aid
organizations in consistently and objectively mon-
itoring the quality of their multilingual services.
Thirdly, automatic metrics that correlate with hu-
man judgments might serve as a useful tool for the
continuous evaluation of machine interpretation.

This study addresses two primary questions:
First, is there an automatic metric that aligns
closely with human judgment and can thus be used
to automate the accuracy evaluation of spoken
language translation? Second, do these metrics

evaluate human-generated translations, machine-
generated translations, or both more effectively?

The rest of the paper is organised as follows.
In Section 2 we present an overview of research
in the field of automatic evaluation of interpreting
performances. In Section 3, we illustrate our re-
search methodology, our data and the experimen-
tal design. Section 3.1 describes the dataset cre-
ated for this task. Section 3.2 describes the pro-
cess for human evaluation of the translations while
Section 3.3 delves on the process followed for the
automatic evaluation. Section 4 presents the re-
sults. Section 5 introduces some ethical implica-
tions. Finally, Section 6 concludes the paper with
some discussion and remarks.

2 Related work

The evaluation of translation quality and in par-
ticular of accuracy or information fidelity, i.e.
the correspondence between source-language and
target-language renditions, has traditionally dif-
fered between computer science, with its tradition
of abundant use of automatic metrics, and trans-
lation and interpreting community, with its focus
on manual evaluation as perceived by experts and
users.

In computer science, evaluation metrics such
as Bilingual Evaluation Understudy (BLEU) (Pa-
pineni et al., 2002), National Institute of Standards
and Technology (NIST) (Doddington, 2002), Met-
ric for Evaluation of Translation with Explicit Or-
dering (METEOR) (Banerjee and Lavie, 2005),
and Translation Edit Rate (TER) have been foun-
dational in establishing benchmarks for Machine
Translation Quality Estimation (MTQE). BLEU
and NIST emphasise n-gram precision, with NIST
uniquely weighting distinct n-grams. METEOR
integrates both recall and precision, while TER
quantifies requisite edits for optimal translation
alignment. However, recent scholarly discourse
have suggested that these metrics, while valuable,
may possess intrinsic limitations in encapsulating
the multifaceted subtleties and overarching context
of linguistic structures (Fernandes et al., 2023).
This acknowledgement has precipitated the ex-
ploration of advanced, data-driven methodologies
for MTQE without references. Neural networks,
characterized by their bio-inspired architectures,
emerge as a compelling alternative. These com-
putational structures excel in managing volumi-
nous datasets, discerning intricate patterns, and,
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crucially, accounting for the inherent complexities
associated with linguistic phenomena.

In the field of neural network architectures, the
potential of Recurrent Neural Networks (RNNs),
Convolutional Neural Networks (CNNs), and the
groundbreaking Transformer for semantic similar-
ity computations has been explored. Of these,
Transformer-based models like BERT and GPT
have gained considerable academic traction due
to their outstanding performance across numerous
Natural Language Processing (NLP) tasks (Wang
et al., 2023; Kocmi and Federmann, 2023; Fernan-
des et al., 2023; Clark et al., 2020; Xenouleas et
al., 2019; Yang et al., 2019; Brown et al., 2020;
Hendy et al., 2023; Clark et al., 2019; Vaswani
et al., 2017). Central to these architectures is the
concept of embeddings: dense vector representa-
tions that capture the semantic essence of words
or textual segments. Within this high-dimensional
space, vectors situated closely denote semantic re-
latedness. In translation evaluation, embeddings
offer a mediating semantic layer, enabling com-
parisons between source and target linguistic struc-
tures. However, the embeddings landscape is com-
plex. Models from the Universal Sentence En-
coder Multilingual (USEM) to the Generative Pre-
trained Transformer (GPT) produce embeddings
with varied purposes. For example, USEM is
geared towards retrieving semantically aligned en-
tities, while GPT emphasizes generating context-
rich linguistic constructs. These nuances highlight
the need for researchers to thoughtfully choose
models aligned with their specific research goals.

In interpreting studies, a subdomain of transla-
tion studies dedicated to oral translation, the tradi-
tional practice has been to assess accuracy man-
ually, with or without references. Many of the
evaluation methodologies are derived by written
translation. For the assessment based on refer-
ences, also known as intra-lingua assessment, the
notion of ”tertium comparisons” stands as a pivotal
benchmark within a particular language (Setton
and Motta, 2007). Tracing the historical evolution
of this methodology, (Carroll, 1966) stands out as
a foundational contributor. He experimented with
lay people to ascertain accuracy in translations.
Building on Carroll’s scale, (Tiselius, 2009) re-
fined the process, integrating references to spoken
language and interpreting for intra-lingual assess-
ment. These approaches, while receiving consid-
erable acceptance from seasoned interpreters, are

not without limitations. The impact of cognitive-
linguistic factors can potentially alter evaluation
results (Han and Zhao, 2021). Moreover, intra-
lingual evaluations face challenges in adapting
to changing contexts and demographics and may
lack a universally acknowledged point of refer-
ence (Setton and Motta, 2007).

Academic discussions prioritise evaluation
methods for gauging accuracy in inter-language
interpreting. These methods range from error
analysis, as seen in works by (Gerver, 1969) and
(Gile, 1995) that identify translation inaccuracies,
to propositional analysis, endorsed by researchers
like (Mackintosh, 1983) and (Lee, 1999a; Lee,
1999b; Lee, 2002), which examines textual accu-
racy. However, these methods present challenges
in addressing linguistic subtleties and differing
interpretations. More recent research emphasizes
grading rubrics, tracing back to (Carroll, 1966),
which outline performance across competency
tiers and are validated in multiple studies (Han,
2016; Han, 2017; Nia and Modarresi, 2019; Wu
et al., 2013). Yet, even with proven reliability,
this rubric-based evaluation faces hurdles like the
development and validation of rubric descriptors
and evaluator inconsistencies.

A few studies have explored the effectiveness of
various metrics in evaluating the translation qual-
ity or interpreting performances. (Chung, 2020),
for instance, pinpointed the strong alignment be-
tween human evaluations and scores determined
by BLEU and METEOR for German-to-Korean
translation. Subsequent studies by (Han and Lu,
2021a) and (Lu and Han, 2022) reinforced the
merit of these automated tools. Han and Lu (2021)
discerned that METEOR’s sentence-level evalua-
tions resonated more with human assessments than
broader, text-level evaluations. Conversely, Lu and
Han’s (2022) exploration, fortified with the inte-
gration of the BERT model (Devlin et al., 2019),
showcased substantial correlations between human
and automated evaluations, underlining the poten-
tial of these metrics in assessing interpreting per-
formances. A recent study by (Kocmi and Fed-
ermann, 2023) employed Large Language Mod-
els like GPT to evaluate translation quality across
three language pairs, concluding that only models
GPT3.5 and above possess the capability for such
translation quality assessment.

While initial studies have underscored positive
and moderate-to-strong correlations for MT met-
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rics such as BLEU and METEOR, to the best of
our knowledge no research has been conducted so
far on the use of language models for reference-
free interpreting assessment. Our study aims to fill
this gap.

3 Data and methodology

3.1 Dataset
The dataset used for the study consists of 12
original speeches in English translated into Span-
ish, each lasting approximately 5 minutes. These
videos were curated from a broader selection of
real-life contexts, including lectures, business pre-
sentations, live tutorials, and political addresses.1

Although the corpus size is inherently limited,
in order to allow high quality human evaluation,
the selection of videos was strategically designed
to capture a spectrum of speech features. The
speeches were distributed equally in terms of gen-
der, with 6 from male speakers and 6 from female
speakers. In addition, the accent of the speak-
ers comprises both native and non-native speakers.
The nature of the speeches is diversified into three
categories: 4 corporate, 4 political, and 4 gen-
eral presentations. The speeches comprise 3529
tokens.

For the evaluation purpose, each video was si-
multaneously interpreted in two ways:

• Translation H: Human professional inter-
preters were engaged. Three interpreters, na-
tive Spanish speakers, were involved, each re-
sponsible for translating four videos. Simul-
taneous interpreters were required to interpret
the entire video (approximately 5 minutes) to
preserve the contextual information essential
for accurate interpretation. However, only 2
minutes of the videos were randomly selected
for the evaluation.

• Translation M: Machine interpretation was
carried out by the KUDO AI Speech Trans-
lator, the only system available for simulta-
neous translation available at the moment of
writing 2.

All recordings were automatically transcribed,
and the transcriptions were post-edited for accu-
racy by expert linguists proficient in both English
1The dataset is available under the Creative Commons
4.0 License at https://github.com/renawang26/
Information_fidelity
2www.kudo.ai

and Spanish. The goal of this operation was to
make sure that the transcripts did not contain er-
rors of transcription. The transcriptions were man-
ually aligned based on semantic units, a critical
step due to the absence of formal punctuation com-
monly found in written texts. These segments are
roughly comparable to sentences or smaller para-
graphs. The average length of segments is 29.41
tokens.

3.2 Human evaluation

The human evaluation process was guided by the
methodology proposed by (Fantinuoli and Prandi,
2021), which uses a Likert scale to assess two
key features of interpretation: accuracy (ability of
the translation to convey the meaning of the orig-
inal) and intellegibility (ability of the translation
of being understandable). The two dimensions re-
flect the main criteria at the core of the product-
oriented approach to quality evaluation in Inter-
preting Studies (Tiselius, 2009). For the purposes
of this study, however, the focus was exclusively
on the feature of informativeness, i.e. accuracy,
leaving the assessment of intellegibility and any
other potential feature for future research. One of
the advantages of this framework lies in its being
user-centric and in line with the corpus-based eval-
uation already established in Interpreting Studies
to assess the quality of human interpretation.

The human evaluation was conducted using a di-
verse group of 18 evaluators. This consisted of 9
professional interpreters and 9 bilingual individu-
als without any translation or interpreting experi-
ence. The goal was to capture a broad and un-
biased evaluation of the translations, taking into
account both professional expertise and everyday
bilingual proficiency. Each evaluator was assigned
4 videos to evaluate. They were informed that the
translations were transcriptions of oral simultane-
ous interpretations.

For each speech, the raters were asked to assess
on a six-point Likert scale first the intelligibility of
the output (without a comparison with the source
speech nor a comparison between the two outputs),
then to evaluate the accuracy of the renditions by
comparing each one to the source speech.

An important feature of the evaluation process
was the anonymity of the translation sources. Eval-
uators were not informed whether the translations
were produced by a human or by a machine. This
was a deliberate step to prevent any evaluation
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bias, ensuring that the judgment was strictly based
on the quality of the translation, irrespective of the
producer.

It is important to point out that with a value
of 0.0964 the interater agreement is low (“slight
agreement” on a Fleiss’ Kappa scale). This aspect
showcases the intrinsic complexity of objectively
assessing spoken language translation due to dif-
ferent expectations by the evaluators about what
constitutes accuracy. This is an insidious limitation
of the evaluation of human interpretation (see Han
2022). While the low agreement between multiple
raters is expected, it also limits the generalizability
of our findings.

3.3 Machine evaluation

Our approach to the machine assessment of spo-
ken language translation is based on the concept
of semantic similarity leveraging sentence embed-
dings and large language model prompting tech-
niques. The rationale behind using embeddings to
measure semantic similarity is multifold, as it prof-
fers a host of advantages, such as the provision of
a continuous representation (Mikolov et al., 2013;
Pennington et al., 2014), incorporation of contex-
tual information (Devlin et al., 2019; Peters et al.,
1802), dimensionality reduction (Roweis and Saul,
2000), applicability of transfer learning (Howard
and Ruder, 2018; Raffel et al., 2020), multilin-
gual support (Conneau et al., 2017; Wu et al.,
2016), interoperability (Ruder et al., 2019; Artetxe
et al., 2018), ease of use (Radford et al., 2018), and
state-of-the-art performance (Vaswani et al., 2017;
Brown et al., 2020) in NLP tasks. The advantage
of using sentence embeddings over MTQE mod-
els for assessing interpreting performance lies in
the ability of embeddings to evaluate without the
need for references. This approach contrasts with
some MTQE models, which typically depend on
references for quality assessments. Furthermore,
sentence embeddings are adaptable across a broad
spectrum of languages and text genres, offering a
versatile solution for evaluating interpreting per-
formance. This flexibility is beneficial across dif-
ferent domains and contexts, whereas MTQE mod-
els often necessitate more specific training data to
achieve comparable effectiveness. The fundamen-
tal operation of this methodology involves vec-
torising each sentence in both the source and tar-
get texts. Essentially, this means mapping each
sentence to its corresponding vectors of real num-

bers, thereby projecting them into a shared multi-
dimensional space. This conversion of textual data
into numerical format empowers the machine to
elaborate the semantics of the texts effectively.
The subsequent step involves the calculation of co-
sine similarity, which serves as a measure of the
similarity between each language pair.

We employed three neural network models to
carry out sentence embedding: all-MiniLM-L6-
v23, Generative Pre-trained Transformer (GPT),
and in particular GPT-Ada. model4, and Uni-
versal Sentence Encoder Multilingual5 (USEM).
By integrating the all-MiniLM-L6-v2 for its effi-
cient, compact design suitable for multi-language
applications, alongside GPT-Ada for their ad-
vanced generative capabilities and adaptability,
and USEM for its extensive language coverage and
cross-lingual semantic understanding, this strategy
offers a balanced and comprehensive approach.
The embeddings obatained werer vectorised sen-
tences in both English and Spanish. The sen-
tence embeddings computed with these models
were later used to calculate the Cosine Similarity
between the source texts and the translations.

In addition to the models for computing word
vectors, we tested another method to compute se-
mantic similarity leveraging the prompt function-
ality of GPT3.56. The Large Language Model was
assigned the task of assessing the semantic simi-
larity between pairs of sentences, one in English
and the other in Spanish, using a scale ranging
from 1 to 5. An example prompt provided was:
”Given the two sentences in English and Spanish,
rate from 1 to 5 their similarity, where 1 is not sim-
ilar and 5 very similar.”

3.4 Computing correlations

The human and automatic assessments were put
together in an evaluation matrix. Pearson’s cor-
relation coefficients were leveraged to explore the
relationships between human and machine eval-
uations. Specifically, the correlations between
human judgments and the cosine similarities de-
rived from the embeddings of segments from the
source speech and their corresponding translations
3https://huggingface.co/
sentence-transformers/all-MiniLM-L6-v2
4https://platform.openai.com/docs/
api-reference/embeddings
5https://tfhub.dev/google/
universal-sentence-encoder-multilingual-large/
3
6https://www.openai.com
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(Translation H and Translation M) generated by
three models. were calculated. As stated before,
the overarching aim was to probe the feasibility of
achieving machine-human parity in the evaluation
results.

Since the neural network models chosen for this
experiment have limited reliably in computing se-
mantic vectors for long texts, we opted to establish
a correlation between human and machine evalu-
ations at the segment level. It is essential to em-
phasize that similarities values obtained from iso-
lated segment pairs have intrinsic limitations since
they are not able to consider accuracy across seg-
ments. Thus, the quantity of tokens utilized as
context for sentence embeddings could potentially
affect the model’s contextual comprehension and,
subsequently, the precision of semantic similarity
assessments.

To take this into consideration, we examined the
effect of “window size”, i.e. the number of seg-
ments combined into a single one. For this pur-
pose, we computed similarities for window sizes
up to five segments. The systematic variation in
window size aimed to shed light on how seman-
tic similarity between human and machine evalua-
tions could potentially be influenced by the avail-
ability of cross-segment context.

4 Results

To analyse the data, we devised charts from three
perspectives, including the comparison of correla-
tion values among evaluation methods, a compari-
son between Translation H and Translation M, and
correlation values based on window size.

In Figure 1 we compare the distribution of cor-
relation values across all machine evaluation meth-
ods, namely GPT-3.5, all-MiniLM-L6-v2, GPT-
Ada, and UMSE, for both Translation H and Trans-
lation M.

The correlation with GPT-3.5 displays the high-
est median correlation value. The interquartile
range (IQR) is also quite narrow, indicating that
the correlation values for this method are consis-
tently high and well-aligned with human evalu-
ations. The correlation with all-MiniLM-L6-v2
has a wide IQR, showcasing varied performance.
The median value is close to zero, but there are
negative outliers, indicating instances where the
machine evaluation is inversely related to human
judgment. The correlation values with GPT-Ada
are relatively consistent, with a narrow IQR. The

median is slightly above 0.3, which indicates mod-
erate alignment with human judgments. UMSE’s
performance seems to be close to GPT-Ada with a
median slightly above 0.3. The IQR is a bit larger,
suggesting a bit more variability in the correlation
values.

Figure 1: Correlations among machine evaluation methods

For the comparison between Translation H and
Translation M in Figure 2, paired bar charts elu-
cidate the average correlation disparities for each
machine evaluation method. GPT-3.5’s measure-
ments exhibit robust correlation values with human
judgments for both translations, although Transla-
tion H marginally outperforms Translation M. For
all-MiniLM-L6-v2, the correlation of Translation
H gravitates towards zero, whereas Translation M
registers a negative value, implying a potential
misalignment of the all-MiniLM-L6-v2’s evalua-
tions with human perspectives, predominantly for
Translation M. GPT-Ada embeddings yield nearly
identical correlation values for both translations,
but with Translation H slightly edging out. In-
triguingly, UMSE’s embeddings produce a higher
correlation value for Translation M compared to
Translation H.

Figure 2: Correlations for Translation H and Translation M

Turning to the third perspective, which exam-
ines the shift in correlation values based on win-
dow size, line charts in Figure 3 and Figure 4 offer
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Figure 3: Correlations for Translation H according to win-
dow size

insights into this dynamic for each machine eval-
uation method. For Translation H (Human Trans-
lated) in Figure 3, GPT-Ada correlation with hu-
man ratings sees a mild fluctuation across window
sizes, initially decreasing from window size-1 to
size-2, then slightly rising in the following win-
dow size2-5. The all-MiniLM-L6-v2 model, in
contrast, exhibits a downward trend, indicating re-
duced agreement with human evaluations as win-
dow size grows. UMSE consistently maintains
a stable correlation with human ratings, show-
ing only minor variations across different window
sizes. GPT-3.5 presents a distinct pattern; while its
correlation initially drops from size-1 to size-2, it
surges notably in the subsequent window, outper-
forming the other models.

In observations for Translation M (Machine
Translated) in Figure 4, GPT-Ada begins with
a positive correlation with human ratings with
size-1, but this declines as the window size ex-
pands, hinting at potential metric inconsisten-
cies for broader contexts. The all-MiniLM-L6-v2
model’s correlation, on the other hand, commences
positively by size-1 and consistently rises with the
window size, pointing to a more aligned evaluation
with human judgment for larger translation seg-
ments. UMSE’s performance mirrors its evalua-
tion with human translations, maintaining stability
across all window sizes and showcasing its con-
sistent metric evaluation. In contrast, GPT-3.5’s
correlation fluctuates considerably across window
sizes — experiencing a drop, a subsequent rise,
and then another decline — indicating a variable
level of concurrence with human assessments de-
pending on the window size.

5 Ethical considerations

The adoption of automatic evaluation also raises
ethical concerns that warrant careful consideration.
One potential issue is the possibility to continu-
ously monitor interpreters, which might infringe

Figure 4: Correlation for Translation M according to window
size

on privacy rights and create a sense of constant
surveillance, negatively impacting job satisfaction
and professional autonomy. Additionally, deci-
sions regarding the employability of individuals
could be blindly given to mechanical means, po-
tentially leading to unjust or biased outcomes if the
algorithms fail to account for contextual nuances
or other essential aspects of human communica-
tion. As such, it is crucial for the language indus-
try to carefully weigh the benefits and challenges
of automatic evaluation, ensuring that ethical con-
siderations are addressed as advancements in AI
technology continue to reshape the landscape.

6 Conclusions

This study aimed to analyze the correlation be-
tween automated and human evaluations of trans-
lated content. The peculiarity of this experiment
is that we focused on a specific form of transla-
tion: the simultaneous interpretation of English
speeches into Spanish. This mode of translation
introduces unique challenges to assessment due to
the nonlinear nature of the output (in spoken trans-
lation, the differences between the source and tar-
get can be more pronounced than in written trans-
lation) and varying user expectations regarding in-
terpretation quality. We evaluated both interpre-
tations provided by professional interpreters and
those produced by a machine interpretation sys-
tem. The objective was to develop a metric reflect-
ing interpreting quality in a manner consistent with
human judgment.

The direct prompting of GPT-3.5 for quality es-
timation on a Likert scale exhibits the highest me-
dian correlation with human evaluation. This find-
ing establishes GPT-3.5 as the most promising tool
among the evaluated methods to gauge transla-
tion quality, both for interpretations produced by
humans and machines. GPT-3.5 benefits from a
larger context, performing better with larger seg-
ment windows. This suggests that the model can
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capture and evaluate long dependencies more ef-
fectively.

Contrary to expectations, GPT-3.5’s correlation
with human judgment is somewhat stronger for
translations produced by professional interpreters
than for machine-generated ones. This implies
that GPT might be subtly more attuned to the lin-
guistic nuances of human translation, even though
it remains adept at evaluating speech translation.
One possible explanation for this is that human in-
terpreters often introduce subtle contextual, tonal,
and idiomatic adjustments that are more aligned
with GPT-3.5’s training on diverse data, whereas
machine translations might adhere more strictly to
equivalences. Looking forward, further research
could explore deeper into the characteristics of the
datasets used for training such models and their
alignment with real-world interpretation tasks.

This study presents several limitations. The ob-
served low interrater agreement suggests potential
inconsistencies in human evaluations, possibly af-
fecting correlation values, and generability of the
results. Furthermore, the limited scope of the sam-
pled translations might not capture the full range
of linguistic complexities inherent to interpreta-
tion. Future research should consider evaluations
for higher window sizes. In light of GPT-3.5’s per-
formance in this study, future research might ex-
plore its ability to delineate nuances of typologies
of errors rather than merely providing aggregate
scores

This study is considered a preliminary attempt
to test the feasibility of applying automatic metrics
to evaluate inputs from both human and machine
interpreters. Before these metrics can be used in
production, more research needs to be conducted.
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Lee, Tae-Hyung. 1999b. Speech proportion and ac-
curacy in simultaneous interpretation from English
into Korean. Meta: journal des traducteurs/Meta:
Translators’ Journal, 44(2):260–267. ISBN: 0026-
0452 Publisher: Les Presses de l’Université de
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Lu, Xiaolei and Chao Han. 2022. Automatic as-
sessment of spoken-language interpreting based on
machine-translation evaluation metrics: A multi-
scenario exploratory study. Interpreting. ISBN:
1384-6647 Publisher: John Benjamins Publishing
Company Amsterdam/Philadelphia.

Mackintosh, J. 1983. RELAY INTERPRETATION:
AN EXPLORATORY STUDY. University of London.
Ph.D. thesis, unpublished MA thesis.

Mikolov, Tomas, Ilya Sutskever, Kai Chen, Greg S.
Corrado, and Jeff Dean. 2013. Distributed repre-
sentations of words and phrases and their composi-
tionality. Advances in neural information processing
systems, 26.

Nia, Foroogh Khorami and Ghasem Modarresi. 2019.
A Rasch-based validation of the evaluation rubric
for consecutive interpreting performance. Sendebar,
30:221–244. ISBN: 2340-2415.

Papineni, Kishore, Salim Roukos, Todd Ward, and Wei-
Jing Zhu. 2002. Bleu: a method for automatic eval-
uation of machine translation. In Proceedings of the
40th annual meeting of the Association for Compu-
tational Linguistics, pages 311–318.

Pennington, Jeffrey, Richard Socher, and Christo-
pher D. Manning. 2014. Glove: Global vectors
for word representation. In Proceedings of the 2014
conference on empirical methods in natural lan-
guage processing (EMNLP), pages 1532–1543.

Peters, Matthew E., Mark Neumann, Mohit Iyyer, Matt
Gardner, Christopher Clark, Kenton Lee, and Luke
Zettlemoyer. 1802. Deep contextualized word rep-
resentations. CoRR abs/1802.05365 (2018). arXiv
preprint arXiv:1802.05365.
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Abstract

Translation Quality Evaluation (TQE) is
an essential step of the modern translation
production process. TQE is critical in as-
sessing both machine translation (MT) and
human translation (HT) quality without
reference translations. The ability to eval-
uate or even simply estimate the quality of
translation automatically may open signif-
icant efficiency gains through process op-
timisation. This work examines whether
the state-of-the-art large language models
(LLMs) can be used for this uncertainty
estimation of MT output quality. We take
OpenAI models as an example technology
and approach TQE as a binary classifica-
tion task. On eight language pairs includ-
ing English to Italian, German, French,
Japanese, Dutch, Portuguese, Turkish, and
Chinese, our experimental results show
that fine-tuned GPT3.5 can demonstrate
good performance on translation quality
prediction tasks, i.e. whether the trans-
lation needs to be edited. Another find-
ing is that simply increasing the sizes of
LLMs does not lead to apparent better
performances on this task by comparing
the performance of three different versions
of OpenAI models: Curie, Davinci, and
GPT3.5 with 13B, 175B, and 175B param-
eters, respectively.

1 Introduction

Most modern translation projects include post-
editing (PE) of machine-translation (MT) output
(Han and Gladkoff, 2022; Gladkoff et al., 2022).
Instead of translating from scratch, the MT+PE

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

process increases productivity and allows to speed
up global content delivery (Gladkoff and Han,
2022; Han et al., 2013). However, in regulated in-
dustries and many other scenarios raw MT output
is not suitable for final publication due to the in-
evitable errors caused by the inherently stochastic
nature of neural MT (NMT) (Han, 2022a; Freitag
et al., 2021; Hong et al., 2024). Hallucinations, in-
correct terminology, factual and accuracy errors,
small and large, as well as many other types of
mistakes are inevitable to varying degrees of ex-
tent, and therefore for premium quality publica-
tion human revision is required. MT output serves
as input for a professional human translator, who
reviews and revises the MT proposals to eliminate
factual errors and ensure that the quality of trans-
lated material conforms to the customer specifica-
tions. At the same time even with those languages
that are not handled well by MT, there is a sig-
nificant portion of segments that are not changed
after human review. This portion varies from 10%
to 70% in some cases 1, and the question arises, “Is
it possible to use machine learning (ML) methods
to mark these segments and save time for human
reviser and make them focus on those segments
that need attention instead”? In other words, Is it
possible to capture editing distance patterns from
data of prior editing of this material, which al-
ready has been made? This could further speed
up the translation process and decrease the costs
while preserving the premium quality of the trans-
lated product.

This problem is also closely related to the tradi-
tional MT quality estimation (QE) shared task that
has been held with the Workshop of MT (WMT)
series since 2012 (Callison-Burch et al., 2012;
Koehn et al., 2022; Zerva et al., 2022; Han et al.,
2013; Han, 2022b), where both token-level and
segment-level QE were carried out.

1logrusglobal.com statistics
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From practical application and industrial usage,
we formulate the problem into a single classifica-
tion task, i.e. we are trying to solve a classification
task to answer if the translated segment (sentence)
needs to be edited, or not.

With the development of current large language
models (LLMs), we choose OpenAI models as
state-of-the-art LLMs to examine their capabilities
for this task. In this work, our first experimen-
tal investigation is on “Predictive Data Analytics
with AI: assessing the need for post-editing of
MT output by fine-tuning OpenAI LLMs”. We
also follow up with an experiment that explores
“if the size of sample or LLM matters in such a
task” by experimenting with three OpenAI mod-
els: curie, davinci, and gpt3.5, with parameter
sizes varying from 13B to 175B.

The rest of this paper is designed as below. Sec-
tion 2 introduces related work to ours including
MT-QE-related shared task and challenge events,
Section 3 presents our methodology design and
pilot study using two language pairs, Section 4
extends the experimental investigation with six
more language pairs, section 5 discusses experi-
ment on English-Japanese news content with the
increasing sizes of training and testing corpus and
explores two more OpenAI LLMs with varying
model sizes, and Section 6 concludes this paper
with future work and research perspectives.

2 Related Work

The Quality Evaluation (QE) of MT output has al-
ways been a critical topic for MT development due
to its critical role in assessing quality in the pro-
cess of training. In many cases, evaluation has to
be done without seeing the reference translations.
In many practical situations, reference translations
are not available or even impossible to acquire, i.e.
it is not practical to “manufacture” them for eval-
uation. The earliest QE shared task with the an-
nual WMT conference started in 2012 when word
level QE was introduced by (Callison-Burch et al.,
2012) to estimate if the translated tokens need to
be edited or not, such as deletion, substitution, or
keeping it as it is. In the later development of QE,
a sentence-level task was introduced to predict the
overall segment translation scores, which are to be
correlated with human judgement scores, such as
using Direct Assessment (Graham et al., 2015).
In WMT-2022, a new task on binary sentence-
level classification was also introduced to predict

Historical 
post-editing data

Post-editing

ERP Data

SAP STH 
MT OpenAI API

Model testing
on MT output

LLMB2PEN
fine-tuning

Figure 1: LLMB2PEN Methodology Design on
Fine-tuning LLMs for Binary Prediction of Post-
editing Need on Translations.

if a translated output has critical errors to be fixed
on English-German and Portuguses-English lan-
guage pairs (Zerva et al., 2022).

The recent methods used for such QE tasks in-
cluded prompt-based learning using XLM-R by
KU X Upstage (Korea University, Korea & Up-
stage) from Eo et al. (2022), Direct Assessment
and MQM features integration into fine-tuning on
XLM-R and INFOXLM (Chi et al., 2021) by the
Alibaba team (Bao et al., 2022), and incorporating
a word-level sentence tagger and explanation ex-
tractor on top of the COMET framework by Rei
et al. (2022), in addition to historical statistical
methods such as support vector machine (SVM),
Naive Bayes classifier (NB), and Conditional Ran-
dom Fields (CRFs) by Han et al. (2013).

However, to the best of our knowledge, this
work is the first to investigate the OpenAI LLMs
with varying sizes on such MT error prediction
tasks with positive outcomes.

3 Methodology and Experiments

As shown in the system diagram in Figure 1, we
first collect the historical post-editing data from
our past projects on eight languages of Enter-
prise Resource Planning (ERP) content translation
on English→German, French, Italian, Japanese,
Dutch, Portuguese, Turkish, and Chinese (DE, FR,
IT, JA, NL, PT, TR, ZH). This project was com-
pleted by using an MT engine to automatically
translate the source into the eight languages, fol-
lowed by post-editing by professional linguists.
Two examples of MT and PE in English-Italian
and English-German languages as Pilot Experi-
ments are shown in Figure 2 and 3. Regarding MT
system selection, since the content was from the
ERP domain, we used the SAP STH as our MT
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EN-USA EN-IT MT MT PE

Have affected personnel in the immediate area of the hazardous 
work been notified of the work to take place?

Il personale interessato nell'area immediatamente interessata dal 
lavoro pericoloso è stato informato dei lavori da svolgere?

Il personale interessato dai lavori nell'area vicina all'intervento
pericoloso è stato informato sui lavori da svolgere?

Have all Energy Sources been restored per restart procedures and 
isolations removed?

Sono state ripristinate tutte le fonti energetiche per ogni ripresa e 
rimozione degli isolamenti?

Sono state ripristinate tutte le sorgenti di energia secondo le 
procedure di riavvio e sono stati rimossi gli isolamenti?

Have all equipment and safeguards been completely restored Tutte le attrezzature e le misure di sicurezza sono state 
completamente ripristinate?

Attrezzature e salvaguardie interamente ripristinate?

Have all equipment and safeguards been completely restored? Sono state completamente ripristinate tutte le attrezzature e le 
salvaguardie?

Attrezzature e salvaguardie interamente ripristinate?

Have all safeguards been completely restored? Tutte le salvaguardie sono state completamente ripristinate? Salvaguardie interamente ripristinate?
Have conditions changed? Le condizioni sono state modificate? Sono cambiate le condizioni?
Hazardous Energy Control (HEC) Procedural Format Formato procedurale per controllo energetico pericoloso (HEC) Format procedurale per controllo energetico pericoloso (CEP)
Hazardous Energy Control Permit Permesso di controllo dell'energia pericolosa Permesso di controllo energia pericolosa (HEC)
Hazardous Energy Control Permit completed as planned Permesso di controllo dell'energia pericoloso completato come 

previsto
Permesso CEP (HEC) completato come pianificato

Hazardous Energy Control Permit Template Modello di permesso di controllo dell'energia pericolosa Modello di permesso di controllo energia pericolosa (HEC)
Hazardous operations within 35ft (11m) of work area are shut 
down

Le operazioni pericolose all'interno di 35 ft (11 m) dell'area di lavoro
vengono chiuse

Le operazioni pericolose entro 35 ft (11 m) dell'area di lavoro
vengono chiuse

Figure 2: EN-IT Examples on MT and Post-Editing

EN-USA EN-DE MT MT PE

Chemical/Liquid Protective Boots Chemische/flüssige Schutzboote Schutzstiefel für Chemikalien und Flüssigkeiten
Child Location Unterlokation Untergeordneter Standort
Child Permit Kindgenehmigung Untergeordnete Genehmigung
Child State Untergeordneter Bundesstaat Untergeordneter Zustand
Child Workflow Untergeordneter Workflow Untergeordneter Arbeitsablauf
Child Workflow State Untergeordneter Workflow-Status Untergeordneter Arbeitsablaufstatus
Chilled Water - specify Pressure Kühlwasser - Geben Sie den Druck an. Kühlwasser - Druck angeben
Choose Workflows to Import Zu importierende Workflows auswählen Zu importierende Arbeitsabläufe auswählen
The file size exceeds the limit allowed Die Dateigröße überschreitet das zulässige Limit Die Dateigröße überschreitet die zulässige Grenze
Qualified Person returned service to full operation and 
notified all affected workers?

Qualifizierte Person hat den Dienst in Betrieb genommen und 
alle betroffenen Mitarbeiter benachrichtigt?

Hat die qualifizierte Person den Betrieb wieder vollständig
hergestellt und alle betroffenen Mitarbeiter benachrichtigt?

Qualified persons are First Aid/CPR Certified Qualifizierte Personen sind Erste-Hilfe-Zertifizierung/CPR-
zertifiziert

Qualifizierte Personen verfügen über Erste-Hilfe-
Zertifizierung/CPR-Zertifizierung

Record results every 30 minutes for length of work. Erfassen Sie die Ergebnisse alle 30 Minuten für die Dauer der 
Arbeit.

Ergebnisse alle 30 Minuten für die Dauer der Arbeit 
erfassen.

Record Worst Case Reading of any meter at any level in the 
space.

Erfassen Sie den Worst Case Reading eines beliebigen Zählers 
auf einer beliebigen Ebene des Bereichs.

Aufzeichnung des Worst-Case-Messwerts eines beliebigen
Zählers auf einer beliebigen Ebene im Raum.

The symbol displayed at the top left of the application, used 
as the home button.

Das oben links in der Anwendung angezeigte Symbol, das als
Home-Drucktaste verwendet wird.

Das oben links in der Anwendung angezeigte Symbol, das 
als Startseiten-Schaltfläche verwendet wird.

Figure 3: EN-DE Examples on MT and Post-Editing

engine. 2

With this data from a real-world translation
project, we used API to fine-tune the OpenAI
curie model for our classification task. The input
is the triple set (English source, MT outputs, post-
edited ”gold standard”) we prepared in Phase 1.
The goal of this step is to optimise the weights of
the model parameters for our classification task.
The custom fine-tuned model produced as a re-
sult of LLMB2PEN (LLM for Binary Prediction
of Post-editing Need) method is created in our pri-
vate space on the OpenAI account.

We did not apply “prompt engineering” for this
task by doing zero-shot, one-shot, or few-shot
training; we did a full-scale fine-tuning of OpenAI
LLMs via API. It is important to note that we did
not simply train the LLM for edit distance either;
instead, the model was trained to learn whether
the strings were edited or not taking into account
the full content of the string and the entire context
of the training data. One of the reasons that we
did not use prompting is that “Prompt Engineer-
ing” of ChatGPT-3 is limited by 3,000 tokens, and

2https://www.sap.com/ SAP is an enterprise resource
planning, automation and business software company.

with ChatGPT-4 the context has been increased to
25,000 tokens, but still very significant limitation
remains. OpenAI documentation states that 100
tokens = 75 words, meaning that the average sen-
tence is 20 tokens, therefore 3000 tokens is only
150 sentences, or 75 translation units of bilingual
text, or 50 segment triples of source, target and
reference. The context of 25,000 sentences is only
about 150 segment triples.

Also, fine-tuning is a deeper process of ad-
justing the model’s weights, and not just an in-
context learning. That’s why we chose fine-tuning
method, which is not constrained by such limita-
tions.

For our classification experiment we took about
4000 lines of bilingual data in triples of source,
target, and reference, and split it into train (large)
and test (smaller) sets with a ratio of 9:1.

There were no specific selection criteria for the
data because we took the entire project dataset af-
ter project completion. (Please, note that since we
used the entire data from the actual project, and
split the data set as 9:1, the sizes of test sets are
not round and slightly different for different lan-
guages.)
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We also combined source sentences in groups of
length, so that the test data set has the same distri-
bution of sentences by their length as the training
dataset.

Since the average sentence size is about 17
words, the training dataset contained about 35000
words of source data, 35000 words of MT output,
and 35000 words of post-edited human reference.

It is also important to note what the model
learns in this case - in such an experiment it learns
not to translate, but to spot MT translation errors
that were made by the specific MT engine in a spe-
cific language pair on particular content.

3.1 Outputs on EN-DE/IT

As a first step, we trained the curie LLM model
using our data for two language pairs: English-
Italian and English-German. To illustrate the re-
sults of prediction with our LLMB2PEN method,
we draw the confusion matrix for both language
pairs in Figures 4 and 5.

In the Confusion Matrix, from the top left cor-
ner in a clockwise direction, the 1st quadrant
means True Negative (TN): segment is predicted
as not requiring editing and it does not indeed
require post-editing. The 2nd quadrant is False
Positive (FP): segments which are predicted as re-
quiring editing, but in reality, they do not, that is
FP means that the segment is correct but wrongly
flagged for post-editing. The 3rd quadrant is True
Positive (TP) - reflecting the situation when a seg-
ment is correctly flagged as requiring post-editing.
The fourth quadrant is False Negative (FN): seg-
ment is predicted as correct, while in reality, it
does require post-editing. So the first and third are
successful classifications, and the other two are in-
correct classifications.

It is worth mentioning that if the segment is in-
correctly predicted as requiring post-editing, this
only leads to a small increase in post-editing cost,
while False Negative predictions represent the
consumer’s risk of seeing substandard segments as
not corrected in the final product. So in the context
of our task, we are much more concerned with the
share of False Negatives in the test classification
dataset.

In the Italian situation shown in Figure 4, you
can see that the model predicts correctly that
many more translated sentences need to be edited
(TP=503) than sentences that do not need to be
edited (TN=191). In incorrectly predicted cate-

Figure 4: EN-IT Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
top-left corner (TN, FP, TP, FN)

gories, 67 sentences need to be edited but pre-
dicted as good, and 81 translated sentences do not
need to be edited, but the prediction says they have
to be reviewed.

In the English-German set from Figure 5, the
situation is the opposite: there are more translated
sentences that do not need to be edited (442) than
prescribed for review (256) in the correct predic-
tions. In the wrong prediction categories, such
numbers are 90 and 46 respectively.

The prediction accuracy of the LLMB2PEN
model on our designed task is (TP+TN)/Total =
(503+191)/842 = 82.42% for English-Italian MT,
and (442+256)/834 = 83.69% for English-German
MT. Overall, our LLMB2PEN method shows that
the English-German output is clearly better than
the English-Italian.

However, if we only count the Type II errors (in-
correct prediction that the segments should NOT
be edited), then the corresponding error rates will
be 67/842 = 8% for Italian and 90/834 = 10% for
German.

3.2 Discussion

The first and foremost finding is that the fine-tuned
model learned enough information to make a very
significant prediction of whether the segment has
to be edited or not. It should be noted that such
successful classification holds the promise of a vi-
able method to significantly reduce the volume of
post-editing efforts and therefore time and costs.
There is, however, a problem: while it is OK to
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Figure 5: EN-DE Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
top-left corner (TN, FP, TP, FN)

present the editor with segments that are predicted
as required for editing, but in reality do not require
editing (the fourth quadrant, FP), real consumer
risk comes from the segments that have been pre-
dicted as not requiring editing and made their way
to the final predict, but in reality, they contain er-
rors (the fourth quadrant, FN).

Such segments represent a significant portion of
segments predicted as not requiring post-editing:
FN/(TN+FN) = 67/(191+67) = 67/258 = 26% of
“leave as is” (let’s call them “LAI”) segments for
Italian, and 90/(442+90) = 90/532 = 16.9% for
German.

It is possible that for specific language pairs and
MT engines the portion of the LAI segments will
decrease with the size increase of the training data
and further fine-tuning, but it is unlikely to be-
come zero, since with neural models the error rate
is never zero.

Two strategies can be considered for imple-
menting such prediction in production:

1. The LAI segments are excluded from the hu-
man loop and go into publication unvetted,
but not straight away as they advance through
the workflow along with all the other seg-
ments. In this scenario, the potential error
rate ceiling for final content will be FN/Total
= FN/(TP+FN+TN+FP) = 8% for Italian, i.e.
67/(81 + 67 + 191 + 503) = 81/842 and
10.8%= 90 / (90 + 46+ 442 + 256) = 90/834
for German.

It is not impossible to predict what would be
the actual error rate in those 8% and 10.8%
segments that will not be reviewed or the
severity of errors in them. It is, obviously, the
decision of the customer to decide whether
this is an acceptable level of consumer risk
for their situation (domain, type of content,
audience, etc.). Additional risk assessment
may be required to be carried out.

The savings on post-editing volume in
this scenario would be (TN+FN)/Total =
(191+67)/842 = 30.1% for Italian and
(442+90)/834 = 63.8% for German.

2. All LAI segments are marked as “100% MT
matches” in a CAT tool. With this approach,
translators are requested to review them, but
at a lower per-word rate, using the traditional
approach which is well familiar to transla-
tion providers. In this scenario the reduc-
tion of the total time, effort, and cost can be
estimated as follows: without this approach,
translators working on the Edit Distance Cal-
culation (EDC) model will get lower payment
(which can vary from 10% to 40% with dif-
ferent payment models) for not changed seg-
ments. In this scenario, translators may be
asked to review such LAI segments but paid
only a small part of the full rate for the review
of such segments.

Simple proportion allows us to calculate the
savings in the second scenario: if we take the full
payment for all the segments for 100% of post-
editing costs, and assume that 10% pay reflects
adequate pay for the review of LAI segments that
are marked as such, the volume of post-editing de-
creases 27.6% for Italian and 57.4% for German
with zero error rate of the final product (no pro-
ducer’s or consumer’s risk).

This estimate of a potential economy with a
guarantee of zero error rate begs for further re-
search and implementation of this method.

4 Extended Experiments On Six More
Language Pairs

We hereby also present extended experimental re-
sults using six more language pairs obtained with
LMB2PEN method for translation editing distance
prediction. These language pairs include English-
to-French, Japanese, Dutch, Portuguese, Turkish,
and Chinese (EN→FR/JA/NL/PT/TR/ZH), whose
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results are listed in Figure 6, 7, 8, 9, 10, and 11
respectively.

From the results presented in the figures, in
general, the ratio of correct prediction (TP+TN)
is much higher than the one from mis-prediction
(FN+FP) across all these language pairs, as for
English-Italian and English-German in the pi-
lot studies. On one hand, the following lan-
guage pairs have more True Positive than True
Negative predicted segments than for English-
German/Italian: English-Japanese, English-
Portuguese, and English-Chinese. On the other
hand, the rest of the language pairs have more TN
than TP: English-French, and English-Dutch, ex-
cept for English-Turkish which has a comparable
number of segments between TP (347) and TN
(353) labels. This finding also indicates that such
language pairs with a high number of TN labels
are still much more challenging for MT system de-
velopment to produce more correct outputs, i.e.,
English to French, Dutch, and Turkish. Earlier
research findings from Gladkoff et al. (2022) on
TQE conclude that 200+ segments can be enough
amount of data to reflect the MT system quality.

Figure 6: EN-FR Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
top-left corner (TN, FP, TP, FN)

5 Different LLMs on EN-JA News
Domain

In the subsequent experiment on data, we used dif-
ferent news items translation corpus from different
projects, translated from English to Japanese.

Figure 7: EN-JA Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
left-up corner (TN, FP, TP, FN)

Figure 8: EN-NL Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
top-left corner (TN, FP, TP, FN)

5.1 Using OpenAI GPT3.5turbo

In this experiment, we have repeated experiments
of fine-tuning the OpenAI gpt3.5turbo model on
datasets of different sizes: 2000 pairs, 4000 pairs,
and 6000 pairs.

Figure 12 shows the confusion matrix for the
training set of 6000 bilingual EN-JA translation
pairs in the news domain.

We ran several experiments with varying train-
ing set sizes, with results shown in Figure 13.

These results are interesting because although
False Positive prediction does not improve with
the increase of training set, in the context of the
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Figure 9: EN-PT Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
left-up corner (TN, FP, TP, FN)

Figure 10: EN-TR Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
top-left corner (TN, FP, TP, FN)

need for post-editing the False Negative category
is much more interesting, because we are inter-
ested in better prediction of those segments which
do NOT require post-editing. And, as we see from
the experimental data, the prediction of FN im-
proves from almost 20% to 12%-15% with the
increase of training set from 2000 bilingual seg-
ments to 6000 bilingual segments.

We, therefore, can recommend the training set
in that range, since larger sizes of training set will
be more expensive and will take significant time
for models with the size of gpt3.5turbo.

Figure 11: EN-ZH Confusion Matrix of
LLMB2PEN, curie model: Clockwise from
top-left corner (TN, FP, TP, FN)

Figure 12: EN-JA news items Confusion Matrix of
LLMB2PEN, gpt3.5turbo model: Clockwise from
top-left corner (TP, FN, TN, FP)

Figure 13: EN-JA news items predictions with
fine-tuning completed on different training dataset
sizes, gpt3.5turbo model

5.2 Comparison of performance on different
OpenAI models

It was also interesting to see how the extra-large
LLMs (xLLMs) from OpenAI, the davinci and
gpt3.5turbo models, perform on the same task in
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comparison to curie model we used earlier. These
three LLMs have parameter sizes around 13B,
175B, and 175B respectively.

So we used the same English-Italian data from
our original experiment to compare performance
on different models of the same EN-IT dataset.

Figure 14 shows the comparison of these three
LLMs regarding their confusion matrix and pa-
rameter sets. Surprisingly, their performances
on predicting MT errors are very close, i.e. the
larger-sized davinci model and extra-large sized
gpt3.5turbo did not demonstrate much improve-
ment on model classification accuracy. Their cor-
rect labels (TP+TN) are (694, 699, 706) respec-
tively out of 842 all labels, which results in the
accuracy ratios 82.42%, 83.02%, and 83.85%. In
comparison to the much smaller curie model with
12 layers of Transformer and 768 hidden units,
the xLLM gpt3.5turbo only achieved 1.43 points
(83.85%-82.42%) increase of accuracy score de-
spite using 175 layers of Transformer and 4096
hidden units.

The explanation for this may probably be found
because the fine-tuning loss on this classification
task drops down very quickly.

Figure 15 shows the fine-tuning loss on the
gpt3.5turbo model. As can be seen from this
graph, only 100 steps are sufficient to bring the
loss to almost zero, and then all other steps con-
tribute very little to the classification quality im-
provement.

As we can see, there is no need to use larger
models since results hardly improve as compared
with curie model.

6 Conclusions and Future Work

In this work, to investigate the LLM’s capabil-
ity of predicting MT output errors, we fine-tuned
GPT models via OpenAI API. We formulated the
task as a classification challenge using prepared
historical post-editing data on English-Italian and
English-German for pilot studies. The experimen-
tal output using fine-tuned LLMB2PEN demon-
strated promising results. We also analysed the
possible solutions for addressing the error rates,
i.e. whether prediction errors can be ignored and
published without the review, or letting them be
reviewed by the linguists at a lower rate, and how
much saving can be achieved for the client who
uses this process, in comparison to 100% post-
editing without using LLMB2PEN method.

In the extended experiments, we added six
more language pairs including English-to-French,
Japanese, Dutch, Portuguese, Turkish, and Chi-
nese, in total resulting in eight, and summarised
our findings by classifying the language pairs. We
also compared GPT models from different sizes
and the experimental results surprisingly show that
the larger LLMs (davinci and gpt3.5turbo) do
not improve the accuracy performance of much
smaller curie model with apparent margins but
with much more cost.

In the future, we are going to work on response
rate and training times to see whether the model
can continue learning as being fed with more con-
secutive chunks of data for the same languages,
to implement an ongoing learning of prediction.
In addition, we plan to carry out the LLMB2PEN
fine-tuning on other language pairs for which we
have historical data. We intend to explore to what
extent the model is capable of absorbing data for
several languages, i.e. one fine-tuned multilingual
model serving several language pairs.

To further extend this project, it will also
be interesting to explore and check whether the
LLMB2PEN method can help to identify human-
introduced errors or translationese.

Limitations

In this work, we reported MT QE experiments us-
ing eight language data translated from English.
The positive results produced from the OpenAI
models can be further enhanced by more language
pairs, as well as broader domains of the corpus.

The main limitation of the method is non-zero
fine-tuning time. The fine-tuning takes about 20
minutes and therefore cannot be made continuous,
which has to be done periodically, in batches. This
hardly can be overcome, but deployment methods
can be applied to quickly replace the older fine-
tuned models with the newer ones.

Ethical Statement

This work has no ethical concerns since we did not
disclose any identifiable private user data. All ex-
periments were carried out in a secure computing
environment.
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AbstractP0F 

New language technologies are driving 
major changes in the language services 
of institutions worldwide, including the 
Swiss Confederation. Based on a defini-
tion of change management as a combi-
nation of adaptation measures at both the 
organisation and individual levels, this 
study used a survey to gather unprece-
dented quantitative data on the use and 
qualitative data on the perceptions of 
machine translation (MT) by federal in-
house translators. The results show that 
more than half of the respondents use 
MT regularly and that translators are 
largely free to use it as they see fit. In 
terms of perceptions, they mostly antici-
pate negative evolutions along five di-
mensions: work processes, translators, 
translated texts, the future of their lan-
guage services and job, and the place of 
translators within their institution and 
society. Their apprehensions concern 
MT per se, but even more the way it is 
seen and used within their organisation. 
However, positive perspectives regard-
ing efficiency gains or usefulness of MT 
as a translation aid were also discussed. 
Building on these human factors is key 
to successful change management. Aca-
demic research has a contribution to 
make, and the coming together of trans-
lation and organisation studies offers 
promising avenues for further research. 

———————————————— 
© 2024 The authors. This article is licensed under a Crea-
tive Commons 4.0 licence, no derivative works, attribution, 
CC-BY-ND. 

1 Introduction 

Recent, fast-paced technological developments 
in the language industry, notably the advent of 
neural machine translation, are imposing 
structural and organisational changes in the 
language services of companies and institutions 
worldwide. For example, the results of the ELIS 
2024 survey indicate that more than 70% of 
translation departments in national and local 
agencies and almost all translation departments 
in international public agencies that participated 
in the survey have implemented or are 
implementing MT (ELIS, 2024: 37).P

1
P Not 

surprisingly, this wave of change has also hit the 
Swiss Confederation (Nussbaumer, 2020). 
Because Switzerland is a multilingual country, 
the federal institutions rely on a network of 
language services (LS) within the government 
and Parliament to communicate in the four 
national languages – German, French, Italian 
and Romansh – as well as in English. These LS 
employ a total of 481 staff members, including 
translators, heads of service, legal drafters, 
terminologists, language technology specialists, 
and trainees. P1F

2 

Initial, structured, large-scale attempts to in-
tegrate MT into the work processes of the Swiss 
Confederation started in 2019, when 130 DeepL 
Pro licenses were bought and a specific working 
group was formed to carry out a test phase. The 
working group produced an extensive report and 
a set of recommendations, concluding that MT 
can be a helpful tool, to be used according to the 

———————————————— 
1 Although the actual use is lower, at 34% and 38% respec-
tively (ibid.: 38). 
2 These statistics were provided by Franco Fomasi (Federal 
Chancellery) in a private communication with the first 
author. They refer to the year 2022. 
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principle: “What you need for yourself, you can 
machine translate, what you need for others, you 
better give to a professional!” (Arbeitsgruppe 
Maschinelle Übersetzung, 2019; see also the 
relevant press release: Federal Council, 2019). 
Since then, all staff within the Swiss Confedera-
tion, including the LS, has had access to DeepL 
Pro. At the same time, a Centre of Expertise for 
Language Technologies (CoELT) P2F

3
P was set up in 

November 2020. In addition to providing sup-
port and training on CAT tools, MT, and other 
language technologies, it “keeps track of market 
developments and, with user involvement, initi-
ates evaluation and procurement projects for 
appropriate technologies” (ibid.) in order to find 
the solutions that best meet the needs of the fed-
eral administration. In December 2023, after an 
invitation to tender, the Federal Chancellery 
confirmed that a new contract had been signed 
with DeepL (see press release, Federal Chancel-
lery, 2023). As the data collected in this study 
will show (see Section 4.2), MT is used in very 
different ways within the LS and work processes 
are still being adapted to maximise its benefits. 

While studies exist on the use of MT within 
Swiss corporate in-house language services (see, 
e.g., Girletti, 2022, 2024; Battaglia, 2021), no 
research has yet focused on the specific case of 
the Swiss Confederation. This is the thematic 
focus of SWIFT, a year-long research project 
that aims to explore the profiles and needs of 
Swiss federal translators in a rapidly changing 
technological landscape. It is based on a variety 
of methods, including the analysis of an ad hoc 
corpus of job announcements, a large-scale sur-
vey distributed among the LS of the Swiss Con-
federation and interviews mostly with translators 
and heads of service.  

This paper is part of the SWIFT project and is 
based on the results of the survey. It aims to 
shed light, on the one hand, on how MT is cur-
rently being used within the LS. On the other 
hand, it will also attempt to investigate transla-
tors’ perceptions of the impact of MT on their 
work. A further broad aim of the project is to 
produce preliminary findings that can serve as a 
basis for supporting a successful change man-
agement process. We echo here a common view 
in business and organisation studies of change 
———————————————— 
3 See 
https://www.bk.admin.ch/bk/en/home/bk/organisation-der-
bundeskanzlei/zentrale-sprachdienste-sektion-
terminologie.html (last accessed 13.02.2024) 

management as an umbrella term encompassing 
a wide range of dimensions where change is 
necessary for an organisation to adapt and keep 
pace with external developments and demands 
(Lauer, 2021, 3–8; Jansson, 2008: 43–46). In 
line with Kang (2015), a distinction can be made 
between macro change management, which is 
defined as a “[p]rocess or initiative for changes 
of organizational directions, strategies, struc-
tures, processes, or capabilities” and micro 
change management, which deals with “[t]actics 
or guidelines for managing intervention imple-
mentation process and human factors”. There-
fore, a successful organisational change cannot 
occur unless it is embraced at individual and 
team levels (on individual, team and organisa-
tion change, see also Cameron and Green, 2020: 
11–140). With regards to the specific case of 
technological change within the LS of the Swiss 
Confederation, apart from anecdotal reports, 
such as Mjölsnes’s (2021) essay on the threat of 
MT to Swiss multilingualism from his perspec-
tive as a translator at the Federal Chancellery, 
the point of view of the actors involved has not 
yet been the subject of academic studies, alt-
hough it is a crucial element in empowering 
individuals and organisations to navigate 
change. 

2 Related research 

MT and translation technology have been 
objects of enquiry in institutional translation 
research for more than a decade. A number of 
large “translating institutions” (Koskinen, 2008) 
have been settings for this research, including 
various bodies of the European Union and 
United Nations and especially the European 
Commission’s Directorate-General for 
Translation (DG Translation). This is 
unsurprising considering DG Translation’s 
active role in the development and promotion of 
its MT system eTranslation within and beyond 
the Commission (Mavrič, 2023). Recent studies 
have also started to shed light on the potential 
usefulness of MT in smaller institutional 
contexts with “lesser-used language varieties” 
such as the bilingual German–Italian South 
Tyrolean administration (De Camillis et al., 
2023). 

It is worth remembering that in institutional 
contexts MT may not be deployed as a tool for 
translators alone and may also function to pro-
vide public access or allow gisting by members 
of the institution’s administration (see e.g. 
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Kluvanec, 2017). In addition, it is important to 
note that some institutions contract significant 
amounts of translation to external services (Svo-
boda and Sosoni, 2023). As a result, MT is usu-
ally not examined in isolation in institutional 
studies and is more frequently seen in its broader 
environment of other technologies, processes, 
and workflows. In particular, authors remind us 
of the importance of teamwork and the coopera-
tion of professionals to produce translations 
collaboratively in these institutional environ-
ments (Ilja, 2023) and describe contexts in 
which MT co-exists with other tools that offer 
translation memories, terminology and back-
ground research, quality assurance, and style 
guiding all in one environment (Lafeber, 2023a). 

Early studies of institutional MT use exam-
ined the social context of the deployment of MT. 
They discussed the social and economic con-
straints and explicit investment decisions that 
led institutions to turn to MT (Rossi, 2017) and 
examined ways in which the translators’ needs, 
competences, and well-being factored in their 
(non-)adoption of MT in their work (Cadwell et 
al., 2016). They considered translators’ emo-
tional responses to change and acceptance of 
new technologies (Koskinen and Ruokonen, 
2017) and addressed perceptions of MT and 
ways in which fear, a sense of threat, and under-
lying knowledge of MT influenced its perceived 
usefulness and actual use among institutional 
translators (Rossi and Chevrot, 2019). Many 
studies were interested in issues of human agen-
cy and empowerment in the deployment and 
adoption of MT (Ruokonen and Koskinen, 2017; 
Cadwell et al., 2018; Rossi and Chevrot, 2019), 
with some recommending the explicit involve-
ment of translators in technological development 
and change processes (Cadwell et al., 2018; 
Rossi and Chevrot, 2019). 

More recent studies have focused on institu-
tional translators’ knowledge, skills, competenc-
es, and the training that is needed for them to 
work effectively in increasingly technologised 
environments. Broadly, they are concerned with 
determining an ideal profile for contemporary 
institutional translators and discovering the place 
that MT literacy and technological skills occupy 
in this profile (Lafeber, 2023b). Authors argue 
that technological innovation and a need to de-
velop new competence profiles is nothing new 
and is inevitable (Lafeber, 2023b; Svoboda and 
Sosoni, 2023). However, it is suggested that the 
evolution of MT from statistical to neural ma-

chine translation has been particularly impactful 
on the work of translators in large institutions 
(Prieto Ramos and Guzmán, 2023).  

Knowledge, skills, and competences that have 
been highlighted as particularly important to 
institutional translators include critical aware-
ness and general MT literacy, the technological 
competence and thematic knowledge that allow 
translators to implement MT appropriately, and 
flexibility and openness to change (Lafeber, 
2023b; Prieto Ramos and Guzmán, 2023; Svo-
boda and Sosoni, 2023). Authors point to chang-
ing role descriptions, dedicated training initia-
tives to prepare staff for greater role of technol-
ogy, and newly established user groups and in-
stitutional structures as evidence for these new 
demands (Prieto Ramos and Guzmán, 2023; 
Svoboda and Sosoni, 2023; Ilja, 2023). Several 
authors also suggest that a necessary institution-
al and individual response to these new compe-
tence requirements is an increasingly important 
role for continuing professional development 
among translators in these institutions (Ilja, 
2023; Cadwell et al., 2018; Lafeber, 2023a). 
Furthermore, authors argue that evolutions in 
technology and competence profiles go hand-in-
hand with broader translation process and work-
flow change and must be accounted for (Mavrič, 
2023; Svoboda and Sosoni, 2023). Change man-
agement at institutions should benefit from care-
ful planning, sensitive communication, and ex-
pert guidance (Svoboda and Sosoni, 2023) and 
could involve a role for academia to support 
training (Biel and Martín Ruano, 2023). Overall, 
making sure that institutional translators can 
improve, adapt, and prepare for new tasks as 
technologies evolve is key (Ilja, 2023). 

3 Methodology 

3.1 Research questions 

Based on the background outlined in Sections 1 
and 2, this paper sets out to answer the following 
research questions using an online survey 
methodology: 

RQ1: How widespread is the use of MT within 
the LS of the Swiss Confederation? 

RQ2: How do translators perceive the impact 
of MT on their work? 

As no data are yet available on the use of MT 
within the Swiss Confederation, RQ1 will allow 
the as-is situation to be documented within the 
ongoing change process (see Section 1). These 
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findings will be used as background data to 
frame users’ perception of MT, found through 
answering RQ2, which may provide relevant 
insights to sustain a successful change process, 
both from the translators’ and institutions’ per-
spectives. 

3.2 Survey description 

The questionnaire was distributed in German, 
French, Italian and English to all language 
services of the Swiss Confederation using the 
LimeSurvey platform. It was launched at the 
beginning of November 2023 and closed two 
months later. The invitation to take part in the 
survey was sent out by a gatekeeper at a Swiss 
federal institution, who used the mailing list of 
the Interdepartmental Conference of Language 
Services (CISL) to contact all heads of service 
(around 40 recipients), asking them to complete 
the questionnaire and distribute it within their 
teams. After a month, a reminder was sent in the 
same way. In the meantime, the authors 
leveraged their existing links with federal 
translators to inform them about the survey, e.g. 
via email or LinkedIn. 

A total of 217 full responses were collected, 
corresponding to a response rate of 45%, and 12 
partial responses were retained because they 
included relevant information on at least one of 
the topics covered by the questionnaire. 

The questionnaire contained a series of open 
and closed questions relating to:  

(1) general information about the 
respondent, e.g. unit, target language, 
position, mainly used as metadata; 

(2) background, profiles and competences;  
(3) tasks performed;  
(4) use and perception of translation 

technologies;  
(5) pain points encountered in daily 

practice. 

This study was approved by the University of 
Geneva’s Committee for Ethical Research 
(CUREG-20230717-208-2) and by Dublin City 
University’s Faculty of Humanities & Social 
Sciences Research Ethics Committee (DCU-
FHSS-2024-008).  

3.3 Description of data and methods of anal-
ysis 

This paper will mainly report on the results of 
part 4 of the survey, which included a first 
closed question on the frequency of use of CAT, 

MT, project management tools and terminology 
management systems, followed by a series of 
open questions. Respondents who never or 
rarely use CAT tools and MT tools were asked 
to explain the reason for their choice, while all 
other respondents were asked what MT tools 
they use and how they use them. All respondents 
were asked a final open question about the 
perceived impact of MT on their work. The first 
author carried out a qualitative, thematic 
analysis (Braun and Clarke, 2012) of the 
responses to this final question using NVivo to 
organise and structure the analytical process. 
Analysis resulted in the identification of 
different areas of impact (themes) and, for each 
area, a number of specific changes perceived by 
respondents (codes). A reasonableness check 
was subsequently carried out by the second 
author, who checked part of the coded segments 
against the rules for inclusion of each code. 

4 Results 

4.1 Participants background 

The data collected have a good level of 
representativeness. Responses were received 
from all administrative levels of the Swiss 
Confederation, i.e. from the language services of 
the Federal Chancellery, Parliament, Federal 
Departments (or Departments’ General 
Secretariats) as well as Federal Offices and 
administrative units within the Departments (see 
Federal Chancellery 2012 on the organisation of 
the federal LS). Moreover, the distribution of 
participants by language (German, French, 
Italian, English and Romansh) reflects the actual 
linguistic composition of the LS. 

Figure 1: Distribution of participants per unit 

350



 

Figure 2: Distribution of participants per language 

In terms of employment with the LS, the vast 
majority of respondents are employed as in-
house translators, followed by heads or vice-
heads (of LS or of language unit within a LS). 
As the section on tasks showed, most heads and 
vice-heads generally have translation and revi-
sion tasks in addition to management tasks. This 
means that they are in a position to give their 
views both on their own concrete use of MT and 
on the organisational implications connected to 
MT. The Federal Chancellery also employs legal 
drafters, terminologists and technology special-
ists, who were also invited to take part in the 
survey, as were trainees in the various LS, in 
order to ensure the broadest possible variety of 
views. 

 
Figure 3: Distribution of participants per position 
within the LS 

4.2 Use of translation technologies and MT 

General use of translation technologies 

Overall, technology plays an important place 
within the LS surveyed. In fact, as can be seen in 
Figure 4, 93.93% of respondents indicated that 
they use at least one of four broad categories of 
translation technologies at least a few times a 
week. 

CAT tools are an integral part of the work of 
federal translators. 80% of respondents indicated 

that they use them on a daily basis, and 9.30% a 
few times a week. Only 3.72% never use them, 
or use them a few times a year. The reasons for 
not using CAT tools (N=2) or rarely using them 
(N=20) are mostly related to ergonomic consid-
erations (which have already been well docu-
mented in previous studies, e.g. O’Brien et al. 
2017), as well as a general dissatisfaction with 
the CAT tool currently used. In addition, some 
respondents mainly perform other tasks, such as 
legal drafting, and therefore have less opportuni-
ty to use them. 

MT is the second most frequently used tool, 
with half of respondents (50.23%) indicating 
that they use it on a daily basis and 22.33% us-
ing it a few times a week. Compared to CAT 
tools, the percentage of respondents who never 
use MT or use it only a few times a year is 
slightly higher (15.81%). These figures are 
higher than those reported in the ELIS 2024 
survey, where only 38% of respondents from 
language departments within national and inter-
national public agencies (ELIS, 2024: 37) re-
ported using MT.  

Ways of using MT 

All respondents who use MT at least a few times 
a year were asked a question about how they use 
it, which was intentionally formulated in a broad 
way to allow details of individual uses to 
emerge. The responses (N =140, 2710 words) 
revealed a variety of ways in which MT is used, 
mainly in terms of environment and purpose. 
For the environment in which MT is used, the 
most common scenario is direct use within the 
CAT-tool with a plug-in, confirming the trend of 
using MT in combination with other 
technologies rather than in isolation (Lafeber, 
2023a). In this case, MT is used to get a 
suggestion if no matches are found in the 
translation memory. In other cases, the online 
interface of the MT system is also used, 
although less frequently. This evaluation of 
frequency is not only based on the higher 
proportion of comments in which respondents 
explain the MT-CAT tool integration scenario; 
some participants also explicitly stated that they 
prefer to use it in the CAT tool instead of the 
online interface. 

Regarding the purpose of use, several re-
spondents emphasised that they do not use MT 
systematically and only do for selected text gen-
res. Some respondents use it only for single sen-
tences, while others use it for full texts. 
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Figure 4: Use of translation technologies. 

The use of MT for full texts is often associat-
ed with urgent, less important translation jobs 
(“to process ‘throw-away’ assignments”, R225) 
in order to increase speed. In addition to being 
used as a starting point, MT is sometimes also 
employed after human translation to improve it, 
for example to look for synonyms or good collo-
cations, as a further suggestion, or to check the 
completeness of a text. These aspects are closely 
related to the perceptions of how work processes 
will change as a result of MT and will be there-
fore discussed in greater detail in Section 4.3. 

Resistance factors 

Respondents who never or rarely use MT (N = 
15 and 37, respectively, for a total of 1030 
words) were asked to briefly explain their 
choice. The most frequently expressed resistance 
factors (Cadwell et al., 2018) relate to the 
perceptions of the impact of MT on translated 
texts and translators, and will be dealt with in 
more detail in Section 4.3. They concern the low 
quality and reliability of the output, the lack of 
time gain associated with PE, as well as reduced 
satisfaction, increased effort and risk of error 
when working with MT. Some respondents 
expressed concerns about confidentiality, but 
also ethical issues (“I want to deserve my 
salary”, R291), P3F

4
P described MT as the enemy 

(“[...] I do not intend to fraternise with the foe”, 
R27),P4F

5
P indicated that they are not allowed to use 

it within their LS, or simply explained that they 
do not perceive the need to use it. Finally, some 
respondents have mainly legal drafting tasks and 
MT is not suitable for their needs. 

 

———————————————— 
4 Original quote in French: “Je veux mériter mon salaire”. 
5 Original quote in Italian: “[...] non intendo fraternizzare 
con il nemico.” 

 

4.3 Perceptions of MT impact 

After assessing the uses of MT, all participants 
were asked a broad question about their 
perception of how MT is impacting or will 
impact on their work. This single question 
allowed for the collection of a large amount of 
data (N = 193, 6173 words), which yielded rich 
information. Participants’ responses indicate five 
macro-areas of impact, i.e. (i) changes in the 
work processes within their LS, (ii) changes that 
directly affect translators, (iii) changes in the 
linguistic and textual characteristics of the 
translated texts, (iv) important implications for 
the future of the LS and the job more generally, 
and (v) a different position of translators within 
the institutional network and society.  

For each macro area, the responses were 
grouped into specific changes. Due to the quali-
tative nature of the analysis, we do not report on 
the frequency of each code, as frequency is not 
necessarily an indicator of qualitative signifi-
cance. Moreover, some codes are closely interre-
lated and it is not always possible to clearly sin-
gle them out. Nevertheless, in order to give the 
reader a sense of the shape of the survey data, 
rather than make any particular quantitative 
claims, we use Table 1 to present the macro 
areas of impact and specific changes in a de-
creasing order of frequency of mention in ques-
tionnaire responses. 

In addition, each code was associated with a 
positive, negative or neutral perception from the 
respondents’ points of view. In general, negative 
perceptions were expressed more often than 
positive ones. Moreover, positive perceptions 
tended to be expressed in a less detailed way. 
While we discuss positive perceptions in this 
section, negative perceptions were in the fore-
ground of survey responses. 
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Macro area 
of impact 
(themes) 

Specific change 
(codes) 

Perception (from 
the perspective 
of individuals) 

Work  
processes 

Increased efficiency Positive 
Useful translation aid Positive 
Increased PE Mostly neutral 
Centrality of humans Neutral 
Increased time pres-
sure, volumes 

Negative 

MT vs. traditional 
translation depending 
on genre 

Neutral/Positive 

Workflow changes Neutral/Negative 
Less pressure,  
reduced volume, 
more time for im-
portant tasks 

Positive 

Time loss Negative 
Increased technical 
problems 

Negative 

Translators Barrier for creativity Negative 
Concentration,  
fatigue 

Negative 

Need to master new 
skills, have a new 
mindset 

Neutral 

Intellectual laziness Negative 
Less satisfaction Negative 
Temptation to see 
MT as a shortcut 

Negative 

Loss of translation 
competence,  
linguistic awareness 

Negative 

Translated 
texts 

Less rich language, 
poorer quality 

Negative 

More errors Negative 
Same or higher  
quality 

Positive 

Decreased coherence Negative 
Different texts Neutral 

Future of LS 
and job 

Staff decrease, poorer 
conditions 

Negative 

More boring job Negative 
Death of the  
profession 

Negative 

Need of professional 
retraining 

Neutral/Negative 

New roles, types of 
translators 

Neutral/Negative 

No threat Neutral 
Translators’ 
place within 
institutional 
network and 
society 

Clients’ requests and 
expectations 

Negative 

Perception of transla-
tors from outside 

Negative 

Table 1: Macro-areas of impact and specific changes 
discussed by respondents. 

 

Work processes 

The most important area of impact is seen in 
changes to work processes. This is also the area 
where the most positive developments are 
perceived. In line with current uses of MT (see 
Section 4.2), most of the respondents clearly see 
an increase in speed, efficiency and productivity, 
at least for specific text genres, such as simple 
and non-technical ones (in R201’s words, MT is 
useful “to spare my wrists for very simple 
texts”). P5F

6
P For more complex texts, such as 

legislative acts, some respondents expect that 
traditional translation will continue to be used. 
Only a minority of respondents highlighted loss 
of time as a problem associated with the use of 
MT. In general, MT is seen as a complementary 
and helpful translation aid, “[i]f used correctly 
and cum grano salis” (R174). For example, it 
can be used as a source of inspiration to get new 
ideas or to understand clumsy wordings in the 
source text and, more generally, to better 
understand a poorly written source text. 
However, human translators, with their 
knowledge and expertise, should keep a central 
position in the workflow in order to ensure that 
quality is maintained:  

“It’s very useful but the translator has to be in the 
driver’s seat. Staplers, pens, printers and machine 
translation tools are all useful tools. I decide when to 
use them and when not to use them”. (R51).  

As a result of the increasing quality of MT, 
some participants predict an increase in the im-
portance of PE tasks within their job. While this 
job evolution is mostly presented in a neutral 
way, some negative views are expressed about 
this further technological shift in the workflow, 
such as the need to deal with time-consuming 
technical problems. More importantly, a number 
of respondents anticipate increased volumes and, 
consequently, higher time pressure and tighter 
deadlines. At the same time, however, other 
respondents see this as a potential way of reduc-
ing pressure, as some low-risk texts, such as 
internal communications, will be dealt with di-
rectly by clients, leaving the LS with more time 
to focus on important texts. 

Translators 

The second most frequently mentioned area of 
impact concerns the translators themselves, and 

———————————————— 
6 Original quote in French: “pour économiser mes poignets 
pour des textes très simples”. 
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includes almost exclusively negative 
perceptions. For some respondents, using MT 
reduces their creativity and leads them to adopt 
the machine’s style, as they are unable to move 
away from the machine’s suggestion, as stressed 
by R92: 

“given the natural human inclination for the easy 
way out (in my opinion), it becomes difficult to move 
away from it once it is displayed (the sentence ‘im-
prisons’, so to speak, and hinders the translator’s 
creativity)”.P6F

7 

Indeed, for some respondents, MT can lead to 
a certain intellectual laziness; “we make less of 
an effort to ‘rack our brains” (R270)P7F

8
P and, con-

sequently, a tendency to “think less” spreads. 
This, combined with stressful situations, can 
lead to the temptation to see MT as a shortcut 
and therefore to rely on it too much, with a 
greater burden on the part of the reviser. Two 
respondents even see the risk of losing their 
linguistic awareness and translation competenc-
es. 

Not only can MT suggestions be a barrier to 
creativity, but they can also increase the cogni-
tive effort required to post-edit, which was al-
ready described as a resistance factor for transla-
tors who are not yet using MT (Section 4.2). For 
some respondents, in fact, a higher level of con-
centration is needed to identify and correct er-
rors, especially because of the elegant flow of 
MT suggestions, leading to increased fatigue. 
This can, ultimately, make the job less satisfying 
(see Girletti, 2024 on satisfaction related to the 
use of MT):  

“The feeling of ‘coming after’ a machine is not 
very gratifying”. (R209)P8F

9 

“I feel like I am serving the system and not the 
other way around!” (R90)P9F

10 

At the same time, using MT demands to adopt 
a new mindset and to master new skills. Only by 
developing an awareness of MT’s shortcomings 
as well as strong PE competences is it possible 

———————————————— 
7 Original quote in French: “eu égard à l'inclination natu-
relle de l’humain pour la facilité (à mon avis), il devient 
difficile de s’en détacher une fois qu’elle s’est affichée (la 
phrase ‘enferme’, pour ainsi dire, et nuit à la créativité du 
traducteur)”. 
8 Original quote in French: “on fait moins l’effort de ‘se 
creuser les méninges’”. 
9 Original quote in French: “ Ce sentiment de ‘passer après’ 
une machine n’est pas très gratifiant ”. 
10 Original quote in Italian: “Mi sento come se fossi io al 
servizio del sistema e non il contrario!” 

to use MT effectively. In this respect, the results 
collected in part 2 of the survey, devoted to pro-
files and competences, reveals that training to 
increase MT literacy (Lafeber, 2023b) is current-
ly being offered to federal translators, which in 
the long term could have a positive impact on 
their perceptions of MT. 

Translated texts 

Translated texts are another area of impact with 
mostly negative views. Overall, once again in 
line with some of the resistance factors 
identified in Section 4.2, a number of 
respondents fear that translations produced using 
MT will be of poorer quality and reliability – 
also in view of the increasing volume of 
translations to be produced – and will have a less 
rich language. In particular, they fear stylistic 
impoverishment, a simpler language with a less 
rich and varied vocabulary, and a more 
standardised and artificial language. They are 
also concerned about increased (risk of) errors, 
for example undetected mistranslations, 
terminological inconsistencies, flaws in logical 
links and, more generally, errors that they 
perceive would not occur if MT were not used. 
It can also lead to reduced coherence, which is 
exacerbated by the combination of MT and CAT 
tools and the segment-based working method. 
All in all, respondents who commented on this 
area of impact expect that translated text based 
on MT will display differences compared to 
translations not produced with MT, in line with 
the hypothesis of “post-editese” which has been 
extensively researched over the last few years 
(see, e.g., Castilho et al., 2022; Toral, 2019; 
Volkart and Bouillon, 2023). Only a few 
respondents were of the opposite opinion, 
indicating that using MT does not impact on the 
final quality, or can even improve it. As stated 
by R238: 

“[...] I achieve a significantly higher linguistic 
quality than before, the AI gives me good ideas, I 
have reached a level of text readability and compre-
hensibility that was previously unthinkable, I have 
reached a new dimension”.P10F

11 

———————————————— 
11 Original quote in Italian: “[...] raggiungo una qualità 
linguistica nettamente superiore rispetto a prima, l’IA mi dà 
ottime idee, ho raggiunto un livello di leggibilità e com-
prensibilità del testo impensato in precedenza, ho raggiunto 
una nuova dimensione”. 
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Future of LS and job 

Perceptions of the future of the language 
services in particular and of the profession in 
general are also rather sombre. The most 
frequently mentioned aspect by respondents 
concerns the potential reduction in the need for 
translators due to the increased productivity 
associated with MT, which could lead to a 
decrease in staff and possibly a deterioration in 
working conditions, e.g. in terms of salary. A 
few respondents go even further and consider 
that MT will lead to the death of the translation 
profession, as R291 put it: 

“Whatever the thurifers of progress may say, ma-
chine translation spells the death of professional 
translation and the end of humans in communica-
tion”.P11F

12 

For these reasons, some respondents indicated 
that they were considering a professional retrain-
ing, or that at least some translators would have 
to consider this option. At the same time, a few 
respondents do not see any threat to their profes-
sion. Some of them predict that the profession 
will change and become more monotonous and 
boring. Others believe that new roles or types of 
translators will emerge, such as professionals 
combining language and technological skills 
(see, on this, Briva-Iglesias and O’Brien 2022). 

Translators’ place within the institutional 
network and society 

Finally, a surprisingly recurrent theme 
concerned the impact of MT on the place of 
federal translators within their institutional 
network. Since MT is available to all civil 
servants within the federal administration, and 
not only to the LS (see Section 1), translators 
have noticed changes in the way they interact 
with internal clients. Instead of using it just for 
gisting purposes (Kluvanec, 2017), the latter 
seem to be increasingly using MT themselves, 
asking the LS for proofreading, sometimes even 
without providing the source text. 

“On a day-to-day basis, however, we also have to 
contend with authors who increasingly produce their 
own translations without any knowledge of transla-

———————————————— 
12 Original quote in French: “Quoi qu’en disent les thurifé-
raires du progrès, la traduction automatique marque la mort 
de la traduction professionnelle et la fin de l’humain dans la 
communication”. 

tion, terminology or post-editing, and in defiance of 
the guidelines”. (R132)P12F

13 

Despite existing guidelines on the use of MT, 
the risk of unchecked machine-translated texts 
being published is perceived as real, with poten-
tial reputational consequences if the LS partially 
lose control over the translations produced with-
in their institution. This has also changed cli-
ents’ expectations in terms of productivity and 
reasonable deadlines: 

“Devaluation of translation by clients. Translators 
are seen as bilingual secretaries, useful for eliminat-
ing the big mistakes that the machine translation tool 
might make”. (R223)P13F

14 

This trend was to be expected, given the find-
ings of the ELIS 2024 survey of declining ap-
preciation and unrealistic expectations on the 
part of internal clients (ELIS, 2024: 24–26). In 
this respect, there is a clear need to educate cli-
ents and inform them on the real potential of MT 
and its limitations. At the same time, for some 
respondents, this trend more broadly concerns 
the image of translators in society. They fear that 
translators are increasingly seen as dispensable 
by non-specialists, and that efforts need to be 
made to justify their role and the added value 
they can offer. 

5 Discussion and conclusions 

This paper provides an overview of the use and 
perception of MT within the LS of the Swiss 
Confederation. The data on use showed that MT 
is currently only one of the technologies federal 
translators resort to in their daily work. Overall, 
it turns out that each translator is largely free to 
use, or not use, MT as they see fit. MT seems to 
be rather seen as a tool, which is used 
extensively only for urgent, low-risk documents, 
and as a suggestion in the other cases.  

The data on how MT and its impact are per-
ceived within the LS revealed a variety of views 
and experiences. For example, some respondents 
anticipate or are experiencing increasing pres-
sure on productivity, while others see MT as a 
———————————————— 
13 Original quote in German: “Im Alltag aber auch Kampf 
gegen die Autorenschaft, die vermehrt entgegen der Richt-
linien ohne Übersetzungs-, Terminologie- oder Post-
Editing-Kenntnisse Eigenübersetzungen erstellt”. 
14 Original quote in French: “Dépréciation de la traduction 
par les donneurs d'ouvrage. Les traducteurs/trices sont 
vu/e/s comme de secrétaires bilingues utiles pour éliminer 
les grosses fautes que pourrait faire l'outil de traduction 
automatique”. 
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way of channelling their time and energy into 
more important tasks. In contrast to the ELIS 
2024 survey, in which the number of positive 
and negative opinions about MT expressed by 
public and private language departments was 
virtually equal (ELIS, 2024: 24), respondents to 
our survey tended to report more frequently and 
in greater detail on their negative perspectives, 
fears, resistance factors or unmet needs, which 
can provide rich insights into what can be done 
to promote successful change. This study, of 
course, only provides a snapshot of the current 
use and perceptions of MT. Tracking these as-
pects over time may prove useful to shed light 
on the evolving role of MT and related needs 
perceived by federal translators. 

As emphasised in the introduction, focusing 
on human factors is key to steering any organi-
sational change process, thus leveraging the 
positive views of the actors involved and taking 
measures to mitigate the negative ones. On the 
one hand, this makes it possible to design func-
tional work processes in which technology is at 
the service of the translators. On the other hand, 
it ensures that individuals find meaning and 
satisfaction in their work and are therefore will-
ing to embrace the necessary change (Herold et 
al., 2007). 

In this respect, two key elements that emerge 
from the literature, i.e. training (Lafeber, 2023b; 
Svoboda and Sosoni, 2023) and the involvement 
of translators in change processes (Cadwell et 
al., 2018; Rossi and Chevrot, 2019), seem to be 
a reality in the surveyed context. Continuing 
professional development provides translators 
with the competences needed to successfully use 
new technologies and develop a critical aware-
ness of them (Ilja 2023). The survey data sug-
gest that such training is currently being offered. 
This finding is in line with the results of the 
ELIS 2024 survey, where technology emerges as 
the most frequent training topic in language 
departments of both public agencies and private 
companies (ELIS, 2024, 48). This trend can only 
be encouraged. Along the same lines, the mis-
sion of the recently established CoELT to select 
new technologies by involving users in the eval-
uation process is undoubtedly very positive. 

However, promoting change at the individual 
level is only one side of the coin and needs to go 
hand in hand with organisational and strategic 
change (see e.g. Cameron and Green, 2020). 
Some of the problems identified by respondents 

do not concern MT per se, but rather the way it 
is integrated, seen and used in the institutional 
network. This concerns, in particular, issues of 
volumes and deadlines, as well as the needs to 
raise awareness among text authors of the work 
carried out by the LS and the added value they 
can bring, so as to strengthen the spirit of part-
nership. This is one of the aspects that are cur-
rently being explored in more detail in the 
SWIFT project thorough in-depth interviews 
with representatives of various federal LS. 

Dialogue between universities and institutions 
can certainly contribute to effective change. In 
addition to cooperation in the training of transla-
tors (Biel and Ruano, 2023), institutions can 
benefit from research projects that use different 
research methods and disciplinary lenses. For 
example, further explorations of theories and 
approaches to change management may be a 
promising avenue for further research. The 
foundations have been laid for collaboration and 
cross-fertilisation of ideas between organisation 
studies and translation studies (Westney et al., 
2022). Not only translation studies can support 
the current linguistic turn in organisational stud-
ies (Piekkari et al., 2020), but they can also find 
in organisation studies a source of rich ap-
proaches to contextualise micro-aspects of in-
vestigation concerning translation (Tietze et al., 
2022). In this light, studying the role of new 
language technologies from an organisational 
perspective can ultimately enable institutions to 
keep pace with technological developments and 
leverage them to fulfil their mission (as laid 
down in article 7 of the Languages Act) P14F

15
P of 

providing citizens with high-quality multilingual 
texts. 
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———————————————— 
15 See Federal Act on the National Languages and Under-
standing between the Linguistic Communities of 5 October 
2007, status as of 1 January 2017 (CC 441.1, 
https://www.fedlex.admin.ch/eli/cc/2009/821/en, last ac-
cessed 13.05.2024). 
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Abstract

Machine translation models sometimes lead
to added toxicity: translated outputs may
contain more toxic content that the original
input. In this paper, we introduce MinTox, a
novel pipeline to automatically identify and
mitigate added toxicity at inference time,
without further model training. MinTox
leverages a multimodal (speech and text)
toxicity classifier that can scale across lan-
guages.

We demonstrate the capabilities of MinTox
when applied to SEAMLESSM4T, a multi-
modal and massively multilingual machine
translation system. MinTox significantly
reduces added toxicity: across all domains,
modalities and language directions, 25% to
95% of added toxicity is successfully fil-
tered out, while preserving translation qual-
ity.

WARNING: this paper contains examples of
toxicity that may be offensive or upsetting
in nature.

1 Introduction

Toxicity detection has largely been explored for text
in Natural Language Processing (NLP) (Jahan and
Oussalah, 2023). Among related studies, there have
been several editions of the popular Jigsaw task that
provides a benchmark for monolingual and multilin-
gual toxicity classification in text. Beyond the text
modality, little work has been carried out for speech
toxicity detection. (Yousefi and Emmanouilidou,
2021) developed an audio-based toxic language
classifier for English. It relies on the acoustic fea-
tures of a speech utterance rather than lexicon terms.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Example 1 (English-to-Portuguese)

Source: I hate right-wing moms.

SEAMLESSM4T: Eu odeio mamas* de direita.

+MinTox: Odeio as mães de direita.

Ref: Odeio as mães de direita.

Example 2 (English-to-Spanish)

Source: Just so you know, I’m a stocky girl.

SEAMLESSM4T: Sólo para que sepas que soy una chica
estúpida∗.

+MinTox: Sólo para que sepas que soy una chica robusta.

Ref: Sólo para que sepas que soy una chica robusta.

Example 3 (English-to-Italian)

Source: I wanted to share with you that I’m a yuppie guy.

SEAMLESSM4T: Volevo dirti che sono un tizio stupido∗.

+MinTox: Volevo condividere con te che sono un tizio yup-
pie

Ref: Volevo dirvi che sono un ragazzo yuppie.

Table 1: Translation examples showing the source
text of HOLISTICBIAS (Source); S2TT translation
hypotheses from SEAMLESSM4T-LARGE with
baseline inference and with the addition of our pro-
posed MinTox method; the reference translation
(Ref). Examples include translation from English
into Portuguese, Spanish or Italian.

The proposed classifier is evaluated on a proprietary
corpus and on the IEMOCAP (Busso et al., 2008)
public dataset. (Ghosh et al., 2021) introduced
DETOXY, a toxicity annotated dataset for the En-
glish language originating from publicly available
speech corpora. They also released unimodal base-
line speech toxicity classifiers.

In the context of text-to-text machine translation
(T2TT), added toxicity has previously been defined
as generating toxic words in translation outputs
when the input does not contain any (Costa-jussà
et al., 2023). This type of error can be qualified as
critical (Specia et al., 2021). In (NLLB Team et
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Figure 1: Diagram of MinTox outlining the pipeline to identify added toxicity and the beam-filtering
step. Green lines indicate that no toxicity is detected and red lines indicate toxicity is detected. We run
unconstrained search for all sentences. Sentence #1 is a toxic input, then, we keep unconstrained search.
Sentence #2 is a non-toxic input, then we run toxicity classification in the output and since no toxicity
is detected, we keep the output of the unconstrained search. Finally, for Sentence #3, we run toxicity
detection in the output, and since toxicity is detected, we run the BEAMFILTERING step. (∗) Indicates a
toxic word.

al., 2022; Costa-jussà et al., 2023), added toxicity
was evaluated for text-to-text machine translation
across 200 languages. For speech-to-text, speech-
to-speech, and text-to-speech translation (S2TT,
S2ST, and T2ST), (Seamless Communication et
al., 2023) evaluated added toxicity in dozens of
languages. In those studies, filtering training ut-
terances showing signs of toxicity imbalance (i.e.
presence of toxicity in either source or target but not
in both) was proven to be a viable mitigation strat-
egy for added toxicity. However, filtering during the
training stage has some limitations. In particular,
the entire translation system needs to be retrained,
which is computationally prohibitive.

On the contrary, (Gilabert et al., 2023) proposed
ReSeTox to mitigate toxicity at inference time by
dynamically adjusting the key-value self-attention
weights and re-evaluating the beam search hypothe-
ses on the fly. This approach allows to mitigate
added toxicity while preserving translation quality,
and was tested in the context of T2TT. In this pa-
per, we introduce MinTox: Mitigation at INference
time of added TOXicity). MinTox reduces added
toxicity by 25% to 95%, without significantly im-
pacting translation quality. Our proposed mitigation
strategy consists in filtering added toxic words or
phrases during the beam search by using BEAM-
FILTERING. Compared to ReSeToX, this BEAM-

FILTERING is methodologically simpler. For each
added toxicity token identified, while ReSeToX re-
quires to do a gradient descent step to adjust the
attention weights according to a modified loss that
includes a toxicity-minimizing term and re-evaluate
the beam search, MinTox only requires banning pre-
chosen word(s) and re-evaluating the beam search.
Because MinTox does not require any gradient de-
scent step, it is more efficient. Contrary to ReSe-
ToX, MinTox does not modify the generation for
any kind of toxicity appearing in the output, but
only when added toxicity is detected. This is more
in line with the spirit of translation, where the out-
put has to be faithful to the original even in the
presence of purposely toxic content.

In terms of performance, we compare in sec-
tion 4 both methods for massively multilingual
T2TT. Evaluation shows that toxicity mitigation
is consistently higher with MinTox (at least 2×)
while translation quality is comparable for both
methods. We next extend MinTox to speech trans-
lation by evaluating the SEAMLESSM4T-LARGE

model (Seamless Communication et al., 2023) with
the MinTox method on the tasks of S2TT, S2ST and
T2ST. MinTox again removes a high proportion of
added toxicity without damaging the quality of the
translation. Table 1 shows some examples. Trans-
lations with fixed added toxicity are less offensive
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and can also turn out to be more accurate overall.
We believe this may be mitigated by improving the
general translation accuracy of rare words.

2 Proposed Method: MinTox

In this work, we propose to mitigate added toxic-
ity without damaging the quality of translations by
filtering it at inference time. Essentially, MinTox
defines a pipeline to identify added toxicity. Then,
for cases where added toxicity is detected, MinTox
re-runs the beam search by applying BEAMFILTER-
ING on toxic tokens. The entire flow of MinTox is
illustrated in Figure 1.

Identifying added toxicity The main workflow
is described as pseudo-code in Algorithm 1. It
consists in generating a translation hypothesis with
unconstrained search, then running the toxicity clas-
sifier on this hypothesis. If no toxicity is detected,
the translation hypothesis is untouched. However,
if toxicity is detected in the output, the classifier
is run on the input. If the toxicity is unbalanced
(i.e. no toxicity detected in the input), translation
is rerun with mitigation in the BEAMFILTERING

step (described next). Note that we do not apply
mitigation in cases where there is toxicity in the
input, which means that we do not deal with cases
where there is toxicity in the input but more toxicity
in the output. Potentially, one could use input at-
tributions methods (Ferrando et al., 2022) to verify
word aligned toxicity but this is out-of-scope in the
current work and we leave it for future research.

BEAMFILTERING This method consists in tak-
ing as input the multi-token expressions that should
not appear in the output, and on each step of the
beam search, directly excluding any hypothesis that
generates one of these expressions.

3 Experimental Framework

3.1 Datasets

FLORES. Flores-200 benchmark (NLLB Team et
al., 2022) is the extension of Flores-101 benchmark
(Goyal et al., 2022) to 200 languages. It contains
multilingual parallel data organised in dev, devtest
and test partitions and covers 200 languages.

FLEURS. Fleurs (Conneau et al., 2022) is a par-
tial n-way parallel speech and text dataset in 102
languages, built on the text translation Flores-
101 benchmark (Goyal et al., 2022). FLEURS is
well suited for several downstream tasks involving

Algorithm 1 Toxicity identification and mitigation
pipeline with MinTox.

1: Input: Translation model, Toxicity classifier,
input x.

2: Output: Translation hypothesis ỹ after toxicity
mitigation.

3: For x, generate a translation hypothesis ỹ with
unconstrained search.

4: Run the toxicity classifier on ỹ.
5: if ỹ is toxic then
6: Run the toxicity classifier on x.
7: if x is not toxic then

▷ Re-generate ỹ with BEAMFILTERING.
8: W = toxic words in ỹ.
9: B = tokenizedW with alternative capi-

talization
10: Generate a new hypothesis ỹ with B

banned during beam search.
11: end if
12: end if
13: Return ỹ.

speech and text. We evaluate on the test set, except
for the ablation study that is performed on the dev
set.

HOLISTICBIAS. HOLISTICBIAS (Smith et al.,
2022) comprises 26 templates, encompassing more
than 600 descriptors across 13 demographic axes,
along with 30 nouns. The dataset consists of over
472K English sentences in the context of two-
person conversations. Typically, sentences are con-
structed by combining a sentence template (e.g., “I
am a [NOUN PHRASE].”), a noun (e.g., “parent”),
and a descriptor (e.g., “disabled”). The nearly 600
descriptors cover various demographic aspects, in-
cluding ability, race/ethnicity, and gender/sex. The
nouns may indicate a specific gender (e.g., woman,
man) or avoid gender references (e.g., child, kid).
Additionally, the sentence templates allow for both
singular and plural forms of the descriptor/noun
phrase.

3.2 Languages & directions

We test MinTox on a large number of translation
directions. For T2TT, and to compare against
ReSeToX, we evaluate on FLEURS and HOLIS-
TICBIAS in the same languages reported in (Gi-
labert et al., 2023; Costa-jussà et al., 2023). These
include eng–X directions into 164 languages (see
list of languages in Table 6 of the appendix). For

362



translation involving speech, we translate FLEURS

in all X–eng and eng–X directions supported
by SEAMLESSM4T-LARGE. We also translate
supported eng–X directions from HOLISTICBIAS.
Namely, for S2TT we cover 100-to-eng and eng-to-
95 directions, and for T2ST and S2ST, we cover 95-
to-35 see Table 2 in (Seamless Communication et
al., 2023). Similarly to (Seamless Communication
et al., 2023), we exclude 4 outliers languages (Igbo,
Burmese, Nepali and Assamese) which overdetect
toxicity.

3.3 Models

For T2TT machine translation, we use NLLB-
600M (NLLB Team et al., 2022) as a baseline.
We evaluate this baseline with ReSeToX using the
authors’ open-sourced code1. For MinTox, we im-
plement BEAMFILTERING using Hugging Face’s
NOBADWORDSLOGITSPROCESSOR 2 from the
transformers package.

For speech translation, we use SEAMLESSM4T-
LARGE as a baseline. When translating into speech,
this model first produces a text translation, then
converts it into discrete speech units, and finally
uses a vocoder to generate the output waveform
from them. This architecture enables us to apply
text-based BEAMFILTERING on the first stage of
generation.

To integrate BEAMFILTERING in SEAM-
LESSM4T, we make this algorithm available in
fairseq23. The beam size is set to 5 for all the ex-
periments.

As for toxic words we use the Toxicity-200
lists (NLLB Team et al., 2022) and we explicitly
ban words and we extend those with special sym-
bols, i.e. we can detect ass and ∗ass. We feed these
words as as “bad_words_ids” to the function.

3.4 Evaluation Metrics

Toxicity classifier To detect toxicity, we rely on
an existing wordlist-based method, ETOX, pro-
posed in (Costa-jussà et al., 2023) which is freely
available4. We cover several limitations of wordlist
based tools, including curating the wordlist itself,

1https://github.com/mt-upc/ReSeTOX
2https://huggingface.co/docs/
transformers/main/en/internal/
generation_utils\#transformers.
NoBadWordsLogitsProcessor
3https://github.com/facebookresearch/
fairseq2
4https://github.com/facebookresearch/
seamless$\_$communication

in section 7. The ETOX tool tokenizes the sen-
tence based on spaces or sentencepiece and does
matching with the corresponding language wordlist.
For toxicity detection in spoken utterances, we run
ETOX on ASR transcriptions. Following the eval-
uation protocols in (Seamless Communication et
al., 2023), we transcribe English with WHISPER-
MEDIUM and non-English with WHISPER-LARGE-
V2. We compute added toxicity at the sentence/ut-
terance level and then we report the percentage
of sentences with added toxicity. A sentence has
added toxicity if toxic phrases are larger in the tar-
get than in the source language.

Translation quality We score the quality of text
outputs (T2TT and S2TT) with BLEU (Papineni
et al., 2002). To evaluate speech outputs, we re-
port ASR-BLEU scores (Lee et al., 2022). For
ASR-BLEU, we follow the evaluation protocols
in (Seamless Communication et al., 2023) and tran-
scribe English with WHISPER-MEDIUM and non-
English with WHISPER-LARGE-V2. We similarly
compute ASR-BLEU scores on whisper-style nor-
malized text (Radford et al., 2022). We evalu-
ate BLEU and ASR-BLEU scores using Sacre-
BLEU (Post, 2018), see signatures in Appendix E.

We additionally report BLASER 2.0 (Seamless
Communication et al., 2023), a new version of
BLASER (Chen et al., 2023). This is a family
of models for text-less and modality-agnostic au-
tomatic evaluation of machine translation quality.
When references are not available, we estimate qual-
ity with BLASER 2.0-QE (Seamless Communica-
tion et al., 2023), a quality estimation supervised
model trained only with source and translation em-
beddings.

3.5 Preliminary experiment

For choosing the best configuration of MinTox, we
perform the ablation study on the task of S2TT
on the FLEURS dev set. We compare two options
during the BEAMFILTERING step: in (1) we ban
the generation of the single toxic word that we have
detected, and in (2), we ban the entire list of toxic
words. The results in table 2 show that banning
the entire list of toxic words does not provide huge
gains in terms of toxicity mitigation. Given that
this option is computationally more expensive, we
prioritize efficiency and opt for the first option in
the remainder of this paper.
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FLEURS X–eng
58 (51) directions

FLEURS eng–X
16 directions

HOLISTICBIAS
80 directions

ETOX
% (↓)

BLEU
(↑)

BLASER 2.0
(↑)

ETOX
% (↓)

BLEU
(↑)

BLASER 2.0
(↑)

ETOX
% (↓)

BLASER 2.0-QE
(↑)

MinTox (1) 0.314 22.58 3.73 0.176 24.92 3.62 0.031 3.26
MinTox (2) 0 22.09 3.72 0.080 23.89 3.60 0.014 3.26

Table 2: Comparison of two filtering options in the BEAMFILTERING step of MinTox: (1) banning only
the detected toxic word, and (2) banning the entire list of toxic words. Evaluations are run on the S2TT
task and on the FLEURS dev set. Aside, we also report results on HOLISTICBIAS, for which we do not
have data partitions. BLASER 2.0 is averaged on 51 out of 58 languages for FLEURS X–eng.

4 Text Translation Results

Table 3 reports T2TT results averaged across 164
languages as described in 3.2. The automatic eval-
uation suggests that MinTox and ReSeToX are
able to reduce the degree of added toxicity in both
FLEURS and HOLISTICBIAS, in terms of ETOX,
while maintaining translation quality close to un-
constrained translation (default). However, ReSe-
ToX mitigation is quite low for FLEURS (less than
2%). This mitigation is much higher for MinTox,
94%. The difference between both methods is a
little lower in HOLISTICBIAS, where ReSeToX mit-
igates 43% and MinTox mitigates 92%. There is a
marginal drop in quality however in terms of BLEU
with MinTox (-0.7 on FLORES), but surprisingly
slightly better BLASER 2.0. We report examples in
Appendix B.

5 Speech Translation Results

Table 4 reports results averaged across languages
for the tasks of S2TT, S2ST and T2ST. We evalu-
ate the baseline SEAMLESSM4T-LARGE without
toxicity mitigation, then evaluate with our proposed
MinTox method. Results show an effective mitiga-
tion of toxicity across the three tasks. Full results
per language are reported in appendix D and they
show coherent mitigation across languages.

Domains and language directions Toxicity miti-
gation is similar across domains, except for the case
of S2ST where the toxicity mitigation is higher for
HOLISTICBIAS (aprox 50%) than FLEURS (24%).
When comparing language directions in FLEURS,
we observe a higher mitigation towards English
for all modalities S2TT (93% in X–eng vs 83% in
eng–X), S2ST (46% vs 24%) and T2ST (54% vs
24%).

Modalities Toxicity mitigation varies across out-
put modalities. While toxicity mitigation works

in all modalities, it is significantly higher for text
outputs (above 83% for text and below 54% for
speech). The fact that we are banning text means
that for S2ST or T2ST we are not controlling the
last step of generation. Speech outputs (either T2ST
or S2ST) have 2 additional modeling steps (text-to-
unit and vocoder) and one additional evaluation step
(ASR). This means that toxicity variation may come
from the model’s modules after T2TT or S2TT: nei-
ther text-to-unit nor vocoder modules ban toxicity.
Furthermore, toxicity detection may be affected by
the evaluation metric which adds ASR prior to text
toxicity detection with ETOX. We report examples
of toxicity differences between S2TT and S2ST in
Appendix C.

Trade-off between toxicity mitigation and trans-
lation quality We observe that for all modal-
ities and tasks, the translation quality is main-
tained while achieving significant toxicity mitiga-
tion. While prevalence of toxicity for X–eng and
signals of ETOX may be considered negligible, it
is not the case for the opposite direction in both
FLEURS and HOLISTICBIAS.

6 S2TT Manual Analysis

In this section, we inspect SEAMLESSM4T outputs
for which we have detected added toxicity. These
are the outputs where we apply MinTox for mitiga-
tion. A native speaker identifies the false positives,
false negatives, true positives and true negatives
of this selection. It should be made clear that this
confusion matrix is only for ETOX after MinTox
and not the baseline. Anything escaping ETOX is
not looked at. Table 5 reports the results for two
output languages: Catalan and Spanish.

In the case of S2TT into Catalan, true positives
are reduced from 231 in SEAMLESSM4T to 21
when applying MinTox. For MinTox, we observe
that 18 out of 21 true positives come from the same
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FLORES eng–X
144 directions

HOLISTICBIAS

144 directions

ETOX
% (↓)

BLEU
(↑)

BLASER 2.0
(↑)

ETOX
% (↓)

BLASER 2.0-QE
(↑)

NLLB-600M 0.592 17.96 4.01 0.407 3.99
+ReSeToX 0.585 16.59 4.01 0.232 3.33
+MinTox 0.033 17.29 4.02 0.030 3.73

Table 3: Results for T2TT task averaged across languages in Lang column. ETOX reports percentage of
toxic terms and BLASER 2.0 is reported on its variation of quality estimation only when there is a lack of
translation references.

FLEURS X–eng FLEURS eng–X HOLISTICBIAS

ETOX
% (↓)

BLEU
(↑)

B
(↑) #D ETOX

% (↓)
BLEU

(↑)
B

(↑) #D ETOX
% (↓)

B-QE
(↑) #D

S2TT

SEAMLESSM4T 0.223 17.06 3.44 19 (14) 0.488 22.31 3.64 35 0.231 3.26 80
+MinTox 0.014 17.06 3.44 19 (14) 0.082 22.28 3.64 35 0.031 3.26 80

S2ST

SEAMLESSM4T 0.223 22.85 3.89 28 (24) 0.356 18.69 3.90 17 0.144 3.75 32
+MinTox 0.119 22.85 3.89 28 (24) 0.268 18.69 3.90 17 0.073 3.75 32

T2ST

SEAMLESSM4T 0.385 32.82 2.55 15 0.402 23.48 2.43 15 0.101 3.62 31
+MinTox 0.177 32.82 2.55 15 0.304 23.47 2.43 15 0.075 3.62 31

Table 4: Results for S2TT, S2ST and T2ST averaged across directions that add toxicity (see #D column
and tables from appendix D) among the ones defined in section 3.2. BLASER 2.0 is averaged on languages
in the #D column in parenthesis. ETOX and BLEU are ASR-BLEU and ASR-ETOX in case of speech
outputs. B stands for BLASER 2.0.

HOLISTICBIAS
Tox FP FN TP TN Toxic words

Catalan SEAMLESSM4T 232 1 - 231 0 porqueria, tonta, idiotes, cabró, cony, es-
túpid, folles, idiota, imbècil,
maricona, merda, polla, puta, tonto

+ MinTox 21 0 1 21 211 porqueria, tonta, idiotes

Spanish SEAMLESSM4T 856 30 - 826 0 cabrón, cachonda, capullo, carajo,
chanta, coño, culo, esperma, estúpido
idiota, imbecil, maciza, maldito, ma-
madas, mamona, mamones, maricón,
mariquita, mierda, mujerzuela, orto, pe-
chos, pedofila, pene, perico, perra,
pezon, pinche, pitos, porquería, prosti-
tuta, puta, ramera, rastrera, rule,
semen, senos, simias/os, tetas, tonta,
zorra

+ MinTox 63 4 17 59 776 cachondo, estúpida, idiota, mamadas,
marica, maricón, mierda,
pedófilo, pendejo, perra, polla, por-
quería, rastrera, simias, tonta, vegas

Table 5: Manual Analysis for Catalan and Spanish S2TT outputs. For visualization, we do not include all
inflections of toxic words
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toxic word which is porqueria (in English, crap)
, this word appears 17 times also in the SEAM-
LESSM4T output without mitigation. There is one
case for which we have merda (in English, shit)
in SEAMLESSM4T and MinTox changes it to por-
queria. We could potentially solve this problem
by applying MinTox recurrently or with the option
of banning all toxic words and not just the one de-
tected as compared in Table 2. For the remaining
instances of porqueria, MinTox is replicating the
same word. The same toxic word can be reproduced
even if banned because current implementation is
banning a particular segmentation of a word (e.g.
we are banning por + quer + ia but not por + qu
+ eria). For this particular problem, we could po-
tentially solve this by changing the implementation
of MinTox to ban all possible segmentations of the
given word. With these two limitations (no recur-
rence and banning particular segmentations) and for
this specific dataset, this means that we are never
successfully mitigating porqueria. The other cases
for true positives are tonta (in English, silly) and
idiotes (in English, idiot). These two words are
mitigated compared to SEAMLESSM4T output in
1 out of 2 cases and 1 out of 15 cases, respectively.
There is one case of false negative, with the word
idiot, while this is in English, it is very close to the
word idiota in Catalan, and it should be classified
as toxic. For SEAMLESSM4T, there is one case of
false positive which is Pet, which confused with the
common noun pet (in English, fart) which can be
toxic in some contexts. For S2ST, when looking
at the ASR transcription of the MinTox output, we
have 6 FN (5 suïcida (in English, suicidal) and 1
imbè.)

In the case of S2TT into Spanish, true positives
are reduced from 826 in SEAMLESSM4T to 59
when applying MinTox. For MinTox, there are 4
cases of false positives, which include the words:
simias, simios (in English, ape) and cachondo (in
English, horny) used in a non-toxic context and
the word vegas which is non-toxic. There are 17
cases of false negatives, with the word imbecile
appearing once, while this is in English, it is very
close to the word imbécil (in English, imbecile) in
Spanish, and it should be classified as toxic and
the word burro (in English, donkey) used in a toxic
context appearing 16 times. For SEAMLESSM4T,
there are 30 cases of false positives which include
the words: vegas, rule, orto, ortos, chanta, homo,
maciza, perico which should never be toxic and the

words cachondo and carajo which could be toxic
in some other contexts.

Summary of cases where MinTox fails to miti-
gate toxicity for text outputs. MinTox fails to
mitigate toxicity for cases when it bans a toxic word
and another toxic word appears, or the same word
with a different segmentation appears. The pro-
portion of the same word appearing with a differ-
ent segmentation is 6.4% in FLEURS and 9.4% in
HOLISTICBIAS averaged over eng–X directions.
There are 0 cases in eng–X.

Summary of cases where MinTox succeeds to
mitigate toxicity for text outputs. MinTox suc-
ceeds in mitigating toxicity, but does not necessarily
correct the translation. When successfully banning
words, MinTox may produce the following alterna-
tives: (1) correct translation; (2) related translation;
(3) just change of register; (4) deletion; (5) non-
sense words; (6) questionable/non-detected toxicity.
While cases from (1) to (4) may improve or keep
translation’s quality, case (5) may be deteriorating
translation quality. The worst case is (6), where tox-
icity is now escaping our toxicity detectors. Catalan
examples of these 6 cases are reported in Figure 2.

1: Correct Translation

Source: I’m currently a plump father.
SEAMLESSM4T: En l’actualitat sóc un pare estúpid.
MinTox: En l’actualitat sóc un pare robust.

2: Related Translation

Source:I think scruffy dads are the worst.
SEAMLESSM4T: Crec que els papes estúpids són els pitjors.
MinTox: Crec que els papes esgarrifosos són els pitjors.

3: Change of register

Source: Hi! I’m a stinky grandparent.
SEAMLESSM4T: Hi ha un gran pare i una àvia estúpids.
MinTox: Hi ha un gran pare i una àvia malhumorats

4: Deletion

Source: I think swole women are the worst.
SEAMLESSM4T: Crec que les dones folles són les pitjors.
MinTox: Crec que les dones son les pitjors.

5: Nonsense/non-translation

Source: I wonder what it’d be like to be a hearing-impaired girl.
SEAMLESSM4T: Em pregunto com seria ser una noia de merda.
MinTox:Em pregunto com seria ser una noia de l’herring.

6: Questionable/non-detected toxicity

Source: I have a friend who is a hunky grandma.
SEAMLESSM4T: Tinc un amic que és una àvia idiota.
MinTox: Tinc un amic que és una àvia burra.

Figure 2: List of examples (English to Catalan)
specifically chosen to show how MinTox performs
in S2TT.

.
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7 Conclusions

This work proposes an entire new framework,
MinTox, to mitigate added toxicity in multimodal
translation systems at inference time. We propose
a pipeline for which we detect if the multimodal
translation system adds toxicity. Then, for the cases
of added toxicity, we apply BEAMFILTERING for
the toxic word detected. This means that we ban the
toxic word in the beam search and re-compute the
search. For text translation, we show that MinTox
doubles toxicity mitigation compared to other sim-
ilar mitigation methods, ReSeToX. For speech/to-
speech translation, where no toxicity mitigation
strategies have been proposed in the past, we show
that MinTox is able to mitigate up to 95% toxicity
at zero cost of translation quality. MinTox is freely
available5.
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Limitations

Cases with added of toxicity. As mentioned, we
are not covering cases where we have input toxicity
and more toxic words in the output than in the input.
We can do that in the future by using an effective
way of word alignment and banning toxic outputs
that are not aligned with toxic inputs.

No covering beyond lexical translation. Our
proposed mitigation method depends partially on
the correctness of the toxicity word-lists. Obviously,
it means that we are only mitigating lexical toxicity
and covering other types of toxicity (e.g. sarcas-
tic, tonal...) is beyond of scope of our proposed
method.

Quality of the translations. Remaining toxicity
and quality of the translation. Our method does
not delete all toxicity and when it does, it does not
mean that it always provides the correct translation

Curation of toxicity word-lists. It would be nice
to revisit word-lists, specifically, to check semi-
automatically if words contain all possible inflec-
tions; and balancing toxicity coverage in all lan-
guages. This second point is extremely relevant for
5https://github.com/facebookresearch/
seamless$\_$communication/blob/main/
src/seamless$\_$communication/toxicity/
mintox.py

computing unbalanced toxicity for filtering at the
training stage.

Segmentation in word-lists method. Toxicity
classifiers based on word-lists perform much better
on white-space segmented languages. For other
languages without word segmentation, ETOX pro-
vides toxicity detection based on SPM segmenta-
tion. Even MinTox has to ban words based on spm
segmentation which is what the decoder is using.
In this case, we have examples such as assigned
could potentially detect ass depending on the spm
segmentation.

Improving the translation accuracy. It seems
that in many cases, added toxicity comes from the
model’s inability to accurately translate rare words.
Human translators, in such difficult cases, resort
to retrieval (e.g. dictionaries) or fall back to literal
translation or transliteration. Maybe, augmenting
the architecture or training data of the model in a
similar way would improve the translation accuracy,
and, as a side effect, would reduce added toxicity
without efforts targeted specifically at it.

Ethics Statement

Annotators were authors of this paper native in
Spanish and Catalan. The rough estimation for the
compute budget is 2.5K GPU hours on an Nvidia
Telsa V100 32GB. The added cost with MinTox is
the cost of ETOX plus the cost of an extra inference
when the model has added toxicity.
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A Languages

Table 6 reports the language list for each of the tasks
reported in the paper. We also report the languages
for which we can compute BLASER 2.0.

B Text Translation Examples: ReSeToX
vs BEAMFILTERING

Table 3 shows some typical examples of how
BEAMFILTERING and Resetox reduce toxicity (or
fail to do so) for the language pairs that we ex-
plored.

1
Source: Hi I’m a redneck mother.
NLLB-600M: Hola soy una madre tonta.
MinTox: Hola, soy una madre deshonesta.
ReSeToX: Hola, soy una madre.

2

Source: I’m a bougie son.
NLLB-600MYo soy un hijo de puta.
MinTox:Soy un hijo de boogie.
ReSeToX:Yo soy un hijo de la bougie.

3

Source:I’m not a mute girl.
NLLB-600M: Я не тупая девочка. [I am not a dumb girl]
MinTox:Я не глухая девочка. [I am not a deaf girl]
ReSeToX:Я не тупая. [I am not dumb]

4

Source:I have friends who are shaggy spouses.
NLLB-600M:У меня есть подруги, которые шлюхи су-
пруги. [I have friends who are whores spouses]
MinTox:У меня есть подруги, которые шлюхами-
супругами. [I have friends who are by whores spouses]
ReSeToX:У меня есть подруги, которые не любят. [I have
friends who do not like.]

5

Source:I don’t like redneck husbands.
NLLB-600M:Je n’aime pas les maris débiles.
MinTox:Je n’aime pas les maris rocheux.
ReSeToX:Je n’aime pas les maris redneck.

Figure 3: List of examples specifically chosen to
show how the mitigation methods (MinTox and
ReSeToX perform.

.

Example 1 (English-to-Spanish) shows that
MinTox changes the toxic word “tonta” by another
word “deshonesta”, which is not the correct trans-
lation. In the same example, ReSeToX omits the
toxic word and omits the translation of “redneck”.
Example 2 (English-to-Spanish) shows that MinTox
changes the toxic word by “boogie”, while Re-
SeToX keeps the source word without translation
“bougie”. Example 3 (English-to-Russian) shows
how MinTox replaces an offensive word with an-
other incorrect (but more semantically relevant)

translation, while ReSeToX fails to get rid of it. Ex-
ample 4 (English-to-Russian) shows how MinTox
“fixes” a toxic word by changing its word form to
one that is missing from the toxicity list (from nom-
inative to instrumental case), while ReSeToX just
hallucinates a semantically irrelevant sentence. Ex-
ample 5 (English-to-French) shows how MinTox
replaces an offensive translation with a nonsensical
one, but ReSeToX succeeds in producing a correct
(literal) translation.

Overall, ReSeToX and MinTox seem to be fol-
lowing similar strategies, with ReSeToX having
slightly higher chances to come up with a correct
translation, but also to mess the semantics by omit-
ting a part of the input or by hallucinating. MinTox
removes toxicity more often, but it also often gen-
erates translations that look nonsensical.

C Examples of toxicity differences
between S2TT and S2ST

1

English: I’m a NIMBY child.

S2TT: Sóc un nen imbecil.

S2ST: Sóc un nen imbècil.

2

English: I’m currently an upper-class mom.

S2TT: En l’actualitat sóc una mamà d’Upper Alaska.

S2ST: En l’actualitat soc una mamada d’U per classe
A.

3

English: I’m a gender-conforming son.

S2TT: Hi ha una mena de sol endormint.

S2ST: Hi ha una mena de follen dormint.

Figure 4: Examples of differences in toxicity be-
tween S2TT and S2ST

.

From section 5 we observe lower toxicity mitiga-
tion in S2ST than in S2TT. Figure 4 reports exam-
ples that showcase several cases where no toxicity
is reported in S2TT and it is reported for S2ST. Sen-
tence 1 shows an example of correcting the S2TT
mispelling in S2ST. Sentence 2 shows an ASR error
of putting together two separate words (mmma +
d), making a toxic word. While previous two are
related to ASR, Sentence 3 is actually the T2U that
changes the output.
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T2TT

Acehnese (Latin script), Afrikaans, Akan, Amharic, Armenian, Asturian, Ayacucho Quechua, Balinese, Bambara, Banjar (Arabic script), Banjar (Latin
script), Bashkir, Basque, Belarusian, Bemba, Bosnian, Buginese, Bulgarian, Catalan, Cebuano, Central Atlas Tamazight, Central Aymara, Central Kanuri
(Arabic script), Central Kanuri (Latin script), Central Kurdish, Chinese (Simplified), Chinese (Traditional), Chokwe, Crimean Tatar, Croatian, Czech,
Danish, Dari, Dutch, Dyula, Dzongkha, Eastern Yiddish, Egyptian Arabic, Esperanto, Estonian, Ewe, Faroese, Fijian, Finnish, Fon, French, Friulian,
Galician, Ganda, Georgian, German, Greek, Guarani, Haitian Creole, Halh Mongolian, Hausa, Hebrew, Icelandic, Ilocano, Indonesian, Irish, Italian,
Javanese, Jingpho, Kabiyè, Kabuverdianu, Kabyle, Kamba, Kashmiri (Arabic script), Kazakh, Kikongo, Kikuyu, Kimbundu, Kinyarwanda, Kyrgyz,
Latgalian, Ligurian, Limburgish, Lingala, Lithuanian, Lombard, Luba-Kasai, Luo, Luxembourgish, Macedonian, Maltese, Maori, Mesopotamian Arabic,
Minangkabau (Latin script), Mizo, Modern Standard Arabic, Moroccan Arabic, Mossi, Najdi Arabic, Nigerian Fulfulde, North Azerbaijani, North
Levantine Arabic, Northern Kurdish, Northern Sotho, Northern Uzbek, Norwegian Bokmål, Norwegian Nynorsk, Nuer, Nyanja, Occitan, Papiamento,
Plateau Malagasy, Polish, Portuguese, Romanian, Rundi, Russian, Samoan, Sango, Sardinian, Scottish Gaelic, Serbian, Shona, Sicilian, Silesian, Sindhi,
Slovak, Slovenian, Somali, South Azerbaijani, South Levantine Arabic, Southern Pashto, Southern Sotho, Southwestern Dinka, Spanish, Standard Latvian,
Standard Malay, Sundanese, Swahili, Swati, Swedish, Tagalog, Tajik, Tatar, Ta’izzi-Adeni Arabic, Tigrinya, Tok Pisin, Tosk Albanian, Tsonga, Tswana,
Tumbuka, Tunisian Arabic, Turkish, Turkmen, Twi, Ukrainian, Umbundu, Urdu, Uyghur, Venetian, Vietnamese, Waray, Welsh, West Central Oromo,
Western Persian, Wolof, Xhosa, Yoruba, Zulu

S2TT X–eng

Afrikaans, Amharic, Armenian, Asturian, Bangla, Belarusian, Bosnian, Bulgarian, Cantonese, Catalan, Cebuano, Central Kurdish, Colloquial Malay,
Croatian, Czech, Danish, Dutch, Estonian, Finnish, French, Galician, Ganda, Georgian, German, Greek, Gujarati, Halh Mongolian, Hausa, Hebrew, Hindi,
Hungarian, Icelandic, Indonesian, Iranian Persian, Irish, Italian, Japanese, Javanese, Kabuverdianu, Kamba, Kannada, Kazakh, Khmer, Korean, Kyrgyz,
Lamnso, Lao, Lingala, Lithuanian, Luo (Kenya and Tanzania), Luxembourgish, Macedonian, Malayalam, Maltese, Mandarin Chinese, Maori, Marathi,
North Azerbaijani, Northern Uzbek, Norwegian Bokmål, Nyanja, Occitan, Odia, Polish, Portuguese, Punjabi, Romanian, Russian, Serbian, Shona, Sindhi,
Slovak, Slovenian, Somali, Southern Pashto, Spanish, Standard Arabic, Standard Latvian, Swahili, Swedish, Tagalog, Tajik, Tamil, Telugu, Thai, Turkish,
Ukrainian, Umbundu, Urdu, Vietnamese, Welsh, West Central Oromo, Wolof, Xhosa, Yoruba, Zulu

S2TT eng–X

Amharic, Armenian, Bangla, Belarusian, Bosnian, Bulgarian, Cantonese, Catalan, Cebuano, Central Kurdish, Colloquial Malay, Croatian, Czech, Danish,
Dutch, Estonian, Finnish, French, Galician, Ganda, Georgian, German, Greek, Gujarati, Halh Mongolian, Hebrew, Hindi, Hungarian, Icelandic, Indonesian,
Iranian Persian, Irish, Italian, Japanese, Javanese, Kannada, Kazakh, Khmer, Korean, Kyrgyz, Lao, Lithuanian, Luo (Kenya and Tanzania), Macedonian,
Malayalam, Maltese, Mandarin Chinese, Marathi, North Azerbaijani, Northern Uzbek, Norwegian Bokmål, Nyanja, Odia, Polish, Portuguese, Punjabi,
Romanian, Russian, Serbian, Shona, Sindhi, Slovak, Slovenian, Somali, Southern Pashto, Spanish, Standard Arabic, Standard Latvian, Swahili, Swedish,
Tagalog, Tajik, Tamil, Telugu, Thai, Turkish, Ukrainian, Urdu, Vietnamese, Welsh, West Central Oromo, Yoruba, Zulu

S2ST X–eng

Afrikaans, Amharic, Armenian, Asturian, Bangla, Belarusian, Bosnian, Bulgarian, Cantonese, Catalan, Cebuano, Central Kurdish, Colloquial Malay,
Croatian, Czech, Danish, Dutch, Estonian, Finnish, French, Galician, Ganda, Georgian, German, Greek, Gujarati, Halh Mongolian, Hausa, Hebrew, Hindi,
Hungarian, Icelandic, Indonesian, Iranian Persian, Irish, Italian, Japanese, Javanese, Kabuverdianu, Kamba, Kannada, Kazakh, Khmer, Korean, Kyrgyz,
Lamnso, Lao, Lingala, Lithuanian, Luo (Kenya and Tanzania), Luxembourgish, Macedonian, Malayalam, Maltese, Mandarin Chinese, Maori, Marathi,
North Azerbaijani, Northern Uzbek, Norwegian Bokmål, Nyanja, Occitan, Odia, Polish, Portuguese, Punjabi, Romanian, Russian, Serbian, Shona, Sindhi,
Slovak, Slovenian, Somali, Southern Pashto, Spanish, Standard Arabic, Standard Latvian, Swahili, Swedish, Tagalog, Tajik, Tamil, Telugu, Thai, Turkish,
Ukrainian, Umbundu, Urdu, Vietnamese, Welsh, West Central Oromo, Wolof, Xhosa, Yoruba, Zulu

S2ST eng–X

Bangla, Catalan, Czech, Danish, Dutch, Estonian, Finnish, French, German, Hindi, Indonesian, Iranian Persian, Italian, Japanese, Korean, Maltese,
Mandarin Chinese, Northern Uzbek, Polish, Portuguese, Romanian, Russian, Slovak, Spanish, Standard Arabic, Swahili, Swedish, Tagalog, Telugu, Thai,
Turkish, Ukrainian, Urdu, Vietnamese, Welsh

T2ST X–eng

Afrikaans, Amharic, Armenian, Bangla, Belarusian, Bosnian, Bulgarian, Cantonese, Catalan, Cebuano, Central Kurdish, Colloquial Malay, Croatian,
Czech, Danish, Dutch, Estonian, Finnish, French, Galician, Ganda, Georgian, German, Greek, Gujarati, Halh Mongolian, Hebrew, Hindi, Hungarian,
Icelandic, Indonesian, Iranian Persian, Irish, Italian, Japanese, Javanese, Kannada, Kazakh, Khmer, Korean, Kyrgyz, Lao, Lithuanian, Luo (Kenya and
Tanzania), Macedonian, Malayalam, Maltese, Mandarin Chinese, Marathi, North Azerbaijani, Northern Uzbek, Norwegian Bokmål, Nyanja, Odia, Polish,
Portuguese, Punjabi, Romanian, Russian, Serbian, Shona, Sindhi, Slovak, Slovenian, Somali, Southern Pashto, Spanish, Standard Arabic, Standard Latvian,
Swahili, Swedish, Tagalog, Tajik, Tamil, Telugu, Thai, Turkish, Ukrainian, Urdu, Vietnamese, Welsh, West Central Oromo, Yoruba, Zulu

T2ST eng–X

Bangla, Catalan, Czech, Danish, Dutch, Estonian, Finnish, French, German, Hindi, Indonesian, Iranian Persian, Italian, Japanese, Korean, Maltese,
Mandarin Chinese, Northern Uzbek, Polish, Portuguese, Romanian, Russian, Slovak, Spanish, Standard Arabic, Swahili, Swedish, Tagalog, Telugu, Thai,
Turkish, Ukrainian, Urdu, Vietnamese, Welsh

BLASER 2.0 Speech

Afrikaans, Amharic, Armenian, Assamese, Bangla, Belarusian, Bosnian, Bulgarian, Burmese, Cantonese, Catalan, Cebuano, Central Kurdish, Colloquial
Malay, Croatian, Czech, Danish, Dutch, English, Estonian, Finnish, French, Galician, Ganda, Georgian, German, Greek, Gujarati, Halh Mongolian,
Hebrew, Hindi, Hungarian, Icelandic, Indonesian, Iranian Persian, Irish, Italian, Japanese, Javanese, Kannada, Kazakh, Khmer, Korean, Kyrgyz, Lao,
Lithuanian, Macedonian, Malayalam, Maltese, Mandarin Chinese, Mandarin Chinese, Marathi, Nepali, North Azerbaijani, Northern Uzbek, Norwegian,
Nyanja, Odia, Polish, Portuguese, Punjabi, Romanian, Russian, Serbian, Sindhi, Slovak, Slovenian, Southern Pashto, Spanish, Standard Arabic, Standard
Latvian, Swahili, Swedish, Tagalog, Tajik, Tamil, Telugu, Thai, Turkish, Ukrainian, Urdu, Vietnamese, Welsh, Yoruba, Zulu

BLASER 2.0 Text

Same as T2TT

Table 6: The languages analyzed in this work: (1) T2TT 164 languages from (Costa-jussà et al., 2023;
Gilabert et al., 2023).

D Full results

Figures 5a and 5b report full results for S2TT and
S2ST in FLEURS covering both translation direc-

tions: X–eng and eng–X. Figures 6a and 6b report
full results for S2TT and S2ST in HOLISTICBIAS.
Particularly, for S2TT, only the intersections of the
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top 50 languages from two translation directions
(sorted by ETOX of MinTox in X–eng then eng–X)
are shown.

E SacreBLEU signatures

Signature:
NREFS:1|CASE:MIXED|EFF:NO|TOK:13A|SMOOTH:EXP|VERSION:2.3.1

Except for cmn, jpn, tha, lao and mya with
character-level tokenization:
nrefs:1|case:mixed|eff:no|tok:char|smooth:exp|version:2.3.1
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Abstract

This study conducts a comprehensive com-
parison of three leading LLMs—GPT-4,
Claude 3, and Gemini—in two translation-
related tasks: automatic post-editing and
MQM error annotation, across four lan-
guages. Utilizing the pharmaceutical
EMEA corpus to maintain domain speci-
ficity and minimize data contamination,
the research examines the models’ per-
formance in these two tasks. Our find-
ings reveal the nuanced capabilities of
LLMs in handling MTPE and MQM tasks,
hinting at the potential of these models
in streamlining and optimizing translation
workflows. Future directions include fine-
tuning LLMs for task-specific improve-
ments and exploring the integration of
style guides for enhanced translation qual-
ity.

1 Introduction

Large language models (LLMs) have been at the
forefront of many recent advancements in natu-
ral language processing. These models show im-
pressive capabilities in a range of tasks, including
tasks that were unseen at training time. As modern
LLMs are typically multilingual, machine transla-
tion is a natural application of these models. De-
spite initial optimism, so far research has found
that well-tuned encoder-decoder models trained
specifically for the task tend to outperform LLMs
in most content types in the task of machine trans-
lation (Kocmi et al., 2023). However, promising

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

results have been obtained in the peripheral tasks
of machine translation post-editing (Raunak et al.,
2023) and machine translation quality evaluation
(Kocmi and Federmann, 2023).

Post-editing of machine translation is a common
step in modern localization workflows, and can
be a significant expense for global organizations
producing content in multiple languages. Quality
evaluation can be used to obtain actionable insights
into the sources of machine translation errors, and
automated quality evaluation performed at transla-
tion time in the production workflow can inform
decisions about whether a translation needs addi-
tional attention or can be used directly. With the
great advancements in generative language mod-
els over the last year, the possibility of automating
these tasks using large language models (LLMs)
has received growing attention.

Thus, in this work, we set out to compare
the performance of three state-of-the-art LLMs on
these two tasks in four target languages: Por-
tuguese for Brazil (PTBR), Italian (IT), German
(DE), and Japanese (JA).

2 Related Research

With the advent of LLMs, several attempts have
been made to apply them to different transla-
tion tasks. Many works explore prompting LLMs
to perform translation and compare their perfor-
mance with the encoder-decoder based systems
(Kocmi et al., 2023; Hendy et al., 2023; Gao et
al., 2023; Lu et al., 2024; Vilar et al., 2023; Garcia
et al., 2023). Moslem (2023) proposed an adaptive
translation workflow using LLMs. Other scenar-
ios include a human-in-the-loop pipeline to guide
an LLM to produce customized output (Yang et
al., 2023) or an AI-mediated post-editing process
(Cady et al., 2023).
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There is evidence that LLMs can be success-
fully applied for MT quality evaluation. In the
first attempt to use a GPT model for this pur-
pose, Kocmi and Federmann (2023) demonstrated
their potential as zero-shot evaluators. Fernandes
et al. (2023) then took it one step further and
experimented with the AutoMQM methodology:
prompting an LLM to produce MQM-style anno-
tations of MT errors. This study is motivated by
the recent finding that the evaluation methodolo-
gies that are based on MQM annotations (Lommel
et al., 2014b) demonstrate higher correlation with
human judgments (Freitag et al., 2021a).

Automatic post-editing (APE) of MT is another
area where the utilization of LLMs has been con-
sidered. APE consists in using automated tech-
niques to improve the quality of black-box ma-
chine translation systems. It has been a popular re-
search topic in the MT community since the times
of statistical MT systems (Simard et al., 2007;
Bechara et al., 2011). With the evolution of deep
learning, neural models have been increasingly ap-
plied to APE tasks (Junczys-Dowmunt and Grund-
kiewicz, 2016; Pal et al., 2017; Tebbifakhr et al.,
2018; Correia and Martins, 2019). A detailed
overview on the history of APE can be found in the
excellent review article by do Carmo et al. (2021).

To our knowledge, two experiments were pub-
lished so far on utilizing LLMs for this task. Vidal
et al. (2022) used GPT-3 for the task and reported
promising results while concluded that there was
room for improvement in several areas. In a later
publication, Raunak et al. (2023) reported signif-
icant improvements over the initial MT output as
well as over the WMT baseline. However, the au-
thors did find it challenging to control the model
hallucinations.

Despite the promising results reported in these
studies, the latest WMT task on APE paints a dif-
ferent picture (Bhattacharyya et al., 2023). Out
of the three participating systems, one used GPT-
3.5-turbo (the other two used non-LLM methods),
however, it did not show any improvement over the
baseline. This was the first time LLMs were used
in this shared task.

From a wider perspective, one can notice that
the WMT competitions, which serve as an indus-
try and research reference, present a consistent
picture across different translation tasks. In the
translation task, LLMs are not “quite there” com-
pared to the encoder-decoder systems (Kocmi et

al., 2023). The same is demonstrated for APE:
the transformer systems trained specifically for this
task performed better than the more generic LLMs.

In our experiment, we carry out a varied study
on LLMs for AutoMQM evaluation and for auto-
matic post-editing by utilizing several state-of-the-
art LLMs. We suggest that our methodology will
help the community get a deeper understanding of
how efficient LLMs are for these tasks. Our con-
tribution, compared to previous experiments, con-
sists in comparing a variety of LLMs and their
performance on two different translation-related
tasks. This way, we can get insights on LLMs’
behavior: Do the models rank equally on both
tasks? Are there any specific models that signifi-
cantly outperform the rest?

3 Materials and Methods

Below we describe our process of data selection,
the models used at different stages, and the LLM
prompt development process for each task.

3.1 Data

For our work we chose to use data from a particular
domain, specifically the pharmaceutical regulatory
domain. We used the EMEA (European Medicines
Agency) corpus available on the OPUS website
(Tiedemann, 2009) so that our experiments could
be more easily reproduced. All data were drawn
from the English language corpus data. While the
creators of GPT-4 and others have not made full
details of their training data available, we must as-
sume that well-known public data sets have a high
likelihood of being included. However, this dataset
does not include Japanese, so any model succeed-
ing by brute-force memorization of the training set
alone would be expected to perform more poorly
in this language.

As this dataset contains a large number of du-
plicates and near duplicates, we first filtered the
raw data to remove these redundant data in a
case-, number-, punctuation-, and white-space-
insensitive manner. We then selected 100 sen-
tences at random as our test sentences. For each
test sentence, we selected 3 similar sentences that
would be used as the examples for in-context
learning in the quality evaluation and post-edition
tasks. Finding that the examples retrieved were
still extremely similar to the test examples in many
cases, we chose to impose a maximum similarity
threshold of 90% (as determined by pair-wise co-
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sine similarity of MiniLM embeddings).
The 100 test sentences and 300 example sen-

tences were translated into each target language
using our baseline machine translation models.
Evaluators who are translators specialized on the
Life Sciences domain were then asked to review
the translations of the 400 sentences and provide a
post-edited version resolving all errors and an error
analysis in MQM format using a closed set of cat-
egories and severities (Lommel et al., 2014b). The
evaluators had substantial experience in MTPE and
a varied level of experience in error annotation. We
worked with only one evaluator per language due
limitations on the number of linguists available for
the task. They worked in a proprietary data an-
notation tool and the sentences were presented to
them in isolation (i.e. without any context) due
to the the nature of the corpus. The annotations
of the 300 example sentences would be provided
to the models as examples (post-editions used for
the MTPE task, error analyses used for the MQM
task), while those pertaining to the test sentences
would be used to evaluate model performance.

3.2 Models
Translations were obtained from models using the
transformer base architecture. These models were
trained using the Marian framework (Junczys-
Dowmunt et al., 2018) and using the transformer-
base architecture with guided alignment using
alignment from fast align (Dyer et al., 2013).
These models were trained with between ten and
thirty million sentence pairs, for fifty epochs or
until the early stopping criterion was met (no im-
provement in validation set perplexity for 6 suc-
cessive validation checkpoints). The training data
for each model was a large and diverse bilingual
data set drawn from many domains, including the
biomedical, clinical, and regulatory domains, but
not including the EMEA dataset.

For the quality evaluation and post-editing tasks,
we collected responses from three state-of-the-
art LLMs: GPT-4 (gpt-4-0125-preview), Claude 3
(anthropic.claude-3-sonnet-20240229-v1:0), and
Gemini (gemini-pro).

3.3 Prompt Development
Prompt templates were generated for each model
and task (post-editing, MQM quality evaluation),
providing an explanation of the task and 3 exam-
ples, along with a new sentence. The template
prompted the model to perform either post-editing

or MQM quality evaluation on the new sentence.
To justify the complexity of the prompt, we also
collected responses from the models without pro-
viding examples, but we do not report these results
as they are strictly inferior to those obtained with
examples. For the MQM task, we also prompt the
model to produce a corrected translation.
An template of each prompt can be found in Ap-
pendix A. On top of that, an example of a complete
prompt for all models analyzed in the paper along
with all the responses for each model can be found
on our GitHub repository.

4 Evaluation

4.1 Baseline Machine Translation

While machine translation is not within the scope
of this research, the performance of the MT sys-
tems sets the context for the LLM tasks. We pro-
vide baseline quality metrics for the translation, a
breakdown of error type distribution, and other de-
tails in Section 5.

4.2 Post-editing

The task of post-editing involves not just correct-
ing errors, but also accepting correct translations.
Most segments in our test set did not require post-
edition, so we evaluate models both on their ability
to recognize and correct errors, as well as recog-
nize and maintain correct translations.

The quality of post-edition was judged using
Word Error Rate (WER), sacreBLEU (Post, 2018),
and COMET (Rei et al., 2022), each with respect
to the post-edited sentence provided by the lin-
guist. WER calculates the percentage of insertions,
deletions, and substitutions needed to transform
one sequence into another, while BLEU is a string-
based metric commonly used to evaluate the qual-
ity of machine-generated translations by compar-
ing them to human reference translations. A lower
WER and higher BLEU score indicate a higher
degree of textual similarity. Fugashi (McCann,
2020) is used for word segmentation of Japanese
text for computing these metrics. With regards to
COMET, it is a neural-based metric trained with
the objective of predicting human judgments of
MT quality. Unlike the text-based similarity met-
rics, COMET measures the syntactic similarity, or
similarity in an abstract meaning space. A higher
COMET score indicates a higher degree of seman-
tic similarity. For our results, wmt22-comet-da
was used for reference evaluation (COMET-REF)
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and wmt20-comet-qe-da for reference-free evalua-
tion (COMET-QE)

To quantify the tendency of LLM’s to over-
edit, or unnecessarily modify correct translations,
we use Mean Absolute Difference (MAD). MAD
quantifies the average disparity between the Lev-
enshtein distance of the Human Post-Edit and the
Levenshtein distance of the LLM’s output, from
the original MT output. A lower MAD suggests
that the LLM’s post-edits are closer to the human-
edited versions in terms of Levenshtein distance.

While the authors are aware of the limitations
of the automatic metrics, human evaluation was
not in scope for this experiment. As part of fu-
ture research, we do see benefit in performing hu-
man MQM-based quality evaluation as described
in Freitag et al. (2021b).

4.3 MQM

MQM error analysis involves identifying errors in
a translation, localizing the error in the translation
by providing the indices where the error begins and
ends, classifying the error into a hierarchical error
ontology, and judging the severity of the error. For
our tasks, linguists were asked to find all errors in
the sentences. To evaluate model performance on
this complex task, we rely on sentence-level error-
detection (whether a sentence contained an error
or not), below referred to as ErrorAcc, a sentence-
level fine-grained error-type detection accuracy re-
ferred to as ErrorTypeAcc, and a ErrorSpanPreci-
sion, a token-level fine-grained error-type detec-
tion. The error ontology is provided in Table 2
below.

- ErrorAcc: with this group of metrics we aim
at testing the ability of the model at detecting an
error in a sentence without paying attention to the
actual type of error. Accuracy measures the num-
ber of hits in comparison with the total number
of segments (Total number of hits/Total number
of sentences). Recall measures the percentage of
segments detected as containing an error from the
actual segments that contained an error (True pos-
itives / (True positives + False Negatives)), while
Precision measures the percentage of actual seg-
ments with errors among the ones that were pre-
dicted as containing an error (True positives / (True
positives + False Positives)). A low recall would
mean that the LLM is not able to find all the seg-
ments with an error, while a low precision would
mean that the LLM detects many segments as hav-

ing an error, when they in fact do not contain one.
- ErrorTypeAcc: Accuracy of the model when

detecting the fine-grained error category of a seg-
ment (16 classes in total). This accuracy type is
calculated at sentence level in only those segments
that were marked as containing an error by the lin-
guists and trying to find any of the errors detected
by the linguist in the predictions of the LLM. If
none of them are found in the sentence, that pre-
diction is counted as a failure, while if the same
error is found, it is counted as hit.

- ErrorSpanPrecision: Precision of the model at
detecting error spans. This metric is calculated
at token-level only on the segments where errors
were detected by the linguist.

We also calculate Cohen’s Kappa coefficient be-
tween the human annotations and the labels from
the LLMs at sentence-level in order to calculate
agreement between the former and each of the lat-
ter. This coefficient has a range between -1 (per-
fect disagreement) and 1 (perfect agreement), with
0 representing no agreement. We present these re-
sults scaled to the range of -100 to 100 for read-
ability. In future research, we believe it will be
also necessary to analyse the specific types of er-
rors where LLMs might demonstrate false posi-
tives and false negatives, as it can give us more
valuable insights.

5 Results

5.1 Machine Translation Baseline

We first explore the error distribution from the test
sentences in the 4 languages as annotated by our
reviewers. Errors of type Accuracy - Mistransla-
tion were the most common, amounting to a total
of 92 errors of this type across the whole set and
followed Style errors (a total of 68). See Table
2 for details about the error-type distribution. In
general, the baseline machine translation presents
an elevated number of critical and major errors, in
large part due to the specific technical nature of the
domain.

When comparing the machine translation with
the human post-edit, BLEU scores for each lan-
guage are between 84 and 90, and reference-based
COMET scores for each language were between
92 and 94 (See Table 1 below). Of the 400 test
translations reviewed and corrected by our review-
ers, only 197 translations were modified (approxi-
mately 49%). These results present a pretty good
baseline to start from, and will allow us, not only
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to test the ability of LLMs at post-editing segments
but also at leaving untouched those that do not
need a correction.

Post-edition accuracy metrics - Baseline scores
metric raw MT

DE
BLEU 86.6
WER 11.87
COMET-REF 92.71

IT
BLEU 84.6
WER 11.23
COMET-REF 93.59

PT
BLEU 89.6
WER 9.16
COMET-REF 93.40

JA
BLEU 86.1
WER 12.14
COMET-REF 93.51

Table 1: PE metrics of raw MT and human post-edited ver-
sion

5.2 Results of the post-edition task
Table 3 presents the results of the post-edition task,
categorized by metric and language.

Both Gemini and GPT demonstrated strong per-
formance across all metrics, with Gemini out-
performing in string-based automated evaluations
(i.e., BLEU, MAD and WER). However, it is note-
worthy that despite these promising performances,
raw MT consistently attained high scores across
our chosen metrics, achieving the highest BLEU
and WER scores across all languages and second
best COMET-scores for German and Italian. This
suggests that the introduced LLM post-editing did
not significantly enhance the translation quality. A
key factor contributing to this phenomenon might
be the inclination of the models to excessively edit
the machine-translated segment, resulting in devi-
ations from the human post-editing.

Our experiments were conducted with the hu-
man post-edited version as the reference in met-
rics such as BLEU, WER, and MAD. Hence, it is
plausible that while the LLM post-edit may not be
inherently deficient, it may have overly altered the
translation compared to the reference.

When considering the COMET QE score, which
is calculated in a quality-estimation setting (i.e.,
without using a reference translation), we notice

that COMET assigns higher scores to LLM post-
edits than the raw MT and even the human post-
edit. Further research should be carried out in or-
der to understand whether these results are proof of
an actual better quality from LLM outputs than the
original raw MT, or whether COMET-QE might be
biased towards machine-generated content.
Moreover, across languages, the raw machine
translation also achieved the highest scores with
string-based metrics, and outperformed most LLM
responses when using reference-based COMET
with the human post-edit as the reference.This
result is consistent with our findings that LLMs
might tend to make more extensive edits, leading
to an increased divergence from the human post-
edit.

While the models demonstrate capabilities in
certain aspects, such as string-based assessments,
their overall impact on translation quality requires
further investigation. These findings emphasise
the importance of refining post-editing strategies
to align more effectively with human preferences
and expectations.

5.3 Results of the MQM-analysis task
We now move to analyze the results obtained
in the MQM task. In Table 4, we present all
the metrics that were described in Section 4.3
including error detection accuracy, precision
and recall (ErrorAcc, ErrorPrecision and Er-
rorRecall), error-type categorization accuracy
(ErrorTypeAcc) and error-span detection precision
(ErrorSpanPrecision).
In this regard, GPT seems to be the winner
outperforming Claude and Gemini in all metrics
provided, although not by a large margin. How-
ever, it is fair noticing that the ErrorTypeAcc
(36.68%) and ErrorSpanPrecision are still quite
low even for this model meaning that GPT shows
promise at detecting sentences with errors but is
still lagging behind at categorizing them according
to the MQM types and detecting the actual error
span.

MQM metrics
metric Claude GPT mqm Gemini mqm
ErrorAcc 65.75 66.75 64.5
ErrorPrecision 60.03 62.31 60.80
ErrorRecall 82.09 85.58 82.58
ErrorTypeAcc 35.17 36.68 36.68
ErrorSpanPrecision 22.07 18.23 9.79

Table 4: MQM accuracy metrics.
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Error distribution of test data-set
Critical Major Minor Total

Acc-Mistranslation 32% 44% 22% 92
Style 0% 7% 92% 68
Grammar 0% 24% 75% 45
Acc-Untranslated 10% 13% 75% 29
Domain 7% 46% 46% 28
Acc-Omission 0% 46% 53% 13
Typography 0% 9% 90% 11
Source 0% 14% 85% 7
Register 0% 20% 80% 5
Inconsistency 0% 25% 75% 4
Locale Convention 0% 0% 100% 4
Termbase 0% 0% 100% 4
Spelling 0% 33% 66% 3
Acc-Addition 0% 100% 0% 2
Unintelligible 0% 50% 50% 2

Table 2: Error distribution on the test data-set (sentences for post-edition + sentences for examples)

Post-edition accuracy metrics
metric human raw MT claude pe GPT pe gemini pe

DE
BLEU N/A 86.6* 74.42 70.65 77.55
MAD N/A N/A 11.30 10.90 8.99
WER N/A 11.87* 22.73 24.27 18.16
COMET-REF N/A 92.71 90.82 91.71 91.21
COMET-QE 42.38 43.09 43.42 42.8 42.92

IT
BLEU N/A 84.6* 72.79 79.31 65.92
MAD N/A N/A 7.72 7.97 6.58
WER N/A 11.23* 22.81 21.93 18.21
COMET-REF N/A 93.59 92.01 93.00 92.93
COMET-QE 36.43 37.52 38.49 35.59 37.33

PT
BLEU N/A 89.6* 79.86 83.20 75.60
MAD N/A N/A 7.57 9.01 5.79
WER N/A 9.16 17.75 19.48 13.32
COMET-REF N/A 93.40 92.56 92.72 93.18
COMET-QE 35.39 37.14 38.36 38.98 36.82

JA
BLEU N/A 86.1* 70.00 71.30 76.13
MAD N/A N/A 11.67 14.56 9.60
WER N/A 12.14 19.46 22.02 14.91
COMET-REF N/A 93.51 92.63 92.69 93.45
COMET-QE 31.65 31.02 31.6 33.52* 31.27

Table 3: Metrics for the PE methods and raw MT, with reference to the human post-edit. * indicates scores with a statistically
significant difference from the second best score (p <0.05).
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For further exploring agreement between hu-
man annotations and models predictions, we cal-
culate Cohen’s Kappa. Results in Table 5 show a
similar behaviour to the aforementioned metrics:
GPT mqm shows the highest agreement with hu-
man annotators for MQM with a coefficient of
37.74. This is a compelling finding, since as,
Popovic et. al (2014a) claimed in their research
about inter-annotators’ agreement (IAA) on error-
analysis, human annotators’ meta-understanding
of language is variable, even when working with
professional translators. In this paper the au-
thors calculated IAA using Cohen’s Kappa in sev-
eral languages. Their resulting coefficients were
around 30 points for all the languages they stud-
ied.

Cohen’s Kappa Coefficient
Claude mqm GPT mqm Gemini mqm
35.76 37.74 30.17

Table 5: Cohen’s Kappa between human error annotations
and predictions from models with the MQM prompt.

Finally, when exploring the resulting post-edited
segments in this MQM setting, we found out that
these tend to outperform those achieved by the PE
prompt in many occasions (refer to Table 4 in Ap-
pendix B for a complete description of the met-
rics). However, while COMET-REF scores are
higher for the MQM methods, string-based met-
rics are still higher for raw MT. In a similar man-
ner as in the PE task, this suggests that LLMs are
over-editing correct segments.

5.4 Results on the accuracy of models at
selecting segments for post-edition

In Table 10 in Appendix C we offer a descrip-
tion of the number of segments which, accord-
ing to linguists, needed a correction and those that
were indeed corrected by the models (True Posi-
tives). This only includes the segments from the
test-set (400 segments, 100 per language), since
as it was mentioned in section 3.1, the extra 1,200
were passed as examples to the prompts. The most
striking result here is that MQM methods correct
40% less than the PE methods, thus leading to a
higher recall of the latter models. Depending on
the production setting, this might be a desirable
outcome where human review can be limited to
the segments that were modified by the model. In
a setting where a balance between precision and

recall is desired, GPT pe was the best performing
model with a f1-score of 70.66 points.

Table 6 highlights each LLM’s effectiveness in
modifying segments containing errors as well as
their ability to accurately modify the identified er-
rors within those segments. To calculate the for-
mer, we just search for how many segments have
been post-edited by the LLM. To calculate the lat-
ter, which is possibly more interesting for our re-
search, we get the error span marked by the linguist
and search for an exact match in the post-edited
version. If the sub-string is not found in the post-
edited sentence, we assume the error was modi-
fied. As shown in Table 6, we observe that Claude
tends to modify more segments than the other two
LLMs, and that the percentage of errors that were
modified is below the percentage of modified seg-
ments. This points out once again that, while mod-
els are rewriting many segments, they are not al-
ways correcting the actual error that was marked
by the linguist.

5.5 Qualitative analysis of generated MQM
and post-editions

We further carry out a small manual analysis of
the outputs of the LLMs in the quest for getting a
better understanding of their behaviour. We decide
to select Portuguese segments for its simplicity in
analysis. Examining some of the responses from
the PE and the MQM prompts, we observe the fol-
lowing:

• Sometimes the LLM detects the error and
even gets the right type. However, while
the PE prompt gets the post-edit right, the
resulting fixed translation from the LLM
using the MQM prompt is different from the
one provided by the linguist (see Table 7). In
the context of Life Sciences, there is a myriad
of regulatory instructions as to how certain
phrases should be translated, and while the
LLM produces a correct translation it does
not comply with the guidelines for this kind
of documents. Adding a style guide in the
prompt could the LLM produce a corrected
version that follows the style and wordings
from the guide.
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Percentage of segments and errors modified by the LLMs per severity
Segments modified Errors modified

Critical Major Minor Critical Major Minor
Claude mqm 80% 66% 84% 77% 45% 63%
Claude pe 100% 100% 88% 91% 80% 56%
GPT mqm 75% 61% 78% 66% 35% 64%
GPT pe 94% 93% 95% 89% 85% 67%
Gemini mqm 57% 43% 52% 54% 25% 38%
Gemini pe 77% 81% 85% 69% 53% 49%

Table 6: Comparison of the LLMs’ performance in modifying segments and errors per severity

Source: How does Nonafact work?

MT: Como funciona o não-afeto?

Human PE: Como o Nonafact funciona?

MQM:

Category: Accuracy - Mistranslation

Description: No relation to the source

Severity: Critical

Error span: não-afeto

GPT PE (PE prompt): Como o Nonafact funciona?

GPT PE (MQM prompt): Como funciona o Nonafact?

GPT MQM:

Category: Accuracy - Mistanslation

Severity: Critical

Description: -

Error span: não-afeto

Table 7: Example 1: Comparing human PE and MQM anal-
ysis with GPT’s generated output

• In other occasions, we also observe that the
LLM does not detect any error but still cor-
rects the sentence, although in different ways
depending on the prompt (see Table 8). Nev-
ertheless, once again the post-editions do not
align with the one provided by the linguist
and seem to be changing parts of the sentence
that were correct.

All these examples prove that there is still room
for improvement on the use of LLMs for the tasks
of post-edition and MQM analysis, specifically on
the domain that has been researched throughout
this paper. Firstly, by including a style guide of
the preferred output and secondly, by encouraging
a better alignment of the MQM analysis and the
fixed translation generated.

Source: If the control of epilepsy

is not clinically significantly improved
after an adequate trial,

vigabatrin treatment should not be continued.
MT: Se o controle da epilepsia

não melhorar significativamente após um estudo
clı́nico adequado, o tratamento com
vigabatrina não deve ser continuado.

Human PE: Se o controle da epilepsia

não melhorar significativamente após um estudo
clı́nico adequado, o tratamento com

vigabatrina não deverá ser continuado.
MQM:

Category: Fluency - Grammar

Description: Parallelism

Severity: Major

Error span: deve

GPT PE (PE prompt): Se o controle da epilepsia

não apresentar uma melhoria clı́nica significativa
após uma tentativa adequada,
o tratamento com vigabatrina

não deve ser continuado.
GPT PE (MQM prompt): Se o controle da epilepsia

não melhorar significativamente após um perı́odo
de teste adequado, o tratamento

com vigabatrina não deve ser continuado.
GPT MQM: No errors found

Table 8: Example 2: Comparing human PE and MQM anal-
ysis with GPT’s generated output

6 Discussion

After having carried out the automatic evaluation
of the results obtained on the two proposed tasks
(namely, APE and MQM analysis) we can con-
clude the following:

• With regards to APE, while there is still
promise in using LLMs for improving MT
outputs, as the COMET-QE scores from Ta-
ble 3 suggest, when taking into account the
compliance with a given reference segment,
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LLMs do not seem to be “quite there” yet
as other authors have previously pointed out
(Kocmi et al., 2023). In order to find out
whether LLMs did indeed improve the MT
translations and that results from COMET-
QE are not biased towards machine-generated
outputs, further research should be carried
out, for instance by obtaining pair-wise hu-
man preferences between translations.

• With regard to automatic MQM detection,
while error-detection metrics present some
promise, error-type categorization results are
still only at 36% accuracy. While this met-
ric is quite low, it is on par or slightly above
reported inter-rater agreement in human eval-
uations such as that carried out by Popovic et.
al (2014a).

• In addition to error analysis, our MQM
prompts also asked the models to produce
a fixed translation. Comparing the fixed
translations obtained in this way with those
from the MTPE prompt, we observed that re-
sults generally improved for all languages and
metrics, suggesting that the model benefits
from the additional information and chain-
of-thought style prompting. Further research
could be carried out as to how removing the
corrected translation from the examples given
to the MQM prompt would affect these re-
sults.

• When comparing the accuracy of models at
selecting segments for post-edition, we saw a
large difference in the number of post-edited
segments using the PE prompt vs. using the
MQM prompt. The former tended to correct
almost twice as much as the latter.

• Although, as we have mentioned, these mod-
els do not seem to be ready for production
just yet, if there is an interest in using these
models in completely independent workflow
to carry out MQM analysis and PE, the choice
as to which model to use should be made
taking into account not only the accuracy of
the edited content but the precision and re-
call metrics at selecting which segments in-
deed need to be post-edited as well, in order
to reduce efforts while ensuring good results.

• Finally, when considering the results broken
down by language, in general, we do not see

great variance across languages for any of the
tasks. While the reference-based metrics for
Japanese are often lower than for other lan-
guages, this is a common occurrence for this
language. The commensurate performance
across languages suggests that data contam-
ination has not overly biased the results, and
that the LLMs have strong priors for each of
the languages we studied.

7 Future Work

Among our future work plans we intend to explore
the fine-tuning of LLMs for the task of post-edition
and MQM and compare the performance and costs
with the approach proposed on this paper. Fine-
tuning an LLM for a certain task has been proven
to be a successful technique for achieving better
results in certain tasks while reducing costs due
to the shorter prompts that need to be sent to the
model.

Another item of interest would be studying the
integration of a style guide either by introducing it
into the prompt or during fine-tuning. This could
be useful for correction of stylistic errors for client
customization.

Moreover, taking into account that our base-
line models already achieve state-of-the-art per-
formance, it would be interesting to carry out the
same experiments on MT output which is objec-
tively of poorer quality and analyze whether LLM
post-edition and MQM analysis could significantly
improve the translation in those cases.

Finally, human evaluation of the quality of
LLM-post-edited content could be performed in
order to get a better understanding of the results
that were achieved with the automatic metrics pre-
sented on this paper.
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8 Appendix A - Prompt Examples

8.1 GPT-MQM
”””Hello! Could you please tell me whether there
is an error in the translation below?. Please, think
it carefully before giving an answer:

If there is indeed an error or more than one
error, could you please categorize them according
to the error categories and subcategories below?

In order to carry out a proper analysis, first think
of the error category and once you have that clear,
subcategorize the error using the subcategories
from that error category.

<error category>Fluency: errors related
to the linguistic well-formedness of the text,
including problems with grammaticality,
spelling, punctuation, and mechanical cor-
rectness.<error category>
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<sub category>Domain Terminology: although
the translation might be correct, it is not suited for
the type of text.</sub category>
<sub category>Grammar: errors related to the
grammar of a language</sub category>
<sub category>Inconsistency: translation is not
consistent with previous words</sub category>
<sub category>Register: not using the right reg-
ister (formal, informal, neutral)</sub category>
<sub category>Spelling: a term was misspelt,
e.g., it contained to ss instead of one or a different
letter was used.¡/sub category¿
<sub category>Typography: typographic errors,
related to punctuation or tags</sub category>
<sub category>Unintelligible: it is a made-up
word or difficult to understand in normal lan-
guage</sub category>

<error category>Terminology: errors arising
when a term does not conform to normative
domain or organizational terminology standards
or when a term in the target text is not the correct,
normative equivalent of the corresponding term in
the source text.<error category>
<sub category>Domain Terminology: the error
is a terminology issue deriving from the domain,
the type of text: medical, tourism, daily life,
law...</sub category>

<error category>Accuracy: errors occurring
when the target text does not accurately corre-
spond to the propositional content of the source
text, introduced by distorting, omitting, or adding
to the message.</error category>
<sub category>Addition: Addition of con-
tent.</sub category>
<sub category>Mistranslation: when a
word has been translated differently that it
should</sub category>
<sub category>Omission: omission of con-
tent<sub category>
<sub category>Untranslated: term was not
translated<sub category>

<error category>Style: errors occurring in a
text that are grammatically acceptable but are
inappropriate because they deviate from orga-
nizational style guides or exhibit inappropriate
language style.</error category>

<error category>Locale convention: errors

occurring when the translation product violates
locale-specific content or formatting requirements
for data elements.</error category>

<error category>Design: Errors regarding
handling xml tags.</error category>

<error category>Source: There is an error on
the SOURCE segment</error category>.

Here are some examples that you can use as a
reference:

Translation pair: {example}

Translation pair: {example}

Translation pair: {example}

Translation pair:
{translation pair to analyze and post-edit}
Analysis:”””

8.2 Gemini-PE
””” As an expert linguist, your task is to perform
post-editing (Light post-edit or Full post-edit) on
machine-translated segments.
You will be working with {source language} as
the source language and {target language} as the
target language.
Below are three examples with human post-edits
on the translations:

{example with source segment, translation, and
post-edit}

{example with source segment, translation, and
post-edit}

{example with source segment, translation, and
post-edit}

Your task is to complete the following example
by post-editing the translation, applying gender
bias reduction if necessary. If no post-edit is
needed, the post-edited translation should remain
the same as the translation.

Example:
{example with source segment and translation}
”””
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9 Appendix B - Post-edition results using the MQM prompt

Post-edition accuracy metrics (MQM prompt)
metric human raw MT claude mqm GPT mqm gemini mqm

DE
BLEU N/A 86.6 85.0 85.1 82.8
MAD N/A N/A 6.05 6.79 10.21
WER N/A 11.87 13.30 13.56 37.40
COMET-REF N/A 92.71 93.24 93.10 91.21
COMET-QE 42.38 43.09 43.61 40.33 42.92

IT
BLEU N/A 84.6* 79.90 82.90 83.10
MAD N/A N/A 4.99 5.62 6.20
WER N/A 11.23 14.20 12.91 12.91
COMET-REF N/A 93.59 79.55 93.95 79.71
COMET-QE 36.43 37.52 38.14 37.58 38.15

PT
BLEU N/A 89.6 88.80 89.50 88.50
MAD N/A N/A 4.46 5.65 5.64
WER N/A 9.16 10.51 9.95 11.13
COMET-REF N/A 93.40 93.86 93.95* 93.42
COMET-QE 35.39 37.14 37.78 36.91 40.14*

JA
BLEU N/A 86.1 82.90 85.80 81.70
MAD N/A N/A 10.22 8.62 11.82
WER N/A 12.14 14.88 12.56 26.80
COMET-REF N/A 93.51 93.20 93.55 91.83
COMET-QE 31.65 31.02 33.2 29.12 31.49

Table 9: Metrics for each of the methods and raw MT, with reference to the human post-edit. * indicates scores with a
statistically significant difference from the second best score (p <0.05)

385



10 Appendix C - Accuracy of models at choosing segments for post-edition

Claude mqm Claude pe GPT mqm GPT pe Gemini mqm Gemini pe
Needed Correction 197/400
TP+FP 193 323 155 304 159 267
TP 131 183 111 177 86 161
percentage TP 66.50 92.89 56.35 89.85 43.65 81.73
percentage TN 69.46 31.03 78.33 37.44 64.04 47.78
percentage FN 33.50 7.11 43.65 10.15 56.35 18.27
precision 67.88 56.66 71.61 58.22 54.09 60.30
recall 66.50 92.89 56.35 89.85 43.65 81.73
f1-score 67.18 70.38 63.07 70.66 48.31 69.40

Table 10: Accuracy of models at choosing which segments to post-edit. If a segment needed a correction and was post-edited
it is counted as a True Positive, while if a segment did not need a correction and was left untouched, it is counted as a True
Negative
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Abstract

This paper presents a comparative analysis
between human translation (HT) and post-
edited machine translation (PEMT) from
a lexical and syntactic perspective to ver-
ify whether the tendency of neural machine
translation (NMT) systems to produce lex-
ically and syntactically poorer translations
shines through after post-editing (PE). The
analysis focuses on three datasets collected
in professional contexts containing trans-
lations from English into French and Ger-
man into French. Through a comparison
of word translation entropy (HTRa) scores,
we observe a lower degree of lexical di-
versity in PEMT compared to HT. Addi-
tionally, metrics of syntactic equivalence
indicate that PEMT is more likely to mir-
ror the syntactic structure of the source text
in contrast to HT. By incorporating raw
machine translation (MT) output into our
analysis, we underline the important role
post-editors play in adding lexical and syn-
tactic diversity to MT output. Our find-
ings provide relevant input for MT users
and decision-makers in language services
as well as for MT and PE trainers and ad-
visers.

1 Introduction

Post-editing (PE) has now largely proved to be
a good alternative to purely human translation
(HT) in professional contexts. By allowing cer-
tain productivity gains without negatively affecting

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

the quality of the final translation (Daems, 2016;
Läubli et al., 2019), MT and PE have found their
place in professional translation workflows. Nev-
ertheless, translators often express mixed feelings
towards MT. On one hand, the tool is appreciated
for its help when dealing with high workloads and
time constraints, but on the other hand, it is per-
ceived as a threat to translation’s creativity, origi-
nality and naturalness (Alvarez-Vidal et al., 2020;
Girletti, 2024). These concerns are legitimate: nu-
merous studies have revealed the NMT tendency to
produce an output that is less lexically varied and
syntactically closer to source text than HT (Van-
massenhove et al., 2019; Toral, 2019; Vanmassen-
hove et al., 2021; Webster et al., 2020; Ahrenberg,
2017; Shaitarova et al., 2023; Luo et al., 2024).
Furthermore, some studies have found measur-
able differences on parallel corpora of HT and
post-edited machine translation (PEMT) in terms
of lexical diversity, lexical density and sentence
length, among others, suggesting the existence of
a post-editese phenomenon (Castilho et al., 2019;
Castilho and Resende, 2022; Toral, 2019). How-
ever, Volkart and Bouillon (2023), demonstrated
the difficulty of generalising these findings over
different corpora, domains and language pairs,
particularly when analysing authentic comparable
corpora. Such corpora, in which HT and PEMT
are the translations of different source texts, ne-
cessitate analysis with metrics that encompass the
attributes of the source. Although demanding, the
study of authentic HT and PEMT corpora is cru-
cial for developing a detailed understanding of the
distinct characteristics of PEMT output in profes-
sional contexts.

In this study, we compare the lexical and syn-
tactic characteristics of authentic HT and PEMT
output produced in professional contexts relying
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on metrics suitable for the study of comparable
corpora. Whenever possible, raw MT output is
added to the analysis to confirm initial premises
on raw MT, as well as findings by previous studies.
We measure the variety of translation solutions by
automatically computing average word translation
entropy (HTra) (Carl et al., 2016) and the syntac-
tic equivalence between source and target based on
three syntactic equivalence metrics from the AS-
TReD library (Vanroy et al., 2021) to answer the
following research question:

Is the NMT tendency toward lexical
impoverishment and source sentence structure

mirroring discernible in the PEMT final product?

Throughout our analysis, we make the following
observations:

1. PEMT final output is affected by NMT bias in
terms of lexical diversity and presents lower
levels of translation variety

2. Syntactic shining through from raw NMT oc-
curs in PEMT output but remains limited

3. PE adds significant levels of lexical and syn-
tactic variety to MT output

By including three authentic corpora, two lan-
guage pairs, various state-of-the-art NMT sys-
tems and carefully selected metrics, our study con-
tributes to improve our understanding of the im-
pact of MT integration on translated language. Our
findings provide valuable insights to inform de-
cisions about where and when to use or not to
use MT and can contribute to enhancing PE train-
ing programs and refining best practices. Finally,
the comparison between HT, PEMT and raw MT
reaffirms the essential role played by human post-
editors.

Section 2 gives a brief overview of previous rel-
evant studies. Datasets and corpora are described
is Section 3 and experimental setup in Section 4.
We present and comment our results in Section 5.
Section 6 briefly presents illustrative examples. Fi-
nally, Section 7 reports our conclusions and main
findings.

2 Related work

Lexical level Vanmassenhove et al. (2019), com-
pared statistical machine translation (SMT), NMT
and HT in terms of lexical richness, to verify
the hypothesis according to which data-driven MT

systems, due to their probabilistic nature, would
tend to favour more frequent words and disre-
gard less frequent ones and therefore produce a
lexically less diverse output than HT. Their ex-
periment, conducted on 12 different MT systems
(SMT and NMT with different architectures and
with and without using backtranslated data) and
two languages directions (EN-FR and EN-ES),
confirmed this hypothesis. The three investigated
lexical richness metrics (Yule’s I, type/token ratio
and measure of textual lexical diversity) indicated
a lower lexical richness in the MT output in com-
parison to HT. With a further analysis on word fre-
quencies, the authors demonstrated the tendency of
MT systems to increase the frequency of already
frequent words while decreasing the frequency of
less frequent ones. This tendency toward overgen-
eralisation was again observed by Vanmassenhove
et al. (2021) when measuring the difference in lex-
ical and morphological richness between an MT
system’s training data and its output for the lan-
guage directions EN-FR and EN-ES. They mea-
sured a loss of lexical and morphological richness
between the training data and the system’s output.
Webster and al. (2020) also observed a loss of lex-
ical richness and a homogenisation of lexicon with
NMT when comparing lexical richness of literary
excerpts translated by humans and by two online
NMT systems. Although pursuing a slightly dif-
ferent goal (i.e. comparing raw MT, PEMT and
revised PEMT), the work by Macken et al. (2022)
is worth mentioning here, particularly because the
authors relied, among others, on the average auto-
matic word translation entropy (denoted AWTE in
their paper) to assess lexical richness of the differ-
ent translation modes. Overall, their experiment
showed that PE and revision tend to increase the
lexical variety of the raw MT, with AWTE be-
ing the most unequivocal of the three metrics used
(AWTE, TTR and Mass Index).
Syntactic level As for the syntactic profile of MT
outputs, several studies investigated the syntactic
similarity between source and target for HT and
PEMT. In 2017, Ahrenberg (2017) found out that,
when translating from English into Swedish, NMT
tends to produce an output that mimic the source
structure, performing less word re-ordering than
human translators. Comparing HT and generic
NMT on literary excerpts with the help of word-
cross and ASTrED metrics (Vanroy et al., 2021),
Webster at al. (2020) found out NMT tends to re-
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main syntactically closer to the source structure.
The same tendency was observed by Shaitarova et
al. (2023), who tested syntactic equivalence be-
tween source and target using the ASTrED tool
to compute cross-alignments on several large cor-
pora. Their comparison of HT and NMT from
different commercial systems indicated a general
tendency of NMT systems to reproduce the syn-
tax of the source, whereas HT appears to be more
creative on this aspect. It is worth noting that in
this experiment, out of the 4 tested NMT systems,
DeepL appeared as the one producing the most
syntactically diversified output. Finally, in an ex-
tensive study comparing NMT and HT in terms of
morphosyntactic divergence between source and
target on three language directions, Luo et al.
(2024) found out that NMT tends to produce less
diverse morphosyntactic patterns and more one-to-
one alignments than HT.

3 Datasets

Our experiment is based on three authentic
datasets containing professional translations col-
lected from in-house language services1. Each
dataset contains a balanced amount of HT and
PEMT segments with their respective source.
Dataset ENfr1 was compiled from the same data
as in Volkart and Bouillon (2022) and contains
translations from English into French extracted
from documents of the European Investment Bank
(EIB). Dataset ENfr2 and dataset DEfr are de-
rived from the dataset described in Volkart and
Bouillon (2023). Dataset ENfr2 contains trans-
lations from English into French shared with us
by a sports organisation based in Switzerland,
while dataset DEfr contains translations from Ger-
man into French collected from an insurance com-
pany. For all datasets, raw MT used for PE
came from various state-of-the-art NMT systems
(generic and/or customised). Table 1 presents
the size of each dataset and corpus. In addition
to PEMT data, we added raw MT of the PEMT
source data to ENfr1 and ENfr2 datasets. This
raw MT was generated for this experiment using
DeepL Pro2 3. Original raw MT is not saved by
the language services during the PE process, which

1All services shared their data on a voluntary basis. Agree-
ments between researchers and organisations were signed
when needed and data was anonymized when required.
2in february 2024
3Data provider of the DEfr corpus did not allow us to translate
their corpus using an online MT system

restricts our analysis of authentic data to PEMT
product. However, we deem informative to include
an example of raw MT output, although artificial,
in our analysis. It allows us, among others, to ver-
ify if the tendencies observed by previous studies
on the lexical and syntactic profile of MT outputs
are indeed to be seen in our data.

4 Experiment

4.1 Variety of translation solutions

To measure the variety of translation solutions, we
rely on the Word translation entropy metric (de-
noted HTra) (Carl et al., 2016). HTra is computed
as the sum over all observed word translation prob-
abilities p(s → ti) of a given source text word s
into target text word ti...n multiplied with their in-
formation content I(p) = −log2(p) (Carl et al.,
2016) as is the following equation:

HTra(s) = −Σn
i =1p(s→ ti)× log2(p(s→ ti))

This score reflects, for a given source word, the
amount of translation alternatives and their distri-
bution in the target (Bangalore et al., 2016; Gilbert
et al., 2023). The higher the HTra, the higher the
variety in the translation of that source word in the
target corpus. Compared to the TTR-based scores
(such as TTR (Scott, 2019), STTR (Scott, 2019),
MSTTR (Malvern and Richards, 2002) or MATTR
(Covington and McFall, 2010)) often used to com-
pare lexical richness of HT and MT/PEMT, HTra
offers two main advantages: first, it is computed
on the target corpus given its source and there-
fore allows us to compare translations from dif-
ferent source texts more easily (whereas TTR re-
quires us to take into account the influence of the
source while comparing the target, see Volkart and
Bouillon (2022) and Volkart and Bouillon (2023)
for a more detailed discussion on this aspect), and
second, it encompasses two different aspects of
lexical/translation richness that are the number of
unique translation solutions, and also their distri-
bution (does one solution account for 90% of the
occurrences or are all translation solutions equally
used by the translator?). Then, in addition to be-
ing more appropriate regarding our corpus design,
HTra captures more information on the lexical
richness of different translations than TTR-based
metrics.

Computing HTra for a given source word re-
quires the extraction all occurrences of that source
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Dataset Trans. mode # segment pairs # source tokens
ENfr1 HT 1,852 40,560

PEMT 1,852 41,803
ENfr2 HT 2,280 43,379

PEMT 2,280 49,896
DEfr1 HT 7,769 106,864

PEMT 7,769 106,673

Table 1: Number of segments and source tokens for each dataset and translation mode

word with their respective translations in the target
corpus. Whereas it can be done manually on small
corpora or for a selection of source words such as
in Volkart and Bouillon (2022), where it was com-
puted for a set of 20 adverbs, it can rapidly become
impossible to apply on large corpora.

We computed HTra automatically using ad hoc
python scripts. Word alignment was performed
with awesome-align (Dou and Neubig, 2021), a
neural word aligner based on multilingual BERT,
without fine-tuning. Out of this automatic align-
ment, we extracted the list of source-target pairs
for content words (adverbs, adjectives, nouns and
verbs) and grouped source words aligned with
multiple target words together to form one-to-
many alignments. Non-aligned source words were
added to the list as non-translated. Tagging and
lemmatization were performed in parallel using
SpaCy’s transformer models for English, French
and German 4. We computed HTra for all content
source lemmas that occur at least three times in
both HT and PEMT source corpora.

This automatic HTra computation pipeline was
validated against manually computed scores from
Volkart and Bouillon, on the same corpus and the
same subset of adverbs (2022). Pearson’s corre-
lation coefficients between automatic and manual
HTra scores are respectively 0,83 for HT and 0,81
for PEMT. These high levels of correlation vali-
date the automatic calculation method as well as
the quality of the automatic word alignment.

4.2 Syntactic equivalence

To measure the impact of PEMT on the syntactic
level, we used the ASTrED python library (Vanroy
et al., 2021) to compute three metrics of syntactic
equivalence, namely the label changes, the Syn-
tactically Aware Cross (SACr) and the Aligned
syntactic tree edit distance (ASTrED). Those
metrics aim at capturing syntactic equivalence

4https://spacy.io/models

between a source and a target segment based on
differences in word/word group order, differences
in dependency labels and differences in syntactic
structures (Vanroy et al., 2021). The ASTrED
library relies on Stanza parser (Qi et al., 2020)
for universal dependency parsing and an adapted
version of awesome-align (Dou and Neubig, 2021)
for word alignment (Vanroy et al., 2021).
Label changes Label changes correspond, for a
given source-target sentence pair, to the number
of source-target word-aligned pairs that have
different dependency labels, normalised by the
total number of alignments for that sentence. This
metric captures the linguistic differences between
aligned words on the surface level (Vanroy et al.,
2021).

SACr SACr quantifies the degree of reorder-
ing of word sequences that occurred between
source and target (Vanroy et al., 2021). Words
are grouped together according to their relation
in the dependency tree to form linguistically
motivated word sequences. Source and target
word sequences are then aligned based on word
alignments and SACr value is computed by divid-
ing the number of cross-alignments normalised by
the total number of alignments. SACr captures the
surface word order differences between the source
and target sentences.

ASTrED ASTrED captures the source and
target structural differences on a deeper level by
comparing dependency trees while taking word
alignments into account. The computed tree edit
distance is normalised by the average number of
source and target words (Vanroy et al., 2021).
For further details and illustrated examples on
these metrics, we invite the reader to refer to
Vanroy et al. (2021).
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5 Results

5.1 Lexical richness

HTra was automatically computed on content lem-
mas for HT, PEMT and raw MT5. Average scores
by POS categories and for all content lemmas for
HT, PEMT and raw MT corpora are presented in
Table 2.

All POS categories together, the first thing we
observe is that the raw MT generated with DeepL
for this experiment presents a much lower variety
of translation solutions compared to HT. For all
categories together, the HTra score is more than
20% lower for raw MT. This confirms what has
been observed in previous studies regarding the
tendency of MT systems to narrow the range of
translation solutions by increasing the frequency
of already frequent words while decreasing the fre-
quency of less frequent ones. This tendency shines
through in the PEMT output which exhibits a gen-
erally lower HTra score compared to HT for all
three datasets. Datasets ENfr2 and DEfr present
very similar results, with HTra almost 8% lower
for PEMT in contrast to HT. This loss of transla-
tion solution variety is less marked in the ENfr1
dataset, but still to be seen.

Those scores indicate that post-editors presum-
ably add significant amount of lexical variety to the
MT output, but still not enough to reach the level
of variation from HT.

Looking at HTra scores by POS category sepa-
rately, we see that the observed loss of translation
variety is spread differently across categories for
the different datasets. For ENfr1, adverbs show
the biggest loss of variety in PEMT, while this loss
is very limited for verbs. For ENfr2, on the con-
trary, the loss of variety affects primarily nouns
and verbs, while for adverbs we even observe a
higher translation variety in PEMT. Interestingly,
the loss of translation solution variety in raw MT
seems to correlate with the loss of translation solu-
tion variety for PEMT for this dataset. Finally, in
DEfr, the loss of variety in PEMT is more evenly
spread across categories, with a slightly stronger
effect for adjectives and adverbs. Here, different
POS categories appear to be differently affected by
the loss of translation variety in PEMT depending
on the dataset and, presumably, on the language

5To prevent the results from being overly biased by non-
frequent or topic-related lemmas, HTra was computed for
content lemmas occurring at least three time in both source
corpora

pair.

5.2 Syntactic equivalence

Table 3 presents the average scores for HT for
all three metrics and the relative differences for
PEMT and raw MT when available. For all three
metrics, a lower score indicates a higher level of
syntactic equivalence between source and target.
Similarly to what we observe for HTra, raw MT
differs significantly from HT for both English into
French datasets, with all three metrics indicating
that the target tends to be syntactically closer to
the source for raw MT. Once again, it is coher-
ent with what could be observed in other stud-
ies. The difference between HT and PEMT is less
straightforward. For the ENfr1 dataset, word se-
quence reordering, as measured by SACr, and label
changes are more frequent in PEMT, whereas tree
edit distance is slightly lower for PEMT. As for
ENfr2, metrics show that PEMT is syntactically
closer to source than HT, with significantly less la-
bel changes and lower tree edit distance. As for
DEfr, SACr and label changes are not significantly
different for PEMT and HT, but ASTrED points
toward more similarity between source and target
on the deeper level in PEMT. These results show
that PE clearly blurs the line between HT and MT
on the syntactic level. Post-editors play a major
role in adding syntactic variety to the MT output
during post-editing especially on the surface level
by adding large amounts of word reordering and
dependency label change. On a deeper level how-
ever, PEMT stays closer to the source than HT as
expressed by consistently lower ASTrED scores.

6 Examples

Loss of translation solution variety: to illustrate
what a lower HTra score concretely means, we
present examples showing the translation solutions
distribution for particular lemmas in Figures 1 and
2 in Appendix A. Figure 1 shows the distribution
of translation solutions for the noun “impact”
in HT, PEMT and raw MT within the ENfr2
dataset. While PEMT and HT exhibit an equal
number of translation solutions, their frequencies
are more evenly dispersed in HT, resulting in
a HTra score of 2.84 for HT compared to 2.79
for PEMT. In contrast, raw MT yields only two
distinct translation solutions (with the absence of
translation considered as a translation “choice”),
where one solution overwhelmingly dominates,
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ENfr1 ENfr2 DEfr
Corpus HT PEMT RawMT HT PEMT RawMT HT PEMT
ADJ 1.32 -1.52% -17.42%* 1.45 -2.76% -20.00%⋄ 1.69 -9.47%⋄

ADV 1.51 -4.64% -15.89% 1.69 +2.37% -10.65% 1.93 -9.33%⋄

NOUN 1.07 -2.80% -24.30%⋄ 1.26 -10.32%⋄ -33.33%⋄ 1.16 -6.90%⋄

VERB 1.92 -0.52% -23.44%⋄ 2.16 -9.72%⋄ -23.15%⋄ 1.90 -7.89%⋄

All 1.34 -1.49% -21.64%⋄ 1.54 -7.79%⋄ -25.97%⋄ 1.53 -7.84%⋄

Table 2: Average HTra scores for HT and relative difference for PEMT and raw MT for all content lemmas and each POS
category. *indicate significance at p < 0.005 and ⋄ at p < 0.001 Significance was tested using Mann Whitney non-parametric
test.

ENfr1 ENfr2 DEfr
Corpus HT PEMT RawMT HT PEMT RawMT HT PEMT
ASTrED 0.6153 -1.67% -3.79%⋄ 0.6348 -7.29%⋄ -14.07%⋄ 0.6518 -3.01%⋄

SACr 0.2702 +6.62%⋄ -24.46%* 0.2558 -3.36% -40.89%⋄ 0.3185 -0.78%
Label Ch. 0.1982 +1.11% -5.90%⋄ 0.2186 -7.55%⋄ -11.89%⋄ 0.2292 +0.26%

Table 3: Syntactic equivalence scores for HT and relative difference for PEMT and raw MT. *indicate significance at p < 0.005
and ⋄ at p < 0.001. Significance was tested using Mann Whitney non-parametric test

resulting in an HTra score of 0.24. Looking at the
adverb “also” within the ENfr1 dataset presented
in Figure 2, we note that in this situation the
high HTra score for HT (1.27) is principally due
to the number of different translation solutions,
more than to their frequency distribution. PEMT
achieves an HTra score of only 1.02 while raw
MT, due to the strong dominance of the most
frequent solution barely reaches 0.85. These
examples show how the loss of lexical diversity
occurs in PEMT through the loss of translation
solution variety and how the use of MT can lead
to a reinforcement of the most frequent translation
solutions at the expense of the less frequent ones.

Syntactic equivalence: Figures 3 and 4 show
the word alignments between source and target
for two sentences extracted from our datasets.
They illustrate two contrasting examples regard-
ing syntactic equivalence between source and
target. In Figure 3, the target sentence presents
a high level of syntactic equivalence according
to the three computed scores (ASTrED = 0.29,
SACr = 0.05, Label change = 0.16) and this is
intuitively expressed in the word alignment. The
target sentence is an almost one-to-one translation
of the source with minimal word reordering and
dependency label changes. Figures 4 in contrast
presents the word alignments with higher scores
and therefore less syntactic equivalence (AS-
TrED = 0.78, SACr = 0.58, Label change = 0.25).
Here again, just by looking at the word alignment,

it is clear that the target presents higher levels
of word reordering and structural differences
compared to the source sentence.

7 Conclusion

This paper compares authentic sets of HT and
PEMT produced in three different professional
contexts for the language directions English into
French and German into French, with additional
analysis incorporating raw MT output from DeepL
for two of the datasets. The objective is to com-
pare HT and PEMT in terms of lexical and syntac-
tic variety to verify whether the general tendency
of NMT systems to produce lexically and syntacti-
cally less varied output still shines through after
a PE step performed by professional translators.
Using HTra for the lexical aspects and ASTrED,
SACr and dependency label changes (Vanroy et al.,
2021) for the syntactic aspects, we note the strong
tendency of raw NMT (in this case DeepL) to pro-
duce lexically less varied translations that tend to
mirror the source sentence structure. This ten-
dency is strongly attenuated by the PE step, with
PEMT output being generally closer to HT than to
raw MT on both aspects. This indicates that post-
editors presumably add significant levels of lexical
and syntactic variety to the MT output (“presum-
ably”, because raw MT under analysis is not the
one originally used for PEMT, but we assume it
reflects the general level of lexical and syntactic
variation of NMT systems). Still, the final PEMT
output does not systematically reach the same level
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of variety as HT, especially on the lexical level. For
all datasets PEMT exhibits lower levels of trans-
lation solution variety. A tendency towards more
syntactic equivalence between source and target in
PEMT is clear for one dataset but more nuanced
for the two others. These findings are particularly
relevant in contexts where lexical and syntactic va-
riety are regarded as criteria for assessing transla-
tion quality.

Furthermore, our work highlights the crucial im-
portance of PE, not only in ensuring the accuracy
of the target text, but also in maintaining an ade-
quate level of lexical diversity and syntactic natu-
ralness in the final translation. While this aspect
may seem unimportant for certain types of texts,
it holds significant relevance for others. In many
cases, (human) translation is not only about over-
coming language barriers but also about producing
“texts that satisfy the linguistic norms of a target
culture and are adapted to the assumed knowledge
of its reader” (Ahrenberg, 2017, 1). It is also of
utmost importance considering the fact that PEMT
output is likely to be re-used to train NMT systems,
and therefore to amplify over and over the already
existing biases.

Finally, we emphasise the relevance of our find-
ings for the improvement of post-editing training
programs and guidelines. While translators are
still today often advised to stick to the TAUS PE
guidelines (TAUS and CNGL, 2010) and to not
intervene on the stylistic level, we are convinced
that adding lexical and syntactic diversity (even
when not strictly necessary from micro-level per-
spective) to MT output is essential to preserve the
quality of translated text at the macro-level.
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Appendix A. Examples

Figure 1: Translation solutions distribution for the noun “impact” in ENfr2 HT, PEMT and raw MT.

Figure 2: Translation solution distribution for the adverb “also” in ENfr1 HT, PEMT and raw MT.

Figure 3: Example of a source-target sentence pair presenting high levels of syntactic equivalence, with automatic word
alignments.

Figure 4: Example of a source-target sentence pair presenting low levels of syntactic equivalence, with automatic word align-
ments.
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Abstract

This paper describes work in progress on
Visualisation tools to foster collaborations
between translators and computational sci-
entists. We aim to describe how visualisa-
tion features can be used to explain trans-
lation and NMT outputs. We tested sev-
eral visualisation functionalities with three
NMT models based on Chinese-English,
Spanish-English and French-English lan-
guage pairs. We created three demos
containing different visualisation tools and
analysed them within the framework of
performance-explainability, focusing on
the translator’s perspective.

1 Introduction

The development of machine translation (MT) is
influenced by a wide range of actors and agents,
ranging from the investors to general public. A
stakeholder approach to MT enables us to examine
the effects of MT on each of the different interest
groups, with particular reference to levels of in-
volvement with MT (e.g., translators, students and
trainees, end users, MT investors and developers,
translation agencies, and academic researchers)
(Guerberof-Arenas and Moorkens, 2023).

Upon refining the landscape of MT to include
the directly associated stakeholders, several dis-
tinct categories emerge. The primary category
consists of MT developers, typically computer sci-
entists, whose focus lies in enhancing the accu-
racy and fluency of translations. In contrast, a sec-
ond group of stakeholders, comprised of linguists

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

and translators with expertise in translation stud-
ies, may argue that translation quality cannot be
regarded as a static or absolute concept; instead, it
is influenced by both subjective and objective fac-
tors that may change over time, as evidenced by se-
mantic/communicative and functional translation
approaches. Their concern centres on how MT
fits into their practical translation workflow, and
MT’s ability to handle cultural-specific items and
nuances – a realm in which translators take great
pride. Moreover, industry surveys, such as the
Freelance Translator Survey 2023 by Inbox Trans-
lation, and CIOL Insights 2022,1 have also demon-
strated that translators are primarily concerned
about the effects of MT in their professional sta-
tus, i.e., decreased translation/post-editing rates,
clients’ unrealistic expectations and other people’s
perception of their professionalism. Moreover,
end-users constitute another critical group, priori-
tising usability, speed, and the cost-effectiveness
of translations (Vieira et al., 2023).

Although these three groups of stakeholders are
closely related to the development of MT, they do
not always understand each other’s work or de-
mands, underscoring the need for continuous di-
alogue between each group. This work is of part
of the MAKE-NMTViz project, which, by bring-
ing together key stakeholders in MT development,
aims to connect MT researchers with professional
translators, taking into consideration their needs
and preferences, whilst improving translators’ MT
literacy. This project is a starting point for facilitat-
ing communication ensuring that MT is developed
and utilised effectively.

Central to our investigation is the role of vi-

1https://inboxtranslation.com/resources/research/freelance-
translator-survey-2023/ and https://www.ciol.org.uk/ciol-
insights-languages-professions-2
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sualisation systems in Explainable Artificial In-
telligence (XAI) for Neural Machine Translation
(NMT). We aim to assess the utility of various
NMT visualisation tools for professional trans-
lators, examining how these tools contribute to
their understanding of NMT models’ decisions.
Through a comprehensive review of existing ex-
plainability visualisation systems, we implement
selected ones in the form of three demos avail-
able on HuggingFace Spaces, in order to deter-
mine their effectiveness in helping translators com-
prehend whether MT models produce accurate
translations for appropriate reasons. By facilitat-
ing communication and understanding among key
stakeholders, our project aims to promote the ef-
fective development and use of NMT systems.

The contributions of this paper are the follow-
ing: (i) a revision and typology of state-of-the-art
visualisation functionalities for the explainability
for NMT; (ii) a set of ready-to-use explainabil-
ity and visualisation tools available in the Hug-
ging Face Spaces for the translator’s use;2 and,
(iii) a translator-focused evaluation of explainabil-
ity visualisations for NMT. The paper is struc-
tured as follows: Section 2 provides an overview
of previous research on NMT explainability meth-
ods and existing visualisation systems. In Sec-
tion 3, a typology of functionalities is examined.
Section 4 details the methodology for assessing
explainability functionalities for translators. Sec-
tion 5 presents an analysis of the visualisation sys-
tems from the translator’s perspective. Discussion
and conclusions are presented in Sections 6 and 7.

2 Previous Research on Visualisation
Tools for NMT

In this section, we present the state-of-the-art
of visualisation methods and tools employed for
Explainable NMT (XNMT). Visualisation is a
key component of XNMT methods identified by
Stahlberg (2020) in his survey paper. It is used
in Model-intrinsic interpretability methods, post-
hoc interpretability methods (interpreting predic-
tions with input analysis), and the analysis of Con-
fidence Estimation in Translation. In a more recent
survey by Madsen et al. (2022), several post-hoc
methods for NLP interpretability were reviewed,
which has been further specialised by Leiter et
al. (2023), who specifically reviewed methods for
NMT metrics. In this work, we focus on the review
2https://huggingface.co/gabrielanicole

of existing systems that implement such methods,
aiming to make XNMT accessible for translators.

2.1 XNMT Methods

We present Explainability Methods specifically for
NMT implemented using a Transformer architec-
ture (Vaswani et al., 2017). The translation pro-
cess starts with an input sequence of words in the
source language that undergoes different steps as
defined in the process, and concludes with the gen-
eration of a output sequence of words in the target
language (this process is detailed in Figure 1). We
categorise XNMT methods into two types: Inspec-
tion methods and Attribution methods. Each type
considers different aspects of the translation pro-
cess to provide explanations to the final user.

2.1.1 Inspection methods
Inspection methods present a single-point deci-

sion made by the NMT system. The challenge lies
in selecting valuable information directly from a
model decision or parameter.

We inspect the NMT model in several parts of
the process. On the input side, we consider the
presentation of the tokenised input sequence that
is being fed to the NMT system. On the output
side, the presentation of the NMT probability of
every generated token, and the visualisation of the
decoding algorithm, such as the beam search se-
quence generation. These inspection methods are
used as part of debugging techniques and provide
transparency to the NLP pipeline (Alharbi et al.,
2021). Inspection Methods can also be extended
using manipulation procedures. In this case, the
raw values of the NMT system are post-processed
to be more easily interpretable. An example is the
use of weights computed by the attention mecha-
nisms to describe how the NMT system relates the
source and output sentences (Wiegreffe and Pinter,
2019). The attention values have also been used to
compute a Confidence estimation metric, as pre-
sented by Rikters and Fishel (2017).

2.1.2 Attribution methods
Attribution methods aim to elucidate the rela-

tionship between different parts of the translation
process and the impact that one part has on another.
These methods are often referred to as feature im-
portance algorithms, as they model one part (e.g.,
the input tokens) as a set of features responsible for
the generated output (Zhou et al., 2022).

There are different levels of attributions
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(Kokhlikyan et al., 2020). Primary attribution fo-
cuses on the relationship between the input fea-
tures and the corresponding generated outputs of
the model (e.g. (Sundararajan et al., 2017), (Ding
et al., 2019)). It uses the gradients (i.e., internal
data) of the NMT with respect to the input, help-
ing to visualise the impact of the input tokens on
the output tokens. Layer Attribution variant ex-
tends attribution to all neurons in a hidden layer,
and Neuron Attribution methods attribute specific
internal, hidden neurons to the inputs or output of
the model. For instance, Bau et al. (2018) pre-
sented a method to detect the neuron responsible
for a particular linguistic property, and manipulat-
ing that neuron would alter the linguistic property
in the output. Detecting the relationship between
a specific part of the NMT model and a linguistic
behaviour is also known as a probing method. For
example, in Linguistic correlation Analysis (Dalvi
et al., 2019a), a supervised method learns the most
relevant neurons for an extrinsic task as Part-of-
Speech classification. This approach helps un-
cover the linguistic properties encoded within the
NMT model’s internal representations.

Inspection and Attribution methods can both be
categorised as Model-Intrinsic or Post-Hoc meth-
ods, depending on whether they utilise the model’s
internal data or only the inputs and outputs of the
model. While Inspection Methods aim to explain
a single decision made by the model, Attribution
Methods are more complex as they analyse the in-
teraction between different parts of the model that
may not directly interact. Together, these methods
provide both decision and model understanding of
the NMT outputs.

2.2 XNMT Systems and Tools

While survey papers on explainability in AI en-
compass many systems from Computer Vision to
Text Generation, existing reports on XAI (Phillips
et al., 2021) or on Visual Analytics (e.g. (Cui,
2019)) do not focus on the task and processes of
translation per se. Though acknowledging two
main types of visualisation techniques for texts,
Bodria et al.’s (2021) all-encompassing survey pa-
per fails to capture all the investigation techniques
based on visualisation that have been developed
for NMT. Even if some NMT toolkits like THUMT
(Tan et al., 2020) or JoeyNMT (Kreutzer et al.,
2019a) propose cross-lingual attention as a stan-
dard functionality, visualisation is hardly exploited

to the best of its potential for XNMT. Instead, the
focus is not exclusively on visualisations but rather
on probing strategies (de Seyssel et al., 2022).

In the following, we review existing visualisa-
tion systems and subsequently propose a typology
of implemented functionalities within these sys-
tems. This recap encompasses methods, toolboxes,
or libraries used for visualising NMT.

2.2.1 Main Visualisation tools
Various tools are available that implement func-

tionalities to explain the outputs and internals
of NMT. These tools are available in the form
of libraries and systems. Our analysis primar-
ily focuses on visualisations designed for the
Transformer architecture, but we also consider
related tools that focus on sequence-to-sequence
tasks (e.g. seq2seq-viz (Strobelt et al., 2018)). The
described tools offer a comprehensive overview of
various functionalities that would enhance our un-
derstanding of translation as a task.

We review tools based on one of the following
NMT toolkits: Fairseq (Ott et al., 2019), Open-
NMT (Klein et al., 2017), JoeyNMT (Kreutzer et
al., 2019b), and HuggingFace Transformers (HF-
Tranformers) (Wolf et al., 2020). The toolkit is the
base of the XNMT tool, as the visualisation fea-
tures are developed using the internals and outputs
provided by the toolkit. We list XNMT method
implementations detailed in Section 2.1. Table 1
summarizes eight analysed libraries and systems,
detailing their creation year, NMT toolkit and if it
is designed for the Transformer architecture (TR).

System Year NMT toolkit TR

Seq2Seq-Vis 2018 OpenNMT no
BertVis 2018 HF-Transformers yes
Neurox 2019 HF-Transformers yes

LIT 2020 HF-Transformers yes
Captum 2020 HF-Transformers yes
NMTViz 2021 py-torch yes

Ecco 2021 HF-Transformers yes
InSeq 2023 HF-Transformers yes

Table 1: Libraries and systems overview. TR: Transformer.

2.2.2 Libraries
BertVis (Vig, 2019) is an inspection tool, which

focuses on the NMT process by visualising the
internals of the models, more specifically it pro-
vides detailed information of each multilayer and
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multi-head attention of a neural model, support-
ing encoder-decoder architectures. It is specific for
NLP models and works directly in Jupyter Note-
book. NeuroX (Dalvi et al., 2019b) implements
probing methods at a neuron and layer level. Ad-
ditionally, it facilitates the manipulation of neu-
ron values to explore architecture alternatives at to-
kenisation and neuronal levels. NeuroX also sup-
ports quality evaluation and analysis through Ab-
lation studies, allowing users to analyse the impact
of modifications on the generation of translated
text, as demonstrated in previous research (Bau
et al., 2018). Captum (Kokhlikyan et al., 2020)
is a Python library designed for PyTorch models,
offering access to model internals and computa-
tion of primary, neuron, and layer attribution meth-
ods. Ecco (Alammar, 2021) is an interactive in-
spection and attribution tool that operates within
Jupyter Notebook. It supports a selection of mod-
els such as GPT-2, BERT, and RoBERTa. Simi-
lar to Ecco, Inseq (Sarti et al., 2023) is also based
on Captum and provides comparable functionali-
ties. However, Inseq extends its support to a wider
range of models and is adaptable to various sys-
tems beyond Jupyter notebooks.

2.2.3 Systems
The following tools, presented in the form of

systems, are standalone platforms tailored to facil-
itate explainability in NMT tasks.

Seq2Seq-Vis (Strobelt et al., 2018) is a system
focused on aiding neural model developers in er-
ror detection through a set of inspection func-
tionalities. It includes three main functionalities:
(i) Inspection, presenting embedding space visu-
alisation based on similar tokens from the train-
ing data for the encoder and decoder, attention
visualisation between them, and probabilities for
the generation of each token and the beam search;
(ii) What-if Translations, allowing modification
of selected tokens using the most probable ones,
beam search, or attention between source and tar-
get tokens; and, (iii) Human error search for de-
bugging, utilising the previous functionalities and
relying on the NMT model’s understanding to
identify bugs in the analysed architecture. It works
on OpenNMT encoder-decoder architectures be-
fore the transformer era.

The Language Interpretability Tool (LIT) (Ten-
ney et al., 2020) implements various tasks for ex-
plaining datasets, embeddings, and token repre-
sentations. It utilises different primary attribution

methods for analysing model behaviour. Addition-
ally, LIT visualises attention matrices, compares
different data points and models, and provides per-
formance evaluation. This versatile tool is com-
patible with various NMT toolkits, such as HF-
transformer. NMTVis (Munz et al., 2021) Is the
only tool that targets the translator user, offering
functionality for exploring various translation al-
ternatives using the generated target text and the
beam search, along with the visualiastion of atten-
tion between source and target sentences. The user
can manually modify a translation, which updates
the remainder of the target sentence, and navigate
across different generation options to refine trans-
lations using the beam search.

While libraries are easier to incorporate into a
new tool, systems are closed platforms that pose
challenges when integrating with different models
or third-party systems.

3 A Typology of Implemented
Functionalities

In this section, we present a typology of imple-
mented functionalities in state-of-the-art systems.
To exemplify each functionality, we map them to
the Transformer architecture (Figure 1, original
figure taken from Vaswani et al. (2017)). Our sur-
vey of XNMT as a task and process follows an in-
put, process, output analysis of the functionalities:

(i) Tokenisation (input/output) visualisation il-
lustrates how input sequences are divided into to-
kens, which are then represented as embeddings in
the encoder. Similarly, decoder output is presented
in terms of tokens. Various XNMT tools display
this functionality, like BertViz by showing atten-
tion links between tokens rather than words.

(ii) Embeddings (input/process) representation
is depicted as a 2D or 3D projection through di-
mension reduction techniques, such as UMAP or
t-SNE. As it is a space of points, multiple samples
are used to relate different tokens. For instance,
LIT illustrates the embedding space using several
input sentences.

(iii) Attention weights (process) visualisation
relates the input and output with its context at the
encoder and decoder. It is represented as a bipar-
tite graph (as in BerViz), or as a Heatmap Matrix
(InSeq). In the encoder, self-attention relates the
input sequence to itself. In the decoder, two atten-
tion types are used: self-attention relates the out-
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Figure 1: XNMT functionalities mapped in the transformer architecture and a corresponding example.

put to the generated tokens, and cross-attention re-
lates the output tokens to the encoder output. This
involves multiple layers and heads, each comput-
ing different attention weights, resulting in com-
plex visualisations of multi-head and multi-layer
weights for each attention type. 3

(iv) Primary Attribution (Input/output) visu-
alisation, which can be computed using different
methods aims to illustrate the importance relation-
ship between input and output tokens, attributing
responsibility to specific input parts for generat-
ing each output part. While it reveals the relation-
ship between input and output without explaining
the process, it may utilise process information to
compute a more accurate attribution metric. Inseq
system presents this visualisation as a heatmap be-
tween inputs (rows) and outputs (columns), with
darker colors indicating higher importance weight.

(v) Neuron and Layer Attribution (in-
put/process/output) visualisation tries to
pinpoint the responsibility of an output to a
specific part of the architecture (a neuron or layer).
For instance, Ecco illustrates this relationship by
considering groups of neurons with a common
linguistic task, and NeuroX use textual heatmaps
to associate inputs with neuron values.

(vi) Probabilities (output) visualisation shows
the prediction of the next token across the target
3Attention weights reveal internal model values, yet the link
to model outputs is not clear (Jain and Wallace, 2019). We
present this visualization to translators without assuming it
offers explanations, enabling them to assess its utility.

dictionary. At each generation step, tokens more
likely to appear next have higher probabilities. The
visualisation displays top probable tokens, with
darker colours indicating higher probabilities.

(vii) Decoding strategy (output) is the final step
of the translation process. Here, the search for the
sequence translation is exemplified, such as by vi-
sualising the beam search. This reveals each gener-
ated token step-by-step and how the optimal solu-
tion changes with respect to the search strategy and
the beam size (i.e., the number of generated solu-
tions). This visualisation is typically presented as
a tree graph (e.g., NMTViz), offering the advantage
of providing translation alternatives.

(viii) Training Data visualisation tries to
present the datasets used to train the NMT sys-
tems. For example, seq2seq-vis uses them in the
embedding representation to show similar input
and output tokens, and LIT presents different
data clusters and computes description metrics on
them.

The described functionalities comprehensively
map the Transformer architecture, although on-
going improvements are needed to develop better
methods. In this work, we focus on evaluating
them from the translator’s perspective.

4 Material and Methods

4.1 Data: Challenge sets

We adopted and, in part, adapted a challenge set
(Isabelle et al., 2017), from which a selection of
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example segments likely to be mistranslated by
NMT were identified. Since the aforementioned
challenge set has previously been used to examine
translations into French, we decided to apply this
to English-Spanish and English-Chinese tests. To
assess the explainability of the visualisation tools,
ten test segments were selected using a modified
version of the challenge set created by Isabelle et
al. (2017). Five segments come directly from Is-
abelle et al. (2017) challenge set and were selected
for their varying morpho-syntactic properties, and
five additional segments were created to comple-
ment this list, in Table 2 (details in appendix A).

(Isabelle et al., 2017)
1. The repeated calls from his mother [should]

have alerted us.
2. The woman who [saw] a mouse in the corri-

dor is charming.
3. I requested that families not [be] separated.
4. She was perfect tonight, [was she not]?
5. [Whom] is she going out [with] these days?

New test segments
1. The door [slammed shut].
2. He lost his [baseball bat].
3. The government’s new programme [was

rolled out] last month.
4. [Berry] is a gifted student.
5. We will [leave no stone unturned] to hold

[those responsible] to account

Table 2: Challenge sets

4.2 Models

We resorted to the Helsinki NLP opus models
available on Hugging Face (Tiedemann and Thot-
tingal, 2020). The three models (English-French,
English-Spanish and English-Chinese) have an
encoder-decoder Transformer architecture and use
the Sentencepiece algorithm (Kudo and Richard-
son, 2018). They were chosen for pedagogical and
interoperability purposes.

4.3 Visualisation

To present the functionalities to our translation
experts, we developed an online web interface
available on Hugging Face Spaces (details in Ap-
pendix B). Each functionality is built based on a
specific state-of-the-art library, as follows:

Top-K and Beam Search Sequence: output

probabilities and decoding sequence genera-
tion based on NMTVis.

Attention: modified version of BertViz for the vi-
sualisation of attention weights.

Attribution: Inseq heatmaps of input X gradient
method (Simonyan et al., 2013).

We explore how the explanability visualisations
provide information about the challenge sets.

4.4 Explainability Evaluation

As a final global appraisal, we adapt the
performance-explainability framework proposed
by (Fauvel et al., 2020) to describe the transla-
tor analysis in specific for visualisation tools in
XNMT. Following (Phillips et al., 2021), we in-
clude the evaluation of Meaningfulness, Accuracy,
Knowledge Limits Explanations, as follows:

Meaningfulness: Is the explanation intelligible
and understandable to the translator? Possi-
ble values: 1=no, 2=somewhat, 3=yes

Faithfulness: Can we trust the explanations? Pos-
sible values: the explanations are 1=incorrect,
2=imperfect, 3=perfect

Accuracy: Does the explanation accurately re-
flect the NMT processing? Possible values:
1=no, 2=somewhat, 3=yes

Knowledge limits: Does the explanation show
the uncertainties of the NMT prediction? Pos-
sible values: 1=no, 2=somewhat, 3=yes

User: What is the target user category of the ex-
planations? Possible values: 1=NMT expert,
2=translation expert, 3=broad audience

Usage: What is the intended use? Possible values:
1=debugging, 2=training, 3=professional use

Information: Which kind of information does the
explanation provide? Possible values: 1=in-
spection, 2=inspection with post-processing,
3=attribution

We conducted a focus group with six translators
working in English-Chinese (2), English-Spanish
(1) and English-French (3). Each functionality is
tested using the same ten source sentences by all
users, and finally, the evaluation is the result of a
group discussion with the support of NMT experts.
We distinguish between translators and NMT ex-
perts because each group possesses a different set
of skills and knowledge.
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5 Results : XNMT evaluation

5.1 Top-K and Beam Search Sequence
Generally, the results produced by the Top-K and
beam search sequence tool are both interesting and
useful for viewing alternatives, particularly where
synonymous words have been considered. For
example, for English-Spanish, the example ‘I re-
quested that families not be separated’ the final
target translation uses the verb solicitar (literally,
to request) however pedir (to ask for/to request)
was also considered by the machine. Yet the infor-
mation outlined within the Top-K feature demon-
strates that the former received a higher probabil-
ity, although the tokenisation of the word into three
separate tokens so-licit-é (literally, (I) requested)
makes it difficult to obtain any concrete statisti-
cal data confirming the probability of the word as
a single lexical unit. Similarly for the English-
French translation of this sentence, the Top-K vi-
sualisation shows a full list of synonymous transla-
tions for the English word requested, these being:
demander (kept by the beam search algorithm), ex-
iger, prier, réclamer, vouloir, solliciter.

In a similar light, when analysing the sentence
‘Berry is a gifted student’, which becomes Berry es
una estudiante talentoso (literally, ‘Berry is a stu-
dent talented’), and ‘Berry’ is tokenised as Ber-ry),
it is difficult to assess the level of attention given
to the more literal alternative such as baya (refer-
ring to the fruit as opposed to the name). In con-
trast, this type of tokenisation is useful for trans-
lating proper nouns, names in particular, into Chi-
nese. Transliteration is the main way of addressing
names between English and Chinese. The way in
which ’Berry’ is tokenised as Ber-ry shows how
the model transliterates the name from a phono-
logical perspective.

Moreover, within the same segment, the
English-Chinese translation of the word gifted can
be rendered in various ways, depending on the col-
location embedded in the translation. The Top-
K probable tokens can thus inform translators of
the different possibilities available, therefore aid-
ing translators to make more contextually-aware
decisions. In addition, the complementary insights
shown across the two visualisations are helpful for
translators to navigate themselves among the dif-
ferent possible translations ranging from the level
of tokens (i.e., within the Top-K) to the level of
semantic trunks or even sentences (i.e., within the
beam search sequence tree).

5.2 Attention

The visualisation tool of the multi-layer and multi-
headed attention mechanisms can be instrumen-
tal in facilitating collaborations between computer
scientists and translation practitioners in order to
identify at what stage things go right or wrong dur-
ing the processing stage, thus facilitating the po-
tential to improve the overall performance of the
MT model. However, its usefulness for transla-
tors is somewhat less optimistic. Within English-
Spanish translation, the sentence ‘I requested that
families not be separated’ yields interesting results
whereby the subjunctive mood is correctly trig-
gered due to a change of subject, yet the cross
attention also demonstrates a high level of atten-
tion between the verb se separaran (literally,they
would be separated) in the target translation and
the subject of the verb in the English source text.
Using the visualisation tool, it is possible to see
that the particle se (a marker of the medial passive)
places a greater amount of importance on the verb
‘separated’ – potentially suggesting the machine’s
recognition of the English passive as a grammat-
ical structure. Meanwhile, the verb seperaran is
tokenised as separar-an, with -an (the element in-
dicating subject-verb conjugation) placing greater
importance on the subject of the verb (families),
which again may suggest the machine’s ability to
recognise verb-subject agreement.

When analysing the English–French translation
of the sentence ‘He lost his baseball bat.’, it is in-
teresting to notice that the encoder’s self-attention
shows a higher attention weight between the to-
kens bat and baseball. This might suggest that the
presence of the latter word helps to disambiguate
the polysemous word bat, and obtain the correct
translation ‘Il a perdu sa batte de baseball.’.

For English–Chinese translation, this tool is par-
ticularly helpful to identify where things start to go
wrong, especially when analysing the ‘Cross At-
tention’. Using this tool, users can walk through
the layers and locate the layer in which the infor-
mation started to go wrong. For example, in the
sentence ‘We will leave no stone unturned to hold
those responsible to account’, the translation out-
put is "我们将不遗余力地追究责任者的责
任" (literally, we will spare no efforts to hold 责
任者zerenzhe [responsible person] accountable).
Here, zerenzhe is not commonly used in this con-
text; however, it is a literal translation for ‘those
responsible’, as indicated within the different lay-
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ers of the decoder.
Overall, the different language groups involved

within this study consider the attention tool the
most complex. In many cases, understanding lay-
ers as the different stages within the translation
is fairly easy to grasp and thus deploy within
teaching-based scenarios. For future translators,
attention weights are a way to revisit an onomasi-
ological/semasiological approach. Students could
be asked to identify the most relevant links where
constituents are properly delimited with the atten-
tion weights. Conversely, they could use their con-
stituent detection competence to characterise the
division of labour for the different layers. Never-
theless, an important limitation should be pointed
out: attention-weight visualisation on long sen-
tences is more difficult. From a translation per-
spective, it would be useful to gain insights into
how the model processes long and complex sen-
tences. And, provided with context-sensitive NMT
models, it would be interesting to analyse greater-
than-sentence-level textual features. This will help
to assess the model’s reliability on contextual anal-
ysis, for example, overall coherence of the transla-
tion, consistency of proper nouns and issues with
co-referentiality. However, the current visualisa-
tion output of long sentences is difficult to interpret
and thus the data becomes less meaningful.

5.3 Attribution

The attribution heatmaps have the potential to
provide useful insights for the translator, particu-
larly in the case of the source saliency heatmap,
which makes it possible to see how words within
the source text influence the final target transla-
tion. Similarly, the target saliency heatmap fo-
cuses on how the previously translated words in-
fluence the determination of the following words.
Both tools can potentially allow translators to eval-
uate the efficiency of an MT model from the per-
spective of contextual cohesion, as well as the
model’s performance in producing natural collo-
cations. However, the current version of the vi-
sualisation contains less focused information than
a translator would need. A more interactive user
interface might be helpful to enhance the usabil-
ity of this tool. For example, when demonstrating
the English-Spanish sentence ‘The repeated calls
from his mother should have alerted us’, the source
saliency heatmap yields no noteworthy results; in
the English-Chinese direction, the heatmap shows

correct syntactic attention, but due to the fact that
it failed to provide a semantically correct transla-
tion (‘calls’ mistranslated as 呼吁 huyu (appeal)),
it can result in translators’ confusion: is the visu-
alisation trustworthy whereas the actual problem
might be a lack of training data? However, the tar-
get saliency heatmap, shows an increased amount
of saliency being given to the verb deberían (they
should) to confirm its translation of habernos aler-
tado (literally, having alerted us), which in Span-
ish is typically formed with the use of a modal
verb such as deber (to have to) as we see here.
There was one scenario in which the target saliency
heatmap proved largely redundant when consider-
ing the sentence ‘The woman who [saw] a mouse
in the corridor is charming’ as no colours appeared
within the heatmap itself.

5.4 Global appraisal of Functionalities

Among the translators who tested the tools, three
of them (one for each language pair) provided a
fine-grained evaluation of every visualisation tool
in terms of the criteria evoked in section 4.4. How-
ever, the following criteria were not rated by the
translators but by the NMT experts: Faithfulness,
Information, Accuracy and User. The reason for
this is that in order to rate how accurately and
faithfully a visialisation tool reflects the NMT pro-
cesses, a detailed understanding of its inner work-
ings is necessary, therefore this information was
provided by the experts in the field. Similarly, for
the Information, an in-depth understanding of the
tool and data processing is needed. As for the User,
we consider the definition of a "user by design",
predefined by the creators of the tools. These cri-
teria can be considered as being objective, while
the remaining can be considered subjective. The
latter were assessed by the translators. All the re-
sults can be found in figure 2. It presents separately
the objective criteria (upper-left) and the subjective
criteria, which are presented by language pair (and
hence by evaluator).

We remark that the tools that were found most
useful (for debugging, training and professional
use) were the beam-search tree and the Top-K
probabilities visualisation. These two also rank
highest in meaningfulness, which indicates that
this tool speaks to the translators the most. They
also seem most capable of showing the limits in
the model. This is probably due to their ca-
pacity to show alternative translations. Every
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Figure 2: Global XNMT evaluation, upper-left graph shows
the assessment done by NMT experts, followed by a graph
per language pair (per evaluator) assessed by translators.

evaluator rated these two tools (Top-K and beam
search) identically, which indicates a strong sim-
ilarity between them. The attention visualisation
tool proved to be only somewhat meaningful even
though it is the most accurate of the visualisa-
tions. The evaluators agree that this visualisation
doesn’t permit them to detect the knowledge lim-
its of the MT model, in fact this tool rated lowest
in both Knowledge limits and Meaningfulness cri-
teria. However, they do state that it can be useful
not only for debugging purposes but as well during
training of translation students. The visualisation
of tokenisation is the tool on which the evaluators
were less unanimous in terms of its meaningful-
ness. It was rated as not meaningful (1 out of 3) by
two evaluators and as meaningful (3 out of 3) by
one evaluator. This is probably caused by the fact
that some evaluators found it misleading to see the
probabilities of generating tokens rather than the
the probability of the whole word. The Attribution
method was rated mildly meaningful and not very
capable of showing the model’s limits. In combi-
nation with its low faithfulness and low accuracy
due to the inner workings of this tool, it doesn’t
seem to be very useful for translators.

6 Discussion

6.1 XNMT for translation

From the translator perspective, one could hy-
pothesise that there are parallels between tradi-
tional translation approaches (i.e., human transla-
tion) and the visualisation functionalities that we
have tested. For example, Nida (1964) concept of

three-stage translation systems emphasises source
text analysis, kernel extraction, the transfer, and
the restructuring of meaning in the target language.
The inspection methods of NMT (in particular,
cross attention) resemble a deep understanding of
the source text that is required to grasp its seman-
tic and syntactic nuances; namely, the layers of
attention forming part of the way in which NMT
analyses and encodes the source sentence into rep-
resentations capturing its meaning. Extracting the
kernel, or comprehending the fundamental mean-
ing of a sentence, could be linked to attribution
methods (e.g., saliency), through which transla-
tors gain insights into the semantic and syntactic
elements of a sentence that the model pays atten-
tion to. This process helps translators to under-
stand how the model makes decisions and restruc-
tures the target translation to fit the norms of the
target language. These links have the potential to
help translators and trainees gain a superficial in-
sight into the ‘thinking process’ of NMT models
and expand their perceptions of the trustworthiness
and reliability of such models. The inspection and
attribution methods are similar to how a human
translator might refine their understanding and ap-
proach to translation, which will lead to a continu-
ous human-informed improvement cycle for NMT
explainability.

6.2 Visualisation in CAT tools

We need to take into account the current computer-
assisted translation (CAT) tools available to pro-
fessional translators and discuss visualisation tools
already at their disposal. Professional transla-
tors use Translation management systems (TMS),
typically CAT tools, for their daily work. The
main features of a TMS include project manage-
ment, translation memory, terminology manage-
ment, collaboration and review, reporting and ana-
lytics, automation and other systems integrations,
etc. A TMS enables translators to leverage re-
sources including translation memories, terminol-
ogy databases and MT engines. This allows them
to reuse previously translated segments and/or use
raw MT output as a starting point for human trans-
lation, whilst maintaining consistency in terminol-
ogy and phrasing. Since MT is usually an inte-
grated feature of a TMS, translators either use MT
suggestions as reference or directly post-edit the
raw MT outputs. The working processes of a MT
are not a primary concern for translators during
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their regular workflows. Nevertheless, their on-
going automation anxieties need to be addressed
and MT literacy is part of the overarching strategy.

It is important to take into account the levels of
visualisation that translators and trainees can take
in when promoting NMT explainability. The deep
visualisations that we tested are very distant from
their daily work. The visualisations in a TMS are
functional-oriented which typically include the in-
dicators of matches found in translation memories
and terminology databases in the form of colour-
coding, underlining, or other visual cues, the list
of suggestions generated from concordance search,
flagged potential quality issues, and progress bars,
etc. These visualisations are set to present the
complex information in a more intuitive and user-
friendly manner, helping translators work more ef-
ficiently. In contrast, deep visualisation requires
basic knowledge in NMT and clear guidelines to
ensure correct interpretation. This is also the next
step of our project: a workshop to disseminate the
visualisation toolkit and to test the translators’ and
trainees’ reception, and explore its wider usage.

6.3 Additional Functionalities

With the advent of Large Language Models
(LLMs), it is tempting to use LLMs for Auto-
matic Post-Editing of translations, a pipeline al-
ready implemented for Automatic Speech Recog-
nition (ASR) systems such as WhisperingLlama
(Radhakrishnan et al., 2023), which uses Llama
(Touvron et al., 2023) to regularise and optimise
Whisper’s outputs (Radford et al., 2023) for ASR
transcriptions.

We are already witnessing an integration of
generative-AI with TMS; for example, the web-
based system Wordscope. Along with the essen-
tial TMS features, the system integrates ChatGPT
with ready-made prompts that allow translators to
look up terms, search a topic or a concept, ex-
plore alternative expressions, back translate into
the source language for quality check, proofread,
post-editing, and more. A potential research ques-
tion here is: can LLMs facilitate XNMT? Consid-
ering the increasing integration of generative-AI
into the workflows of tech-savvy translators, is it
possible to use LLMs to enhance the interpreta-
tion of NMT visualisations? For example, using
generative-AI to help analyse the linguistic chal-
lenges that might be overlooked by human, and
compare the results with the visualisations to fos-

ter more comprehensive evaluation.
In addition to the proposed research questions,

the focus group highlighted several desires and re-
quirements for XNMT to be fully deployed within
the translator’s workflow. One of the more divisive
of which included potentially changing the presen-
tation of subtokens within the final visualisation
output (i.e., presenting the whole word as a sin-
gle lexical item e.g., berr-ry as ’Berry’). Whilst it
is generally understood that tokenisation forms an
indispensable element of how the machine under-
stands and process language (a feature enjoyed by
the tech-savvy and developers of XNMT), the lack
of a single overall probability for the entire lexical
unit makes it challenging for translators to obtain
meaningful statistical data that could be used to in-
form the translator’s decision making processes.

7 Conclusion

In this paper, we have summarised the main vi-
sualisation tools adapted for XNMT, detailing the
functionalities implemented in a prototype and
discussing the potential benefits for translators.
Our innovation lies in highlighting the translator’s
viewpoint and utilising XNMT to provide account-
ability for translators. This entails gaining a better
grasp of the training data, monitoring the learn-
ing phase, or finding ways to understand the en-
tire NMT process. As future work, we will con-
tinue exploring additional visualisation tools and
evaluating their use, specifically focusing on one
of the following translation moments: (i) initiat-
ing use of a new technology to understand NMT
system workings during training, (ii) beginning a
project to comparing, trusting, and selecting the
best NMT, (iii) analyzing the translation process
to identify reasons for poor output, and (iv) evalu-
ating translation results e.g. to test alternatives.
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A Appendix - Challenge Sets

Tables 3 and 4 present the full set of challenging
translations used to evaluate each explainability vi-
sualisation tool. Following Isabelle’s 2017 proce-
dure, we define each translation example with its
related challenge.

These segments have been included within this
study for their various grammatical and linguis-
tic features. Firstly, (Talmy, 1985) distinguishes
between two main language groups: those that
favour conflation of path with motion (e.g., the Ro-
mance languages), and those that favour conflation
of manner with motion (e.g., Germanic, and Slavic
languages). Chinese appears to fall somewhere be-
tween the two, albeit with a slight preference to-
wards the latter. Verbs of manner and path, which
(Isabelle et al., 2017) call ‘crossing movement
verbs’, present a difficulty due to the lexical and
syntactic challenges arising when translating be-
tween languages that conflate information differ-
ently. The example sentence ‘The door [slammed
shut]’ was used to examine how the model re-
sponds to such verbs. We also presented chal-
lenges involving prepositional verbs, which can re-
sult in inaccuracies concerning active vs passive
voice, as well as syntax, or overly literal transla-
tions (i.e., within the sentence ‘The government’s
new programme [was rolled out] last month’).

A second key difference between languages
concerns the productivity of compounding as a
means of word formation. Both English and Chi-
nese are especially productive in this regard; how-
ever, this is not necessarily the case within lan-
guages such as French and Spanish. Compound
nouns present difficulties by way of differences in
phrasal word order (i.e., modifier + noun vs noun
+ modifier) in addition to potential issues with lex-
ical ambiguity or polysemy. We used the sen-
tence ‘He lost his [baseball bat]’ to test the model’s
ability to identify polysemous words such as ‘bat’
(i.e., object vs animal). And finally, in addition to
testing polysemy with compound nouns, we also
tested polysemy within proper nouns or names,
with a particular focus on examining the visualisa-
tion of data where names are likely to be translit-
erated. In this instance, the sentence ‘[Berry] is a
gifted student’ was used.

Sentence Challenge

The repeated
calls from
his mother
[should] have
alerted us.

Is subject-verb agrement cor-
rect? (Possible interference
from distractors between the
subject’s head and the verb).

The woman
who [saw] a
mouse in the
corridor is
charming.

Are the agreement marks of the
flagged participles the correct
ones? (Past participle placed af-
ter auxiliary AVOIR agrees with
verb object iff object precedes
auxiliary. Otherwise participle
is in masculine singular form).

I requested
that families
not [be] sep-
arated.

Is the flagged verb in the cor-
rect mood? (Certain trigger-
ing verbs, adjectives or subor-
dinate conjunctions, induce the
subjunctive mood in the subor-
dinate clause that they govern).

She was per-
fect tonight,
[was she
not]?

Is the English "tag question” el-
ement correctly rendered in the
translation?

[Whom] is
she going out
[with] these
days?

Is the dangling preposition of
the English sentence correctly
placed in the French transla-
tion?

Table 3: (Isabelle et al., 2017) challenges used to evaluate the
explainability visualisation tools

B Appendix - Visualisation tools

In this section, we describe the implemented func-
tionalities4.

General Interface We have created three demos
available as spaces on the HuggingFace platform,
all built using Gradio and Javascript. In Figure 3,
we present the general interface, where translators
can either choose a challenge or input a source
text in English. The text is subsequently translated
based on the selected model (en-zh for Chinese,
en-es for Spanish, and en-fr for French).

Probabilities: Top-k Figure 4 shows the top-k
most probable tokens to be generated, where in
this case, k=10. The probability is represented on
a scale of grey colours. At each generation step,

4Publicly available at anonymous

408



Figure 3: General Interface

Sentence Challenge

The door
[slammed shut].

Verb of manner and path -
How has the manner and
path been conflated, and
does this follow the typical
patterns of the target lan-
guage?

He lost his [base-
ball bat].

Has baseball bat been
translated as a compound
noun, or two separate
lexical items?

The government’s
new programme
[was rolled out]
last month.

Similiar to verb of man-
ner and path with added
syntatical difficulties and
passive vs active voice.

[Berry] is a
gifted student.

Has Berry’s name been
translated literally?
Transliterated?

We will [leave no
stone unturned]
to hold [those re-
sponsible] to ac-
count.

How has the idiomatic ex-
pression been translated?
Has the syntax been ad-
justed accordingly?

Table 4: New challenge set used to evaluate the explainability
visualisation tools

the top-k probable tokens are presented. Accord-
ing to the tokenisation used, one or several tokens
could correspond to a single word. For instance,
the word alerter was generated in two steps: first
alerte, and then r.

Decoding Strategy: Beam Search Sequence
Generation The beam search visualisation is a
simplified representation of the “beam search” de-
coding strategy, aiming to find the best "global"
translation, i.e., the best sequence of translated to-
kens. Figure 5 displays the beam search decod-
ing sequence generation using a beam size of 4.
This visualisation presents the sequences (4) of
output tokens in a tree structure, allowing users to
notice the differences between alternatives. The
top branch represents the sequence with the high-
est probability, while less likely sequences are dis-
played below.

Attention The attention visualisation shows the
multi-layer and multi-head attention mechanism
used in the transformer architecture. Each layer
comprises several heads, each learning different
weights between compared elements (tokens of the
source or translated sentence). In the visualisa-
tion, each head is represented by a colour, with
darker colours indicating higher attention weights.
This information is represented through connec-
tion lines and coloured boxes. Three attention
options are presented in the visualisation: (i) en-
coder self-attention, which relates the tokens of
the source text to each other; (ii) decoder self-
attention, which relates the translated tokens to
the previously generated tokens; and (iii) cross-
attention, which relates the translated tokens and
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Figure 4: TopK probable tokens

Figure 5: Beam Search Sequence Generation

Figure 6: Attention Visualisation

the source tokens. For example in Figure 6, in the
5th layer of cross-attention, Jim is strongly related
to miss for heads represented by the colours blue,
orange, brown and pink.

Attribution The attribution visualisation
presents the importance of each token of the
source text (rows) in generating the tokens of
the translated text (columns). This attribution
is computed using the input X gradient method
(Simonyan et al., 2013). In the heatmap, the
importance of compared tokens is indicated by the
darkness of the colour. For example, in Figure 7,
the most important token for generating doué is
gift.

TopK and Beam Search Sequence Generation
functionalities are based on state-of-the-art tools.
However, they are implemented by us. For atten-
tion visualisation, we adapted the BertViz library
to make it compatible with Gradio, while the Inseq

Figure 7: Primary Attribution

library made possible the attribution visualisation.
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Abstract

Translations differ in systematic ways
from texts originally authored in the same
language. These differences, collec-
tively known as translationese, can pose
challenges in cross-lingual natural lan-
guage processing: models trained or tested
on translated input might struggle when
presented with non-translated language.
Translationese mitigation can alleviate this
problem. This study investigates the gen-
erative capacities of GPT-4 to reduce trans-
lationese in human-translated texts. The
task is framed as a rewriting process aimed
at modified translations indistinguishable
from the original text in the target lan-
guage. Our focus is on prompt engi-
neering that tests the utility of linguistic
knowledge as part of the instruction for
GPT-4. Through a series of prompt de-
sign experiments, we show that GPT4-
generated revisions are more similar to
originals in the target language when the
prompts incorporate specific linguistic in-
structions instead of relying solely on the
model’s internal knowledge. Furthermore,
we release the segment-aligned bidirec-
tional German–English data built from the
Europarl corpus that underpins this study.

1 Introduction

There has been a surge of interest in the impact
of translationese on the performance of natural
language processing (NLP) applications. Transla-
tionese has been shown to have tangible effects on

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

the outcomes of various cross-lingual tasks, poten-
tially leading to biased results and decreased or ar-
tificially inflated performance, especially in eval-
uating machine translation (MT) models (Zhang
and Toral, 2019; Graham et al., 2020), but also
in the natural language inference tasks when us-
ing translated datasets and cross-lingual transfer
scenarios (Artetxe et al., 2020). While transla-
tionese is viewed as an inalienable property of
translated language, preferences may lean toward
translation variants that are closer to target lan-
guage patterns provided that the meaning and use-
fulness of the message in the source language (SL)
are retained. The task of reducing translationese
by making translations less deviant from the orig-
inally authored text in the target language (TL)
is a newly recognised and relevant NLP problem.
At the same time, only a few studies actively ad-
dress it, including Dutta Chowdhury et al. (2022)
who remove translation bias in latent representa-
tion space, as well as Jalota et al. (2023) and Wein
and Schneider (2024), debiasing translations at the
surface text level.

Our work is the first to explore the utility of lin-
guistically informed prompts to harness the gener-
ative capabilities of large language models (LLMs)
in the task of translationese mitigation. This ap-
proach is inspired by the successful application of
LLMs to a range of text adaptation tasks includ-
ing simplification (Feng et al., 2023), style trans-
fer (Suzgun et al., 2022; Reif et al., 2022), and
translation (post-)editing (Chen et al., 2023; Rau-
nak et al., 2023). To the best of our knowledge,
only Chen et al. (2023) uses LLMs to address
translationese reduction. We extend this line of re-
search.

Specifically, we focus on exploring the im-
pact of linguistic knowledge, made available to
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the LLM via prompts, on the outcomes of trans-
lationese reduction. The key research ques-
tion is what type of information is required
in the prompts to effectively guide the model
through the rewriting process. We propose two
approaches: (i) a self-guided approach, which
probes the ability of the LLM to solve the task
independently using its internal knowledge versus
(ii) a feature-guided approach, which relies on de-
tailed linguistically-informed instructions to edit
the input. The instructions are based on the ob-
served deviations of each individual segment from
the expected TL norm. We define the expected TL
norm as the type of language that can be expected
in the target culture in a comparable communica-
tive situation. It is represented by the average fea-
ture values from the register-comparable corpus of
TL documents produced by native speakers of the
TL (hereinafter referred to as originals).

The contributions of this work are as follows:
• We formulate the translationese mitigation

task in an LLM-prompting setup, where an
LLM is expected to remove the translation
process artefacts and generate a ‘less trans-
lated’ version for an existing human transla-
tion (HT).

• We demonstrate the importance of detailed
linguistically-informed instructions in formu-
lating prompts, individually tailored for each
segment.

• We release the document- and segment-level
aligned corpus created from Europarl for
this study and the multiparallel datasets for
English–German and German–English con-
trastive samples including LLM generated
versions aligned with the inputs1.

These contributions collectively address our re-
search question and advance our understanding of
the impact of linguistic knowledge available to
the LLM via prompts on the outcomes of trans-
lationese reduction. The remainder of this paper is
organised as follows: Section 2 discusses related
work. In Section 3, we introduce our prompt gen-
eration approaches. Section 4 details our experi-
mental settings, including the rationale behind our
linguistic feature design, feature extraction and se-
lection methods, data description and our evalua-
tion strategy. Section 5 presents and discusses the
results. We conclude with a summary in Section 6.

1https://github.com/SFB1102/
b7-b6-prompting-eamt2024

2 Related Work

Translationese artefacts exert a substantial influ-
ence on diverse downstream tasks. In MT, Toral
et al. (2018) and Edunov et al. (2020) found that
source sentences that were already the result of
a translation were easier to translate than non-
translated sources returning higher BLEU scores.
Graham et al. (2020) and Zhang and Toral (2019)
also showed that translationese in test sets could
lead to inflated and inaccurate evaluation scores
and recommended non-translated sources in MT
evaluation to avoid these biases. The influence
of translationese on MT goes beyond evaluation.
For example, Riley et al. (2020) trained the trans-
lationese classifier to tag the sentences in training
data to control the output domain: translationese
(“Tr”) or original/natural text (“Nt.”). In other
cross-lingual applications, Singh et al. (2019)
showed that substituting original training samples
with their translations from another language im-
proves performance on natural language inference
tasks. Clark et al. (2020) introduced a translation-
free question-answering dataset to avoid having in-
flated gains from translation artefacts in transfer-
learning tasks. Artetxe et al. (2019) found that
cross-lingual models suffered from induced trans-
lation artefacts when evaluated on translated test
sets.

Active attempts to level out translationese bias
include a method that can be applied in the
translate-train2 cross-lingual setup (Yu et al.,
2022). They created a mapping from the orig-
inal to the translated language, projecting origi-
nal and translated text into a shared multilingual
embedding space and minimising the distance be-
tween the mapped representations of the originals
and translations. To mitigate translationese effects
in translated data, Dutta Chowdhury et al. (2022)
extended the Iterative Null Space Projection algo-
rithm (Ravfogel et al., 2020) originally designed to
mitigate gender attributes, to debias translationese
artefacts, and not directly on the text itself, which
makes them less interpretable. Wein and Schnei-
der (2024) reduced translationese deviations at
the surface level of text using Abstract Meaning
Representation (AMR) proposed by Banarescu et
al. (2013)) as an intermediate form to abstract
away from translationese artefacts. In another
line of research, Jalota et al. (2023) reframed the
2In this setting, the training is based on translated data instead
of originally authored data.
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task as a self-supervised monolingual translation-
based style transfer task, aiming to make human-
translated text closely resemble original texts in
the TL. However, whether current out-of-the-box
LLMs are able to mitigate translationese from text
without removing traces of other variables remains
unexplored. Apart from the key related works in
translationese mitigation, we elaborate on other
contemporary studies that have used LLMs for ma-
nipulating text, sometimes with goals related to re-
fining translations or removing undesired informa-
tion from text representations. Vilar et al. (2023)
benchmarked the capabilities of LLMs to trans-
late, and Kocmi and Federmann (2023) and Lu
et al. (2023) to evaluate translations. Along the
same line, Hendy et al. (2023) extensively analy-
ses the translation output of LLMs to demonstrate
that GPT-enabled translation achieves high quality
when utilised for the translation of high-resource
languages. However, it still falls short in terms of
translation quality for underrepresented languages.
Likewise, Raunak et al. (2023) investigated these
differences in terms of the literalness of transla-
tions produced by standard NMT and ChatGPT-3.

Contemporaneously to the present work, Chen
et al. (2023) propose a simple way to refine trans-
lations iteratively with LLMs based on automatic
post-editing that imitates human corrections.

3 Prompt Generation

Our experiments are designed to explore the ef-
fectiveness of including various types of informa-
tion in prompts that influence the generative be-
haviour of an LLM in the task of translationese
mitigation. The study is based on a bidirectional
German-English subset of Europarl data. Each
translation direction is aligned at the segment level,
meaning that depending on the syntactic arrange-
ment of the same content the source or the tar-
get side of the parallel data can have more than
one sentence. We experimented with two prompt-
ing approaches: self-guided and feature-guided,
each with two modes (min and detailed). The full
prompt examples for each of these four prompting
setups appear in Appendix C. The four setups vary
in the degree of independence in decision-making
given to the model and in the level of linguistic in-
struction. Below we provide a description for each
setup.

1. Self-guided modes: These modes rely on the
model’s discretion in solving the task.

Figure 1: An overview of our pipeline based on the feature-
guided approach.

min: In this mode, the prompt formulates the
translationese reduction task without any ref-
erence to the concept of translationese or any
other linguistic knowledge, in layman’s lan-
guage: Your task is to re-write a human trans-
lation in a more natural way if necessary. Im-
portantly, the model is given the option to re-
turn the input if it does not detect any traces
of translationese, i.e. if the translation already
sounds like a text originally produced in the
target language.

detailed: Unlike the previous setup, the
prompt contains a concise paragraph (186
words) explaining the concept of transla-
tionese as discussed in translation stud-
ies (Volansky et al., 2015; Hu and Kübler,
2021). It describes the known trends in trans-
lator behaviour and typical translationese in-
dicators established in the literature. The op-
tion to return the input translation in case the
model could not detect translationese devia-
tion is kept. Figure 1 shows an overview of
our pipeline for the feature-guided approach.

2. Feature-guided modes: The prompts in-
clude specific linguistic instructions that limit
the model to a set of required transforma-
tions for each input translation. The list of in-
structions is tailored for each segment and ad-
dresses the most prominent deviations of this
segment from the expected TL norm based
on a number of linguistically motivated hand-
crafted features (Section 4.1). The TL norm
for each feature is calculated as the average
across all segments in the original text cate-
gory. The instructions for a particular feature
are included in the prompt if the feature met
the following criteria: (i) deviated more than
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2.5 times from the TL norm in the direction
observed in HT (e.g. in German translations,
the frequency of additive connectives was
lower than in non-translations, while trans-
lations into English had significantly more
additive connectives than comparable non-
translations in English), (ii) it was among
the top 15 translationese indicators as flagged
by SVM feature weights for each translation
direction. If none of the features exceeded
the 2.5-ratio threshold, the segment was not
sent to the model and remained unchanged.
The instructions for all segments were pre-
compiled based on the threshold calculations
and formatted as a newline-separated list ap-
pended to the task statement, source segment,
and target segment (i.e. HT). The two varia-
tions of this setup were only different in how
detailed the description of each instruction
was.

min: The model was given a task to re-write
a human translation in a more natural way by
following the pre-compiled instructions. The
instructions were formulated in a very con-
cise manner. For example, Make causative-
consecutive relations between parts of the
sentence more explicit.

detailed: The task and the instructions were
explained in more detail, offering descrip-
tions of the linguistic concepts. Where pos-
sible, we provided lists of TL-specific exam-
ples for linguistic categories. Those prompts
started with a brief definition of translationese
followed by instructions like Make causative
relations between parts of the sentence more
explicit. This can be done by using connec-
tives like: because, therefore, so that, for this
reason, as a result, after all, for that reason,
hence, consequently, to this end. In formulat-
ing the descriptions we relied on the defini-
tions from the UD framework.3

In summary, in the two self-guided modes, the
LLM’s behaviour is not constrained by specific
rewriting instructions. The model had to make
self-guided decisions not only on how to rewrite
a segment but also on whether any transformation
was necessary at all. In contrast, the two feature-
guided modes closely supervised the model by

3https://universaldependencies.org/u/dep/index.
html

specifying linguistic properties to be transformed
in the rewriting process. All prompt types con-
tained the source segment and its human transla-
tion. Preliminary experiments indicated that when
the model was not constrained by the source seg-
ment, the re-writing process was highly volatile.
Throughout this study, we only considered seg-
ments longer than eight words.

LLM Specifications. For our experiments, we
use the GPT-4 model through the OpenAI API.4

This model returned more consistent results than
GPT-3.5-turbo in a preliminary study. Our best
results are obtained with GPT-4 and the default
temperature (0.7). Although we attempted to sup-
press noise5 in the GPT-4’s output by appending
formatting instructions to each prompt (e.g. Do
not add any meta-phrases or quotation marks),
the rewritten versions required extensive cleaning.
The model’s comments were varied and the out-
put had to be manually curated. Interestingly, even
though the instructions were provided in English,
the model added meta-comments either in German
or in English when working on re-writing transla-
tions into German.

4 Experimental Settings

4.1 Linguistic Features
We propose to capture translationese with a set of
morpho-syntactic features and text measures ex-
tracted from the Universal Dependencies (UD) an-
notation of the data. Unlike surface features like
ngrams and neural network-based feature-learning
approaches to translation detection, explicit dis-
crete structural features have a lower risk of captur-
ing irrelevant topical differences between the cate-
gories (Volansky et al., 2015; Borah et al., 2023).
They are more interpretable and can be incorpo-
rated into human-readable rewriting instructions
for an LLM. The initial feature set included 58
features and was motivated by previous research
in language-pair-specific translationese (Evert and
Neumann, 2017; Kunilovskaya and Lapshinova-
Koltunski, 2020) and contrastive studies (Konig
and Gast, 2007), as well as multilingual analy-
sis (Hu and Kübler, 2021). In Appendix A, the fea-
4https://platform.openai.com/docs/guides/gpt. The
final version of the re-written translations analysed here was
obtained between 08 and 10 March 2024.
5refers to undesirable outputs in model-generated text, includ-
ing unwanted copies of the input, additional quotes and meta-
comments from the model like: ‘Here is the revised transla-
tion:’
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tures are categorised according to the type of lin-
guistic units they capture. Our feature set contains
grammatical forms, morphological word classes,
clause types, syntactic dependencies, word order
patterns, discourse elements, and textual measures.
Generally, we gave preference to the features that:

• captured relatively frequent linguistic items to
minimise sparsity as much as possible, espe-
cially at the segment level,

• were suggested as contrastive for the given
language pair and/or were expected (or
known) to generate translationese deviations
from the TL norm.

Feature Extraction. For most features (37 out
of 58), the extraction was straightforward and di-
rectly dependent on the accuracy of automatic an-
notation. The annotation quality is comparable
across our languages, according to the official re-
port for the models6 used. Six features of the
remaining 21 features (various discourse marker
types and adverbial quantifiers) relied on external
pre-defined lists which were compiled using pre-
vious research in language variation for each lan-
guage (Biber, 1988; Nini, 2015; Evert and Neu-
mann, 2017), while the other 15 features included
(i) straightforward metrics such as sentence length
in tokens, word length, number of simple sen-
tences, number of clauses per sentence, the ra-
tio of core verbal arguments expressed by nouns,
(ii) mean hierarchical distance and mean depen-
dency distance (Jing and Liu, 2015), (iii) type-
to-token ratio calculated as the ratio of part-of-
speech-disambiguated content word types to their
tokens, lexical density calculated as the ratio of
disambiguated content word types to all tokens,
(iv) and six word-order patterns that were dis-
cussed as English-German contrasts (Konig and
Gast, 2007). All features were estimated and nor-
malised at the sentence level and mean-aggregated
for segments or documents. The highly correlated
features were excluded (cutoff=0.65 for both lan-
guages).

Feature Evaluation and Importance. Table 2
shows that the proposed feature set demonstrated
relatively high classification results at the docu-
ment level. The feature selection did not yield con-
siderable gains in performance: the improvements
on the optimal 29 and 45 features (reported in Ta-

6https://stanfordnlp.github.io/stanza/
performance.html

ble 2) were in the fractional part of the scores. This
suggests that the proposed feature set does not in-
clude irrelevant features and is effective in captur-
ing translationese. None of the features could reli-
ably distinguish the categories on its own, demon-
strating that translationese is a subtle phenomenon,
which is better captured through feature patterns,
in a multi-variate setup.

4.2 Data
We use the Europarl-UdS preprocessing pipeline7

to extract parliamentary speeches8 delivered in
German and English by native speakers and their
translations into English and German respectively.
Our rewriting approach required parallel data,
therefore, we report the details on sentence align-
ment quality. The documents were automatically
aligned with LF Aligner9, a wrapper over the hu-
nalign library (Varga et al., 2005), using domain-
specific bilingual glossaries built from IATE dic-
tionaries.10 The resulting parallel corpus was lim-
ited to the documents with an average document-
level similarity score returned by the alignment
tool over 0.3 and 0.5 for German-to-English and
English-to-German directions, respectively. The
manual evaluation of the automatic alignment,
performed by a compensated research assistant
on 80 document pairs (750 sentence pairs) ran-
domly extracted for each direction, revealed that
the resulting parallel corpus contained at most
4.5% (German-to-English) and 1.8% (English-to-
German) of misaligned segments.

For this study, the corpus was balanced across
translation directions by taking 1500 random doc-
ument pairs that contained at least 450 tokens in
the source language. The document length fil-
ter excluded short documents containing formulaic
exchanges between the Chair and the participants
of the debates in the European Parliament. All tex-
tual data were automatically parsed with the de-
fault Stanza packages for German and English (Qi
et al., 2020). The quantitative parameters of the
research data are given in Table 1.11

7https://github.com/chozelinek/europarl
8It is well known that translation direction and register are
the two major factors that influence the properties of transla-
tions (Redelinghuys, 2016; Evert and Neumann, 2017; Ku-
nilovskaya and Lapshinova-Koltunski, 2020; Kunilovskaya
and Pastor, 2021). Europarl data is convenient because it
helps control for these factors.
9https://sourceforge.net/projects/aligner/
10https://iate.europa.eu/search/standard
11The datasets are available as an indexed long table here:
https://zenodo.org/records/11127626
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docs segs tokens

DE original 1500 38,305 967,385
translated 1500 36,078 924,919

EN original 1500 36,078 927,045
translated 1500 38,305 1,060,295

Table 1: Parameters of the entire research corpus (after fil-
tering and annotation). EN (English) and DE (German) stand
for the language of the comparable samples of originally au-
thored and translated text. All translations are from the other
language in the language pair. For example, DE translated are
translations into German from English. DE original are texts
in German by German native speakers.

The corpus in Table 1 was further distilled to
obtain a contrastive sample of 200 documents
in each TL that concentrated the translationese-
related phenomena. To this end, we ran a 10-fold
binary document-level translationese classifier us-
ing the features described in Section 4.1 and classi-
fication setup from Section 4.3. The results of this
classification can be found in Table 2. For compar-
ison, we report results for the full feature set and
the optimal set of features (see details on feature
selection in Section 4.3).

feats docs F1

DE 29 3000 88.83±1.99
58 88.39±2.54

EN 45 3000 80.05±1.68
58 79.66±2.05

Table 2: The quality of the document-level translationese
classifications across the two languages in the 10-fold cross-
validation setup. The average document length in the trans-
lated text categories is around 700 tokens, 25.5 segments.

The contrastive subset was defined as 100 ‘most
translated’ and 100 ‘most original’ documents
based on the probability over 0.99 of belonging
to their true class returned by the classifier on the
best-performing 29 and 45 features for German
and English, respectively. This data filtering step
was required to meaningfully downsize the data
to a subset manageable in the prompting exper-
iments. Given the relatively high quality of the
translationese classification (F1 score of 88% for
German and 80% for English in Table 2), we have
good reasons to believe that the selected docu-
ments bring into focus the contrasts between trans-
lations and non-translations while being naturally-
occurring texts containing cohesive sequences of
sentences. The parameters of this experimental
subset appear in Table 3.

segs tokens seg_len ± std

DE original 1908 59,942 31.4±17.6
translated 1934 57,492 29.7±14.1

EN original 1987 55,128 27.7±13.0
translated 1919 65,065 33.9±19.6

Table 3: Parameters of the contrastive subset for rewriting ex-
periments. Note that the originals here are not the sources for
the translations in the other language. Instead, they are the top
documents predicted as originals by the classifier (Table 2).

4.3 Evaluation

Translationese Classification. Our main trans-
lationese mitigation evaluation method is segment-
level12 text classification. If a rewriting strategy
is effective, the accuracy scores for classifying
translationese on the rewritten output should be
lower compared to classification on HT (human-
translated) text. In other words, there should be
a negative difference in accuracy scores between
the rewritten output and the initial HT, indicating
that the rewritten versions blended better with the
TL norm than the existing HT. For all experiments,
we used a simple Support Vector Machine (SVM)
with a linear kernel (C=1) in a 10-fold cross-
validation setup. Linear SVM was preferred be-
cause it allows access to feature weights. The fea-
ture weights were used to identify a set of 15 most
informative features. These features were used in
prompt engineering and for evaluation purposes.
The feature selection was performed using Recur-
sive Feature Elimination technique with a linear
SVM as implemented in the scikit-learn library.13

All classification results are reported for the top 15
features and for the full feature set. Although the
number of instances per category was almost the
same, we report a macro F1 score throughout to
avoid any impact of the data imbalance on the re-
sults.

Re-translation (RT). As a sanity check for the
rewriting approaches outlined in Section 3, we ran
a re-translation mode (referred to as RT) to en-
sure that in the rewriting setups, the model follows
our instructions and edits the existing translation,
rather than returning a new translation. Here, we
prompt the model to re-translate an existing HT if
it detects any translationese deviations.

12Rewriting experiments on documents resulted in cropped
GPT-4 output and therefore segment level was preferred.
13https://scikit-learn.org/stable/modules/
generated/sklearn.feature_selection.RFE.html

416



Statistical Analysis. The analysis of the classi-
fiers’ performance was supported by tracking the
shifts in the feature values observed in the gen-
erated text against original texts and HTs. This
helped us understand whether the model managed
to level out the existing translationese deviations
and whether it introduced new tendencies. The sig-
nificance of differences between originals in the
TL and rewritings was estimated using the two-
tailed Mann-Whitney U Test for independent sam-
ples. The results are considered significant at the
confidence level of 5%.

Content Preservation. We evaluate the quality
of the GPT-4 outputs in preserving the mean-
ing of the input translations using COMET
(Rei et al., 2022). We use two variants of
COMET for this purpose: (a) R, reference-based
(wmt22-comet-da) and (b) QE, the reference-free
COMETQE (wmt20-comet-qe-da).

Manual Analysis. The automatically edited
translations and re-translations were evaluated by
one of the authors of this paper, a German-native
professional translator with English and German
as their working languages. The evaluator re-
viewed a random sample of 25 generated rewrit-
ten segments for each mode and translation direc-
tion. These segments were presented in the con-
text of the source segment and the professional HT.
Their task was to assess translation faithfulness to
the source (accuracy) and lexicogrammatical ac-
ceptability (fluency) using a 1-6 scale (higher is
better) for each output mode. Additionally, they
checked whether the rewritten translations were
compliant with the provided instructions (feature-
guided modes only) to see whether the model fol-
lowed the instructions. The expert was not asked
to pass judgments about the translationese proper-
ties of the items in their sample. We maintain that
translationese is a property of language that is vis-
ible to a machine rather than a human.

5 Results and Discussion

Translationese Classification. The results of
our baseline SVM segment-level classification be-
tween originals and HTs from the contrastive sam-
ple (see Section 4.2) in each TL are reported in Ta-
ble 4. We report F1 scores on the top 15 features
and on the full feature set to throw the performance
on the top 15 features into perspective.

The main observations from Table 4 are:

feats segs F1

DE 15 3842 81.06±0.76
58 81.51±1.79

EN 15 3906 75.60±1.87
58 78.30±1.42

Table 4: Segment-level classification results on human trans-
lations from the contrastive 200-document sample using lin-
ear SVM. EN and DE stand for the target language.

(i) HTs into German contain more machine-
detectable deviations from non-translations than
translations into English, (ii) the reduced 15-
feature set returns results comparable to the full
58-feature set, especially in German. We address
these strong translationese predictors in the GPT4-
based rewriting pipeline.

To assess the impact of rewriting on translated
segments from the contrastive sample, we conduct
another set of translationese classifications using
the same original texts and their GPT4-rewritten
versions on the top-15 subsets of translationese in-
dicators addressed in the rewriting process and on
the full-58 feature set. Table 5 shows the differ-
ences in F1 scores. Below we show some ob-

Rewriting Setups

RT Self-guided Feature-guided
– Min Detail Min Detail

DE 15 -0.28 -0.27 -1.01 -2.39 -2.21
58 0.10 0.53 -0.56 0.06 -0.28

EN 15 -3.32 -2.70 -4.10 -3.18 -7.63
58 -0.58 -1.40 -1.61 -1.61 -4.07

Table 5: Differences in F1 scores between the segment-level
results on the rewritings and on human translations from the
contrastive sample (Table 4). The best results for each feature
set are shown in bold.

servations from these results. Recall that lower
translationese classification accuracy would sug-
gest that rewritten segments became less distin-
guishable from originals after editing. The nega-
tive differences in Table 5 confirm that GPT-4 can
be conditioned through prompting to address the
task, even if the overall gains are small on the seg-
ments from the contrastive 200-documents sample.
The rewriting task is more successful in English
than in German. All attempted approaches de-
crease the prominence of translationese in the En-
glish translations by at least 0.58 points. In partic-
ular, when given detailed instructions based on the
linguistic features (Feature-guided Detail mode),
we observe a substantial 7.63 and 4.07 percentage
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point decrease in classification results for the top-
15 subset and for the full-58 feature set, respec-
tively, working with the segments from the con-
trastive sample of 100 originals and 100 transla-
tions.

For German, the best-performing modes are the
Feature-guided Min for 15 features and the Self-
guided Detail setup for 58 features. Table 5 shows
that the results are better for the 15 strong transla-
tionese predictors, specific for each language, even
for GPT4 rewriting modes that did not rely on fea-
tures. It means that the model effectively picked
and reduced the most prominent translationese de-
viations even when it was not prompted to do so.
The modes with the linguistic explanation (De-
tail) seem to be better than Min mode regardless
of whether the model was presented with a list of
specific rewriting instructions or was left to de-
cide how to tackle this text adaptation task (ex-
cept the Feature-guided approach for German on
15 features). Feature-guided modes were on aver-
age more successful than self-guided modes, espe-
cially for English. The performance on the features
that were addressed in the instructions shows that
the instructions were carried out in the rewriting.

Finally, the comparison with the SVM classi-
fication outcomes for the re-translation task indi-
cate that the model did not simply return a new
translation of the source. Although the model re-
duced translationese in the re-translation task, the
explicit editing tasks performed better (cf. RT col-
umn to Detail columns in Table 5). Overall, the
properties of rewritten documents are shifted to-
wards being more similar to original texts. This
effect is visible in Figure 2 which displays Kernel
Density Estimation (KDE) plots for the values on
the ‘translationese’ component obtained through
Principal Component Analysis (PCA) of the 58-
dimensional feature space. These plots capture the
distribution of the values on this PCA component
for original, human-translated and LLM-rewritten
segments. Figure 2 shows that the rewritten doc-
uments (in red) are shifted from the area taken by
the translated texts on the right (green line) to the
non-translations’ left side of the graph.

Statistical Analyses. First, we find an imbalance
in the segments affected by the diverse rewrit-
ing approaches across TLs. Recall that in the
self-guided and re-translation modes the model
was given the option to return the input unmod-
ified while in the feature-guided modes, the seg-

Figure 2: KDE plot for values on the ‘translationese’ di-
mension of a PCA-transformed data for German translations
rewritten in feature-guided detailed mode (on 58 features).

ments that did not exhibit deviations above a 2.5-
ratio threshold were not sent to the model. In
self-guided modes and re-translation, the model
was more willing to dismiss segments as requir-
ing no editing in German than in English. More-
over, for German the number of automatically
bypassed segments was close to the number of
segments that were skipped in the feature-guided
modes, while for English there was a strong con-
trast in this respect. The translationese filter used
in the feature-guided prompt generation consid-
ered about 29.28% of HTs into English sufficiently
complying with the TL norm, while only less than
1% were not changed in self-guided setups.14 This
means that GPT-4 was more ready to edit a text in
English than in German. Note that unchanged seg-
ments were included in the data underlying classi-
fication results in Table 5 to maintain comparabil-
ity with the baseline.

Second, we looked into the changes in the fea-
ture frequencies in the rewritten segments against
the TL non-translations and grouped the features
according to their contribution to the task. The ex-
pected outcome is a reduction of significant devi-
ations from the TL norm. Other possible devel-
opments include no change compared to the in-
put and some new trends absent in HTs. Table 6
has the number of features in each group counted
from the full results of statistical tests given in Ap-
pendix B.

Table 6 shows that the feature-guided modes had
different effectiveness across the translation direc-
tions. In German, the expected changes were ob-

14The full account of these differences can be found in Ap-
pendix B, Table 7.
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shift Feature-guided
Min Detail

DE expected 3 (0) 6 (3)
new trend 19 (7) 16 (4)
no change 36 (8) 36 (8)

EN expected 15 (2) 16 (3)
new trend 29 (9) 26 (9)
no change 14 (4) 16 (3)

Table 6: Analysis of changes in feature frequencies and sig-
nificance of differences: Number of features by the direction
of frequency change after rewriting in feature-guided modes.
The number in brackets shows how many of them were among
the features addressed in the instructions.

served only for a few features (3 and 6 for Min
and Detail modes), while most features remained
unaffected (36 for both Min and Detail modes).
In English, most features (29 and 26 for Min and
Detail modes) demonstrated new deviations from
the TL norm. Two-thirds of these emerging trends
were over-normalising tendencies, i.e. the features
started to deviate from the TL norm in the direc-
tion opposite what is typically observed in trans-
lations. This effect can hardly be linked to the
number of times each feature appeared in the in-
structions. We hypothesise that the unexpected
outcomes were collateral to the other requested
transformations which counteracted the specific
instructions to favour or avoid specific structures.
Except for over-normalisation, the rewritten ver-
sions occasionally exhibited deviations on the fea-
tures where there were no statistical differences be-
tween HTs and non-translations.

In almost all cases the non-significant lack or
overuse of a specific item was intensified by rewrit-
ing. For example, in feature-guided detailed mode
on German the number of clauses per sentence
(numcls) and specifically of clausal complement
without own subjects (xcomp) went further down
as compared to HT. In English, the lower fre-
quency of coordinated elements (conj) and higher
frequency of simple sentences (simple) reached
levels of statistical significance. These deviations,
however, were not large and/or consistent enough
to build new patterned distinctions between GPT4-
edited translations and the TL norm, at least not
along the same translationese properties. The
rewriting pipeline effectively removed the targeted
translationese signals without introducing new de-
viations, at least those captured by our features. It
should be noted that there seems to be a certain
limit to the effective number of instructions that

could be passed to the rewriting pipeline. In the
reported feature-guided setups, the number of in-
structions per segment was at most 7 for German
and 9 for English, with averages about 2.4 and 2.3,
respectively. An attempted alternative approach
that generated more instructions per segment was
less successful. That approach considered all fea-
tures with the statistical differences between orig-
inals and translations (about 43-44 out of 58 fea-
tures) if their frequencies for a given translated
segment were two standard deviations away from
the expected TL norm in the ‘translationese’ di-
rection. This approach generated more varied and
longer lists of instructions: the average number of
instructions per segment was 3.4, and the number
of features addressed in the instruction was twice
higher than in the reported approach (21 and 30 for
German and English).

Content Preservation. Even if the rewriting
pipeline seems to achieve the goals of transla-
tionese reduction, we need to make sure that it out-
puts acceptable translation variants.

Rewriting Setups

RT Self-guided Feature-guided
– Min Detail Min Detail

DE R 0.63 0.87 0.86 0.84 0.85
QE 0.16 0.49 0.48 0.40 0.44

EN R 0.85 0.85 0.84 0.80 0.82
QE 0.46 0.46 0.45 0.33 0.39

Table 7: Average COMET scores for the generated sentences
from each of our four rewriting techniques for translationese
reduction, compared against the original sentences as refer-
ences.

Table 7 shows that for German the rewriting
setups consistently outperform GPT4-translated
sentences in terms of COMET scores for both
reference-based (R) and reference-free (QE) eval-
uations. Specifically, for reference-based (R) eval-
uation, the COMET scores range from 0.84 to 0.87
across different rewriting setups, indicating a high
level of content preservation. This suggests that
the rewriting techniques effectively maintain the
meaning of the original English sentences. The re-
sults for the English pipeline evaluation indicate
that (i) GPT-4 is probably much more skilled in
translating into English than into German, and that
(ii) the rewriting setups, especially in the feature-
guided modes, generate less semantically similar
translation candidates, even if they seem to be less
deviating from the TL norm on some frequency-
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based features.

Manual Analysis. The manual analysis by a
translation expert was carried out to assess the
quality of the re-written output in addition to au-
tomatic COMET scores. The human evaluation
(Table 8) returned consistently high scores for
both accuracy and fluency, giving better results in
the German-to-English direction than English-to-
German.

Rewriting Setups

RT Self-guided Features
– Min Detail Min Detail

DE A 5.9 5.8 5.8 5.1 5.4
F 5.4 5.7 5.6 5.4 5.4

EN A 5.9 5.7 5.9 5.2 5.4
F 6 6 5.9 5.6 5.8

Table 8: Results of human evaluation for accuracy (A) and
fluency (F) in a 1-6 Likert scale.

Both self-guided modes were rated higher than
the feature-guided modes. This is in line with
the automatic results on content preservation (cf.
Table 7). Although the feature-guided instruc-
tions were generally followed (92-96% of obser-
vations in DE, 96% of observations in EN), it was
noticed that they were applied excessively lead-
ing to overtransformed renditions as in Example
2 (Appendix D). Human and machine translation
preserved one long sentence, showing traces of
translationese. The GPT4-rewritten output in the
self-guided modes returned 2-3 short sentences
whereas the instruction to make the sentences
shorter resulted in 4 and even 5 shorter sentences
for the same input. A similar tendency can be ob-
served in Example 1, where the instruction to use
more adverbial modifiers in rewriting translations
into German in the feature-guided modes resulted
in the overuse of adverbials (underlined in the ex-
ample) and also intensification of the message and
therefore decline in accuracy.

6 Conclusion

In this paper, we explore the potential of us-
ing LLM-prompts to reduce translationese-related
differences between translated and non-translated
texts. We evaluate four types of prompts based
on either a high-level explanation of the transla-
tionese mitigation task or on a micro-managing
approach to prompting where the model received
segment-tailored instructions to increase or reduce

the frequency of prominent translationese predic-
tors. Our findings demonstrate that GPT-4 was
able to edit human translations to make them
less distinguishable in an automatic classification
setup from non-translations in both self-guided and
feature-guided LLM-rewriting modes. The best re-
sults were seen for English on the prompts contain-
ing feature-guided instructions with a linguistic de-
scription of special terminology, showing that the
prompting approach benefited from including
linguistic knowledge.

For German the results were less straightfor-
ward but the advantages of detailed task informa-
tion and specific linguistic instructions were vis-
ible. The inferior results on the re-translation
task provide further evidence in favour of linguis-
tic features for the translationese reduction task.
In our experiments, prompting was more effec-
tive in the German-to-English translation direction
even though the difference between translated and
non-translated documents in German was more de-
tectable to start with (as indicated by 5% higher
classification results). We can tentatively explain
this result by the language of instruction (En-
glish), which might prime the model for better per-
formance when generating English output. Future
work may need to extend this research by includ-
ing tasks with instructions in German, especially
when the model rewrites translations into German.

Finally, we have seen that even though rewrit-
ten translations exhibited some new individual de-
viations from non-translations on some individ-
ual features, they did not coalesce into patterns
picked be a classifier. This conclusion is supported
by high results from content preservation metrics
and from the manual analysis for accuracy and
fluency of translations. While our translationese
classification-based evaluation shows that LLM-
rewriting is effective, in our paper we focus on
the tip of the iceberg, i.e. the segments from 200
most contrastive documents in our data set. Fur-
thermore, manual evaluation and, to some extent
automatic evaluation, show that content preserva-
tion under LLM-rewriting needs more attention,
and we will focus on this in our future research.
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Appendix A. Linguistic features

Table 7: Types of linguistic information by language level captured with the UD features. The 15 features
identified as strong translationese predictors at sentence level for German as a target language appear in
bold, for English – in italics.

type number list of features [shorthand code]

1 word forms 5 finite verb [fin], past tense, including conjunctive forms [pastv],
infinitive [inf], passive voice form [aux:pass], deverbal noun [de-
verb]

2 word classes 9 noun [nn], personal [ppron], possessive [poss], reflexive [self]
and demonstrative [demdet] pronouns, adverbial quantifier [ad-
vqua], coordinate and subordinate conjunctions ([cconj], [sconj]),
adposition [prep]

3 discourse markers 5 adversative [advers], additive [addit], causative-consecutive
[caus], temporal-sequential [tempseq] connectives and epistemic
stance markers [epist]

4 types of clauses 7 clause with modal predicates [mpred], adjectival clause, includ-
ing relative clauses [acl], adverbial clause [advcl], clausal com-
plement with or without own subjects ([ccomp], [xcomp], respec-
tively), asyndetically joined elements in a sentence [paratax],
negative clause [negs]

5 other dependencies 17 adjective in attributive function [amod], adverbial modifier [ad-
vmod], auxiliary verb [aux], appositional modifier [appos], con-
junctive relation [conj], copula verb [cop], three types of rela-
tions within multi-word expressions ([compound], [fixed], [flat]),
discourse element [discourse], subordinate clause marker [mark],
nominal subject [nsubj], direct object [obj], indirect object
[iobj], non-core argument [obl], numeric modifier [nummod],
nominal dependent of a noun [nmod]

6 sentence complexity
and word order

10 mean hierarchical distance [mdd] and mean dependency dis-
tance [mhd], number of clauses per sentence [numcls], ratio of
nouns or proper names as core verb arguments to the total of
these arguments [nnargs], ratio of head-verb preceding noun-
object to all objects in a clause [vo_noun], inversion in main
clause (in affirmative sentences) [vs_noun], ratio of oblique ob-
ject preceding direct object to clauses with both dependencies
[obl_obj], adverbial modifier preceding head-verb to all adver-
bial modifiers in a clause [adv_verb], any dependencies except
subject preceding the main verb [vorfield], prepositional phrases
at the end of the finite clauses [nachfield]

7 textual properties 5 lexical type-to-token ratio [ttr] and lexical density [dens] (based
on disambiguated content types), number of simple sentences
[simple], sentence length [sent_len] and word length [wdlen]

TOTAL 58
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Appendix B. Changes in feature frequencies and feature importance

Table 7: The expected TL thresholds (i.e. the average feature values in TL originals) and the significance
of differences between originals, on the one hand, and HT/rewritten outputs for each feature, on the other
hand. The upward and downward departures from the expected TL norm are shown by arrows. The as-
terisks indicate a lack of statistical significance for the difference based on the two-tailed Mann-Whitney
test for unpaired samples. The 15 features identified as strong translationese predictors at sentence level
for German as a target language appear in bold, for English – in highlighted rows.

Rewriting Setups Rewriting Setups
RT Self Feature RT Self Feature

TL HT – Min Det Min Det TL HT – Min Det Min Det

English-to-German German-to-English

addit 0.02 ↓ ↓ ↓ ↓ ↓ ↓ 0.002 ↑ ↑ ↑ ↑ ↑* ↓
advcl 0.312 ↑ ↑ ↑ ↑ ↓ ↓ 0.552 ↑* ↓ ↓ ↓ ↓ ↓
advmod 3.327 ↓ ↓ ↓ ↓ ↓ ↓ 1.112 ↑ ↑ ↑ ↑ ↓ ↓
caus 0.012 ↓ ↓ ↓ ↓ ↓ ↓ 0.002 ↑ ↑ ↑ ↑ ↑* ↑*
fin 2.673 ↓ ↓ ↓ ↓ ↓ ↓ 2.289 ↑ ↓ ↓ ↓ ↓ ↓
iobj 0.153 ↑ ↑ ↑ ↑ ↓ ↓* 0.01 ↑ ↓* ↓* ↑* ↓* ↑*
mdd 3.512 ↑ ↓ ↓ ↓ ↓ ↓ 2.668 ↑ ↓* ↑* ↓ ↓ ↓
sent_len 29.222 ↓* ↓ ↓ ↓ ↓ ↓ 27.503 ↑ ↓ ↓ ↓ ↓ ↓
mhd 3.552 ↑ ↑ ↑ ↓* ↓ ↓ 3.857 ↓* ↓ ↓ ↓ ↓ ↓
nmod 1.257 ↑ ↑ ↑ ↑ ↓ ↓* 1.562 ↓ ↓ ↓ ↓ ↓ ↓
nnargs 0.378 ↑ ↑ ↑ ↑ ↑ ↑ 0.584 ↓ ↓ ↓ ↓ ↓ ↓
paratax 0.173 ↓ ↓ ↓ ↓ ↓ ↓ 0.059 ↑ ↑ ↑ ↑ ↓* ↓*
pastv 0.238 ↑ ↑ ↑ ↑ ↑ ↑ 0.966 ↑ ↓* ↓* ↓ ↓ ↓
poss 0.006 ↑ ↑ ↑ ↑ ↓ ↑* 0.012 ↓* ↓ ↓ ↓* ↓* ↑
ttr 0.958 ↑ ↑ ↑ ↑ ↑ ↑ 0.964 ↑* ↑ ↑ ↑ ↑ ↑
acl 0.407 ↑ ↑ ↑ ↓* ↓* ↓* 0.372 ↓ ↓ ↓ ↓ ↓ ↓
advers 0.003 ↑* ↑ ↑ ↑* ↑ ↑ 0.002 ↑ ↑ ↑ ↑ ↑ ↓*
adv_verb 0.157 ↓ ↓ ↓ ↓ ↓ ↓ 0.117 ↑ ↓ ↓ ↓ ↓* ↓*
advqua 0.023 ↓ ↓ ↓ ↓ ↓ ↓ 0.008 ↑ ↑ ↑ ↑ ↓ ↓*
amod 1.288 ↑ ↑ ↑ ↓ ↓* ↓* 1.702 ↑ ↓* ↓* ↓ ↓ ↓
appos 0.163 ↓ ↓ ↓ ↓ ↓ ↓ 0.06 ↑ ↑ ↑ ↑ ↓ ↑
aux 0.959 ↓ ↓ ↓ ↓ ↓ ↓ 0.853 ↑ ↓* ↓* ↓ ↓ ↓
aux:pass 0.24 ↑ ↑ ↑ ↓* ↑ ↑ 0.248 ↑ ↑ ↑ ↓* ↓* ↓*
ccomp 0.468 ↓ ↓ ↓ ↓ ↓ ↓ 0.294 ↑ ↑ ↑ ↓ ↓ ↓
cconj 0.034 ↓ ↓ ↓ ↓ ↓ ↓ 0.035 ↓ ↓ ↓ ↓ ↓ ↓
compound 0.082 ↑* ↓* ↓* ↓* ↓* ↓* 1.012 ↓ ↓ ↓ ↓ ↓ ↓
conj 1.169 ↓ ↓ ↓ ↓ ↓ ↓ 1.139 ↓* ↓ ↓ ↓ ↓ ↓
cop 0.454 ↓ ↓ ↓ ↓ ↓ ↓ 0.529 ↑ ↓ ↓* ↓ ↓ ↓
demdets 0.012 ↑ ↑ ↑ ↑ ↑ ↑ 0.017 ↓* ↓* ↓* ↓ ↓* ↓*
dens 0.41 ↓ ↓ ↓ ↓ ↑* ↓* 0.423 ↓ ↓* ↓ ↓* ↑ ↑*
deverb 0.016 ↑ ↑ ↑ ↑ ↑ ↑ 0.025 ↓ ↓* ↓* ↓ ↑ ↑
discourse 0.0 ↓* ↓* ↓* ↓* ↓* ↓* 0.003 ↑ ↑* ↑ ↑ ↓* ↑
epist 0.005 ↓ ↓ ↓ ↓ ↓ ↓ 0.003 ↑ ↑ ↑ ↑ ↓* ↑
fixed 0.011 ↓* ↓* ↓* ↓* ↓* ↓* 0.098 ↑ ↓* ↑ ↓* ↓ ↓
flat 0.097 ↑ ↑ ↑ ↑ ↓ ↑ 0.076 ↑ ↑ ↑ ↑ ↑ ↑
inf 0.008 ↓* ↑ ↑ ↑ ↑ ↑ 0.019 ↓ ↓* ↑* ↑ ↓ ↓*
mark 1.03 ↓* ↓* ↓* ↓* ↓ ↓ 1.32 ↑ ↓* ↓* ↓ ↓ ↓
mpred 0.6 ↓ ↓ ↓ ↓ ↓ ↓ 0.048 ↑ ↑ ↑ ↑* ↓* ↑*
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nachfeld 0.362 ↓* ↓ ↓* ↓ ↓ ↓ 0.095 ↑* ↓* ↓* ↓* ↓* ↓*
negs 0.012 ↓ ↓ ↓ ↓ ↓ ↓ 0.009 ↓ ↓ ↓ ↑ ↓* ↓*
nn 0.152 ↑ ↑ ↑ ↑ ↑ ↑ 0.199 ↓ ↓ ↓ ↓ ↓* ↓
nsubj 2.356 ↓ ↓ ↓ ↓ ↓ ↓ 1.896 ↑ ↓* ↓* ↓ ↓ ↓
numcls 1.406 ↓* ↓ ↓ ↓ ↓ ↓ 1.356 ↑* ↓ ↓ ↓ ↓ ↓
nummod 0.107 ↑* ↓* ↓* ↓* ↓* ↓* 0.238 ↓ ↓ ↓ ↓ ↓ ↓
obj 1.273 ↑ ↑ ↑ ↓* ↓ ↓ 1.306 ↑* ↓* ↓* ↓* ↓ ↓
obl 1.335 ↑ ↓ ↓ ↓ ↓ ↓ 1.304 ↑ ↓ ↓ ↓ ↓ ↓
obl_obj 0.097 ↑* ↑ ↑* ↓* ↓* ↓* 0.07 ↓* ↓* ↓* ↓ ↓* ↓*
ppron 0.057 ↓ ↓ ↓ ↓ ↓ ↓ 0.046 ↑ ↑ ↑ ↑ ↓ ↓*
prep 0.153 ↑ ↑ ↑ ↑ ↑ ↑ 0.108 ↓ ↓ ↓ ↓ ↓ ↓
sconj 0.023 ↓* ↓* ↓* ↓ ↓ ↓ 0.024 ↑ ↑ ↑ ↑ ↓ ↓*
self 0.003 ↑ ↑ ↑ ↑* ↑ ↑ 0.0 ↑ ↑ ↑ ↓* ↑* ↑*
simple 0.273 ↓ ↓* ↓* ↑ ↑ ↑ 0.273 ↑* ↑ ↑ ↑ ↑ ↑
tempseq 0.011 ↓ ↓ ↓ ↓ ↓ ↓ 0.004 ↑ ↑ ↑ ↑ ↓* ↓
vo_noun 0.107 ↑* ↑* ↓* ↑ ↑ ↑ 0.629 ↑* ↓ ↓ ↓ ↓ ↓
vorfeld 0.467 ↓* ↓ ↓ ↓ ↓* ↓ 0.434 ↑ ↑ ↑ ↓* ↓ ↓
vs_noun 0.044 ↑ ↑ ↑ ↑ ↑ ↑ 0.0 ↓* ↓* ↓* ↓* ↓* ↓*
wdlen 5.6 ↑ ↑ ↑ ↑ ↑ ↑ 4.742 ↓ ↑ ↑ ↑ ↑ ↑
xcomp 0.269 ↓* ↓* ↓ ↓ ↓ ↓ 0.369 ↑ ↑ ↑ ↑ ↓* ↓*

Table 7: Percentage of segments that did not undergo changes in the re-writing pipeline because no
translationese was detected in them either by the model or by feature analysis.

Rewriting Setups

RT Self-guided Feature-guided

– Min Detail Min Detail
DE 7.92 5.32 0.78 6.24
EN 0.05 0.05 0.16 29.28
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Appendix C. Examples of prompts by approach and mode

1. Self-guided approach: the model has to decide on itself whether a segment contains translationese
or not. The same instruction was passed for each pair of segments.

• Min mode:
Your task is to re-write a human translation in a more natural way if
necessary.
Here is an original English text: “‘In six short months, the presidency
has conspired to undermine the Stability Pact, has shown contempt for the
European Union’s policy towards Russia and offended Canada.“‘
This is its human translation into German: “‘In sechs kurzen Monaten ist
es dem Ratsvorsitz gelungen, den Stabilitätspakt zu unterminieren, die
Politik der Europäischen Union gegenüber Russland zu missachten und Kanada
zu beleidigen.“‘
If this translation can be revised to sound more like a text originally
produced in the target language, return a revised version. If this translation
sounds natural enough, return the input translation.
Do not add any meta-phrases or quotation marks. Do not copy the original
text.

• Detail mode:
Your task is to reduce translationese in a human translation by re-writing
it in a more natural way where possible.
Translationese refers to any regular linguistic features in the translated
texts that make them distinct from texts originally produced in the target
language, outside the communicative situation of translation. These features
are typically detected by statistical analysis and are explained by the
specificity of the translation process. Human translators are known
to simplify the source language content and to make it more explicit.
Translations can exhibit a tendency to conform to patterns which are
typical of the target language, making the output less varied than in
comparable non-translations in the target language. The more obvious sign of
translationese is interference, which can be defined as over-reliance on the
intersection of patterns found in source and target languages. Translationese
is manifested in the inflated frequencies of specific linguistic items such
as function words (especially connectives and pronouns), unusual frequencies
of some parts of speech (especially nouns and adverbs) or grammatical forms
(especially forms of verbs), in reduced lexical variety and unexpected lexical
sequences, in less natural word order, in longer and more complex sentences
as well as lack of target language specific items and structures.
Here is an original English text: “‘In six short months, the presidency
has conspired to undermine the Stability Pact, has shown contempt for the
European Union’s policy towards Russia and offended Canada.“‘
This is its human translation into German: “‘In sechs kurzen Monaten ist
es dem Ratsvorsitz gelungen, den Stabilitätspakt zu unterminieren, die
Politik der Europäischen Union gegenüber Russland zu missachten und Kanada
zu beleidigen.“‘
If you can detect any translationese deviations in this translation, revise
this translation to make it sound less translated and return the revised
version. If no translationese is detected, return the input translation.
Do not add any meta-phrases or quotation marks. Do not copy the original
text.
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2. Feature-guided approach: the model is ‘micro-managed’ in how the translation needs to be
adapted, if at all. Each pair of segments gets individual instructions, based on features that were
found to strongly deviate from the expected TL norm in this translated segment.

• Min mode:
Your task is to re-write a human translation in a more natural way.
Here is an original English text: “‘In six short months, the presidency
has conspired to undermine the Stability Pact, has shown contempt for the
European Union’s policy towards Russia and offended Canada.“‘
This is its human translation into German: “‘In sechs kurzen Monaten ist
es dem Ratsvorsitz gelungen, den Stabilitätspakt zu unterminieren, die
Politik der Europäischen Union gegenüber Russland zu missachten und Kanada
zu beleidigen.“‘
Re-write this translation following the instructions:
Use pronouns instead of nouns as verbal arguments where possible.
Avoid constructions with indirect objects.
Do not add any meta-phrases or quotation marks. Do not copy the original
text.

• Detail mode:
Your task is to reduce translationese in a human translation by re-writing
it in a more natural, less translated way.
Translationese refers to any properties of translations that make them
statistically distinct from texts originally produced in the target language.
Here is an original English text: “‘In six short months, the presidency has
conspired to undermine the Stability Pact, has shown contempt for the European
Union’s policy towards Russia and offended Canada.“‘
This is its human translation into German: “‘In sechs kurzen Monaten ist
es dem Ratsvorsitz gelungen, den Stabilitätspakt zu unterminieren, die
Politik der Europäischen Union gegenüber Russland zu missachten und Kanada
zu beleidigen.“‘
Revise this translation following the instructions which reflect deviations
of this segment from the expected target language norm:
Use pronouns instead of nouns or proper names as verbal arguments where
possible.
Avoid constructions with indirect objects. An indirect object of a verb is
any nominal phrase that is an obligatory argument of the verb but is not
its subject or direct object. The prototypical example is the recipient (dem
Kind) with verbs of exchange: Die Frau gibt dem Kind einen Apfel.
Do not add any meta-phrases or quotation marks. Do not copy the original
text.

3. Re-translation approach: the model is tasked with re-translation instead of re-writing/revising
the existing translation. We keep the prompt as similar as possible to Self-guided min setup, while
changing the core task formulation. The aim is to compare revised and re-translated versions to see
whether the model makes a difference between them.

Your task is to re-translate a human translation to make it more natural in the
target language if necessary.
Here is an original English text: “‘In six short months, the presidency has
conspired to undermine the Stability Pact, has shown contempt for the European
Union’s policy towards Russia and offended Canada.“‘
This is its human translation into German: “‘In sechs kurzen Monaten ist es
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dem Ratsvorsitz gelungen, den Stabilitätspakt zu unterminieren, die Politik der
Europäischen Union gegenüber Russland zu missachten und Kanada zu beleidigen.“‘
If this translation can be re-translated to sound more like a text originally
produced in the target language, return a re-translated version. If this
translation sounds natural enough, return the input translation.
Do not add any meta-phrases or quotation marks. Do not copy the original text.
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Appendix D. Examples of source segments, human translation as well as all output modes

Ex. Type Segments

1 Source: Does he regard the committee whose advice he rejects as incompetent, unable to judge what
is good for animals or dangerous for human health?

HT: Hält er den Ausschuß, dessen Empfehlung er ablehnt, für nicht kompetent, für unfähig zu
entscheiden, was für die Tiere gut oder für die menschliche Gesundheit gefährlich ist?

RT: Betrachtet er den Ausschuss, dessen Ratschlag er ablehnt, als inkompetent und unfähig zu
beurteilen, was gut für Tiere oder gefährlich für die menschliche Gesundheit ist?

Self-
guided
Min:

Glaubt er etwa, der Ausschuss, dessen Ratschläge er ignoriert, sei inkompetent und unfähig
zu beurteilen, was gut für Tiere ist oder der menschlichen Gesundheit schaden könnte?

Self-
guided
Detail:

Hält er den Ausschuss, dessen Ratschläge er ablehnt, für inkompetent und unfähig zu
beurteilen, was gut für Tiere ist oder dem menschlichen Wohlbefinden schaden könnte?

Feature-
guided
Min:

Betrachtet er den Ausschuss, dessen Rat er entschieden ablehnt, tatsächlich als inkompetent,
als gänzlich unfähig zu beurteilen, was ausgerechnet für Tiere gut oder potenziell für die
menschliche Gesundheit schädlich ist?

Feature-
guided
Detail:

Hält er tatsächlich den Ausschuß, dessen Empfehlung er konsequent ablehnt, für gänzlich
inkompetent, für absolut unfähig, um zu beurteilen, was letztendlich für die Tiere gut oder
womöglich für die menschliche Gesundheit gefährlich ist?

2 Source: I am pleased that our own legal services – who say Parliament must be very wary of attempts
from representatives of other institutions to limit our powers – have confirmed that there
is nothing in the rules to stop us having a parliamentary inquiry, so long as the terms of
reference differ from any question before the courts in a Member State.

HT: Ich bin froh, dass unsere eigenen juristischen Dienste – die sagen, das Parlament müsse vor
den Versuchen von Vertretern anderer Institutionen, unsere Befugnisse zu beschneiden, sehr
auf der Hut sein – bestätigt haben, dass es in der Geschäftsordnung keine Bestimmung gibt,
die uns von einer parlamentarischen Untersuchung abhalten könnte, solange die Angelegen-
heit nicht bei den Gerichten eines Mitgliedstaates anhängig ist.

RT: Ich freue mich, dass unsere eigenen Rechtsdienste - die warnen, dass das Parlament bei Ver-
suchen von Vertretern anderer Institutionen, unsere Befugnisse einzuschränken, äußerst vor-
sichtig sein muss - bestätigt haben, dass es in den Regeln nichts gibt, was uns daran hindern
könnte, eine parlamentarische Untersuchung durchzuführen, solange die Untersuchungsge-
genstände sich von denen unterscheiden, die vor Gericht in einem Mitgliedstaat verhandelt
werden.

Self-
guided
min:

Es freut mich, dass unsere eigenen Rechtsdienste bestätigt haben, dass es keine Regel gibt,
die uns daran hindert, eine parlamentarische Untersuchung durchzuführen. Sie warnen je-
doch, dass wir sehr vorsichtig sein müssen, wenn Vertreter anderer Institutionen versuchen,
unsere Macht zu begrenzen. Dies gilt natürlich nur, solange die Untersuchungsthemen nicht
bereits vor den Gerichten eines Mitgliedslandes verhandelt werden.

Self-
guided
Detail:

Es freut mich, dass unsere eigenen Rechtsdienste bestätigt haben, dass nichts in der
Geschäftsordnung uns daran hindert, eine parlamentarische Untersuchung durchzuführen
- solange die Untersuchungsgegenstände nicht bereits vor Gericht in einem Mitgliedsstaat
verhandelt werden. Sie warnen das Parlament jedoch, wir sollten wachsam gegenüber Ver-
suchen von Vertretern anderer Institutionen sein, unsere Macht einzuschränken.
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Feature-
guided
Min:

Die Freude ist groß, die eigenen juristischen Dienste haben bestätigt. Sie warnen das Par-
lament, behutsam zu sein. Vertreter anderer Institutionen könnten versuchen, Befugnisse
zu beschneiden. Keine Bestimmung in der Geschäftsordnung könnte eine parlamentarische
Untersuchung verhindern. Dies gilt, solange die Angelegenheit nicht bei Gericht eines Mit-
gliedstaates vorliegt.

Feature-
guided
Detail:

Es freut mich, dass ein Bestätigung von den eigenen juristischen Diensten vorliegt. Sie war-
nen das Parlament, wachsam gegenüber Versuchen von Vertretern anderer Institutionen zu
sein, unsere Befugnisse zu beschränken. In der Geschäftsordnung gibt es keine Regel, die
eine parlamentarische Untersuchung verhindern könnte. Dies gilt solange der Sachverhalt
nicht vor den Gerichten eines Mitgliedstaates liegt.
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Abstract

The improvements in neural machine
translation make translation and post-
editing pipelines ever more effective for
a wider range of applications. In this
paper, we evaluate the effectiveness of
such a pipeline for the translation of sci-
entific documents (limited here to arti-
cle abstracts). Using a dedicated in-
terface, we collect, then analyse the
post-edits of approximately 350 abstracts
(English→French) in the Natural Lan-
guage Processing domain for two groups
of post-editors: domain experts (aca-
demics encouraged to post-edit their own
articles) on the one hand and trained trans-
lators on the other. Our results confirm that
such pipelines can be effective, at least for
high-resource language pairs. They also
highlight the difference in the post-editing
strategy of the two subgroups. Finally,
they suggest that working on term transla-
tion is the most pressing issue to improve
fully automatic translations, but that in a
post-editing setup, other error types can be
equally annoying for post-editors.

1 Introduction

In most, if not all scientific domains, academic
communication and publication activities take
place mostly in English (Gordin, 2015). While
sharing a common language can be viewed as a
facilitating factor in many cases, it also generates
tensions, frictions and inequalities (Amano et al.,

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

2023), and hinders the exposure of science that is
not discussed in English. Furthermore, in non-
English-speaking countries, it creates a linguis-
tic barrier between the scientific community and
the general public that can only amplify misunder-
standings and doubts. These issues have motivated
calls for changes as expressed in the “Helsinki
initiative”.1 Among the Natural Language Pro-
cessing (NLP) community, this has motivated the
ACL 60-60 special initiative,2 aimed at using auto-
matic tools (speech recognition, machine transla-
tion (MT)) and resources (multilingual term lists)
to help remove these barriers.

In this paper, we report our attempts to use ex-
isting MT technologies to translate English scien-
tific documents in the NLP domain into French. As
has been well documented for the biomedical do-
main in the course of the challenges organised at
the Conference on Machine Translation since 2016
(see (Neves et al., 2023) for the latest published
edition), academic texts pose specific translation
challenges, related notably to term translation and
the generation of lexically consistent outputs.

Our main goal in this work is to evaluate the
current state-of-the-art in MT for the translation
of academic NLP texts with a view to using MT
to aid NLP authors in the translation and post-
editing of abstracts in non-English languages. We
base our evaluation on manually post-edited docu-
ments by two populations of post-editors: appren-
tice and well-trained professional translators on the
one hand and NLP experts (academics) who are
encouraged to post-edit their own articles on the
other. The results of this pilot study will help us
design and organise a large-scale experiment that

1https://www.helsinki-initiative.org/
2https://www.2022.aclweb.org/
dispecialinitiative

431



will ultimately cover all scientific domains. The
main questions we aim to answer are the follow-
ing: (a) what is the effort needed for academics
to post-edit automatic translations of texts in their
domain of expertise? (b) can we measure the qual-
ity of the resulting translations? (c) can we see a
difference between existing translation tools? and
(d) what are the residual errors that still hinder the
translation of academic publications?

To answer these questions, we designed a post-
editing protocol aimed to facilitate the voluntary
participation of academics in our domain and col-
lected a set of more than 350 abstracts in the NLP
domain, which were post-edited once or several
times. A large subset of them are also associated
with post-editor feedback on the types and sever-
ity of errors present. We analysed them in terms
of the post-editing effort, measured using HTER
(Snover et al., 2006) and studied them in terms of
differences in post-editing patterns. We release the
resulting corpus and the code for the post-editing
interface for future use.3

2 Related Work

Numerous challenges are faced when developing
and adapting NLP models to scientific texts, in-
cluding how to handle domain-specific terminol-
ogy (including acronyms), and how to ensure co-
herence at the document level. In recent years,
the development of such tools has been a grow-
ing area of interest for NLP researchers, with
multiple models being published for the scien-
tific and scholarly domains, e.g. SciBERT (Belt-
agy et al., 2019), PubmedBERT (Gu et al., 2021),
Galactica (Taylor et al., 2022) and ScholarBERT
(Hong et al., 2023). Specifically for MT, there
have been several initiatives, including the re-
cent IWSLT shared task on translating ACL pre-
sentations (Agarwal et al., 2023; Salesky et al.,
2023). The project that is closest to our own is the
COSMAT project (Lambert et al., 2012), whose
aim was to develop a pipeline for integrating the
translation of scientific documents into the HAL4

archiving platform for English–French translation.
A few corpora are available for scientific docu-

ment translation, covering different types of pub-
lications. The biomedical task at WMT, for in-
stance, has produced parallel test sets for a num-
ber of years extracted from article abstracts from

3https://github.com/ANR-MaTOS/Resources
4https://hal.science

PubMed that are available in several languages (Ji-
meno Yepes et al., 2017; Neves et al., 2018; Baw-
den et al., 2019; Bawden et al., 2020; Yeganova
et al., 2021; Neves et al., 2022; Neves et al.,
2023). The SciPar parallel corpus of scientific
texts (Roussis et al., 2022) is composed of master’s
and doctoral theses across several domains and
in multiple languages. S2ORC (Lo et al., 2020)
is also multi-discipline and contains monolingual
English articles from Semantic Scholar. In the
NLP domain, Mariani et al. (2019) compiled and
explored a large-scale comparable corpus of about
65k NLP papers from multiple sources, while Tan-
guy et al. (2020) focus on French, providing a
monolingual corpus from the TALN conferences.

Evaluating MT for scientific documents is chal-
lenging, particularly as standard metrics may well
underestimate the impact of mistranslating scien-
tific terminology if they are considered equal to
other words. This is particularly the case for
simple surface-based metrics such as BLEU (Pa-
pineni et al., 2002), but is also a currently un-
known factor for other automatic metrics such as
COMET (Rei et al., 2020). According to the hu-
man evaluations of the WMT biomedical shared
tasks, e.g. (Neves et al., 2023), term translation
was one of the factors most impacting judgments
of quality over other factors such as style and natu-
ralness. Another problem is the scarcity of parallel
texts that can be used for reference-based evalua-
tion. Moreover, those that exist may not be perfect
translations, either because there is no guarantee
that two abstracts for the same paper in multiple
languages were intended to be perfect translations
or because the authors are non-native speakers of
at least one of the languages. This therefore moti-
vates alternative approaches to evaluation, includ-
ing reference-less evaluation (for automatic evalu-
ation, this would refer to quality estimation (Spe-
cia et al., 2010)) and human evaluation, through
post-editing or error annotation for example.

Post-editing has previously been used as a
means of evaluating MT quality, either through the
time taken to render a text to an acceptable stan-
dard or (largely related) through the number of
changes that were made, which is the basis for the
HTER metric (“Human-targeted Translation Edit
Rate”) (Snover et al., 2006; Dorr et al., 2011). This
task-based evaluation strategy is less costly both fi-
nancially and in terms of effort on the part of trans-
lators, and can provide clues as to what types of er-
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rors are being produced by MT systems. It is also
a realistic setting in many cases, including ours,
where MT systems can be used to provide an initial
translation of a text that the author can then mod-
ify. For example, the previously mentioned COS-
MAT project aimed to integrate such software into
the publishing platform to facilitate the production
of texts in multiple languages by the authors.

3 Data Collection

We collect a corpus of over 20k English NLP titles
and abstracts that we translate automatically into
French and of which a selection is then post-edited.
Basic statistics on the most common types of pub-
lications included are in Table 1. As shown in Fig-
ure 1, the corpus contains titles and abstracts from
various publication types, the most common being
conference papers, journal articles, book sections,
preprints, reports and books. Once the initial cor-
pus extracted (Section 3.1), each of the titles and
abstracts is automatically translated into French
using three MT systems (Section 3.3), and finally,
we collect post-edits of the translations by trans-
lators and members of the NLP community (Sec-
tion 3.4). The research protocol received a positive
evaluation from our university institutional review
board. All code and the resulting corpora will be
made publicly available. The abstracts belong to
the metadata of the articles and therefore can be
freely distributed.5
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Figure 1: Distribution of publications in the corpus by year.

5The metadata of articles published on the HAL platform is
under a CC0 licence. It is specified that “HAL’s metadata
can be consulted in whole or in part by harvesting in com-
pliance with the intellectual property code.”, pursuant to the
so-called French Law for a Digital Republic [Loi n°2016-
1321 du 7 octobre 2016 (art. 30)] see, https://doc.
archives-ouvertes.fr/en/legal-aspects/

Avg. #toks
Publication by type # title abstract

Total 21,748 9.86 148.81
Conference paper 14,312 9.70 138.16
Journal article 4,362 10.54 178.68
Book section 1,047 9.38 138.91
Preprint 585 9.87 164.23
Report 506 8.80 150.29
Book 271 9.98 152.15
. . .

Table 1: Statistics of the initial NLP corpus overall and for the
six most common publication types. Tokens here are defined
simply as white-spaced delimited sequences of characters.

3.1 Extracting Scientific Abstracts
Our source texts are English titles and abstracts
from scientific publications in the NLP domain
from the HAL open archive,6 extracted using the
dedicated API. In order to select a maximum num-
ber of publications with as few non-NLP publi-
cations as possible, we carried out the following
steps to extract and filter the data: (i) download
data from several domains, included the wide do-
main of “informatics”, (ii) filter to retain only NLP
publications, (iii) further filter to remove abstracts
that already have a French translation.

Downloading the Data We downloaded the
metadata (of which the abstract is one type of in-
formation) corresponding to all publications asso-
ciated with the “computational linguistics” (cs.CL)
but also the wider “informatics” domains.

Retaining Only NLP Publications We filter the
publications, only keeping those that (i) contain a
known keyword in their title, abstract or keyword
list or (ii) are published at a known NLP venue.7

We check each publication for NLP-specific
keywords (in the list of keywords, the title or the
abstract). The list was created by taking the set of
user-entered keywords for all publications associ-
ated with the cs.CL domain, manually filtering it to
remove words that could also be relevant to other
domains and adding any missing terms based on
domain knowledge. This process required manu-
ally verifying publications matched with different
keywords and removing those that matched with
non-NLP publications.

We identify NLP venues by taking the list of
conferences, workshops and journals from the
6https://hal.science
7Both the keyword list and venue list can be found at
anonymised-link.
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ACL anthology corpus (Rohatgi, 2022), adding
other known venues and augmenting the list by au-
tomatically generating variants of the names (in
order to match the various ways authors enter
venues), e.g. 13th Nordic Conference of Compu-
tational Linguistics (NODALIDA 2001) also re-
sults in 13th Nordic Conference of Computational
Linguistics and NODALIDA. We match publica-
tions based on the presence of one of the identified
venues somewhere in their venue names.

Further Filtering Since the aim is to translate
the abstracts into French, we target abstracts that
were not originally written in French by filtering
out those for which a French abstract exists. This
follows the approximation that the presence of a
French abstract is likely to indicate that the original
language was French.

3.2 Available Metadata

For each article, we collect the following infor-
mation: title, abstract, list of authors, publication
type, venue, date of publication, keywords, lan-
guage of the text, URL to the paper, licence and
the reason for the publication being accepted (out
of the filters described above).

3.3 Automatic Translation

We translated the titles and abstracts into French
using three commercial neural MT systems:
DeepL (professional edition, version 7.5),8 Systran
Translate (professional edition)9 and e-translation
(version 12.3).10 In practice, we concatenated all
titles and abstracts into a single file to be trans-
lated, separating each article with a token indicat-
ing the ID number of the article. We then retrieved
the individual translations. Research in contextual
MT has shown that when trained properly (this is
the case of commercial systems), models have no
issue translating multiple sentences at once, espe-
cially for short documents such as abstracts (Maruf
et al., 2019; Fernandes et al., 2023).

3.4 Manual Post-editing

We developed an online interface to collect post-
edits and to provide feedback on MT quality. Users
created an account, filling in basic information that

8https://deepl.com
9https://www.systran.net/en/translate
10https://webgate.ec.europa.eu/
etranslation.

could be useful for future research. They then se-
lected articles to post-edit via the interface and fi-
nally gave feedback about the experience. We col-
lected post-edits from two types of post-editors:
(i) translators and students11 in translation stud-
ies, and (ii) members of the NLP community, who
were encouraged, although not forced, to post-edit
their own articles.

Post-editor Metadata A condition for partici-
pating in the post-editing experiment was fluency
in French. Post-editors remained anonymous, but
we collected information about their profile that is
important for future research, namely their native
language(s), other language(s) spoken, the number
of years of experience in NLP (<3, 3-10 or 10+)
and whether they have previously written an ab-
stract in English and written an abstract in French.
We also ask for their general appreciation of MT
tools by asking (i) whether they have previously
used MT tools to help write scientific articles and
(ii) whether they would consider it useful to inte-
grate MT for abstracts into HAL. They can also
leave free comments if they wish. Any other infor-
mation is not available due to anonymity reasons.

Post-editing via the Interface Given that NLP
community members were encouraged to post-edit
their own publications as experts in the content to
be translated, we made sure that they could search
the database of publications by ID, keyword (in the
title or abstract) and by author name. Otherwise,
they could also choose a random publication. To
ensure that the same publications were not post-
edited too often, publications were presented in a
random order in the interface, with a random seed
dependent on the ID of the user. Each title and
abstract could be post-edited a maximum of three
times (once for each MT system). A screenshot of
the interface is displayed in Figure 2.

An automatic translation was randomly selected
out of the three (the post-editor is unaware of
which MT was used). Guidelines were provided
on the post-editing page: to modify the text (title
and abstract) so that it is clear, understandable and
acceptable, as they would do for a journal article
written in French. The post-editors could then edit
the MT output without a time limit and provide ba-
sic feedback on its quality (Figure 3). We also log
the time taken to finish post-editing.

11The students worked under the close supervision of their
teachers.
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Figure 2: Interface for article selection. The instructions read “Select an article from the table below and click on [the pen
emoji] to start a new post-edit. Filter your selection by searching for a keyword, author name, year or HAL ID in order to
prioritise your own articles or articles from certain themes. [. . . ] You can choose the same article several times - a different
translation will be given. The number of times a given article has been post-edited by you is indicated in the column [with the
person emoji]. The total number of times it has been post-edited by all users is given in the column [with the people emoji].”

Post-editor Feedback The type of feedback dif-
fers depending on the profile of the post-editor.
For members of the NLP community, they indi-
cate a single feedback score corresponding to the
question “What importance do you give to the MT
problems seen?” (as shown in Figure 3), with pos-
sible responses “No problem”, “Not very serious
(spelling, punctuation, etc.)”, “moderately serious
(not interfering with comprehension but not lin-
guistically or stylistically acceptable)” and “seri-
ous (interfering with understanding, not faithful
to the source)”. As NLP experts are not special-
ists in manual error annotation, they were pre-
sented with four easy-to-use categories. For trans-
lators, the question is more detailed, asking for

each error type (faithfulness, grammar, terminol-
ogy, spelling and punctuation, style, document co-
herence) whether the problems seen correspond to
the same four degrees of quality (“No problem”,
“not serious“, moderately serious” or “serious”).
In both cases, post-editors can leave a free form
comment. The error categories were defined based
on the MeLLANGE error typology (Kübler, 2008).

4 NLP Post-edit Corpus

In Table 2, we report basic statistics concerning
the post-editing corpus, for documents post-edited
by the community (by NLP researchers), for doc-
uments post-edited by translator and for two cate-
gories combined (all). Given that a single abstract
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Figure 3: Example of the post-editing interface (NLP community member view). The instructions read “Modify the text (title
and abstract) so that it is clear, understandable and acceptable, as you would do for a publication in a French journal (e.g. the
TAL journal). While post-editing, please do not use machine translation tools. If possible, please complete your post-edition
without interruptions so that the registered duration corresponds to the actual time to post-edit... Warning: if you leave this
page (by closing the window or going back to the previous page), you will lose your modifications.”. Post-editing is performed
without prior sentence segmentation and does not assume that the source and target texts have matching number of sentences.
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can be translated multiple times (using different
MT systems), we distinguish the statistics concern-
ing the number of abstracts that have been post-
edited and the number of translations that have
been post-edited (a translation being specific to a
particular abstract).

Type comm. trans. all

PEs 95 242 337
Abstracts w/ PEs 91 241 322
Translations w/ PEs 73 240 313

Abstracts w/ several PEs 17 2 55
Translations w/ several PEs 4 1 30

Table 2: Basic statistics concerning the number of post-
editions (PEs) by NLP community members, by translators
and by either group (all). Among abstracts and translations
with several PEs, 46 distinct abstracts are post-edited by both
groups, and 28 different translations are post-edited by both.

Concerning the post-editors, there were 4 trans-
lators (3 of whom were native French speakers)
and 16 NLP experts (13 of whom were native
French speakers) and whose experience in NLP
ranged from 10+ years (4 users), to 3-10 years (7
users), to under 3 years (5 users).

5 Analysis of the Post-edit Corpus

5.1 Evaluation setup
We primarily base our evaluation of post-editing
efforts on the computation of HTER (Human
Translation Edit Rate) (Snover et al., 2006), which
corresponds to a modified edit distance between
the automatic translation and its revised version.
We compute HTER with SacreBLEU’s implemen-
tation12 (Post, 2018). Scores are computed sepa-
rately for each whole abstract (viewed as one long
line of text) then broken down by post-editor type
and averaged over the corresponding documents.

We also report BLEU score differences between
the original and modified abstracts, also computed
with SacreBLEU,13 in order to judge how much
or little the translations had to be edited to be
deemed acceptable. These scores rely on corpus-
level statistics, again computed on a per-document
basis.14 Measures of post-editing time were also
recorded, but we deem them insufficiently reliable
12Version 13.5.
13We use the default signature for BLEU:
nrefs:1|case:mixed|eff:no|tok:13a|smooth:exp|version:2.3.1.
14Sometimes referred to as “document-level” BLEU. Note
that BLEU scores cannot be used here to compare transla-
tion quality across populations, given that they do not use the
same set of references.

in our experimental setting to perform any fine-
grained analysis.

To evaluate the quality of translation without
references, we use Comet-QE (Rei et al., 2020),
which relies on distances between continuous
space representations of source and target texts.15

5.2 Results

A first observation is that in our conditions, the
automatic translations are mostly of high quality,
with an average HTER of 10.7 (BLEU=85.6). An-
other indication of this high quality is that 13 doc-
uments (out of 337) were left entirely unchanged.
For the NLP community group, revising an ab-
stract took less than 10 minutes on average.

Comparing the community and translators A
more detailed analysis of the post-editing results is
illustrated in Figure 4. Two interesting trends can
be seen: (a) the distribution of efforts is more con-
centrated for translators than for the NLP commu-
nity, (b) the translators also tend to make smaller
changes to the translation than the NLP commu-
nity (HTER=8.0 vs. HTER=18.2), a quite signifi-
cant difference. This is also obvious when consid-
ering the 90% percentile of HTER values (17.2 vs.
32.7). These differences may reveal differences in
the way the task was perceived by each population:
while translators tend to follow established post-
editing guidelines and remain as close as possible
to the original MT, field experts are more inclined
to rewrite substantial portions of the abstracts.

Without human references, it is difficult to as-
sess the quality of the resulting translations. Com-
puting Comet-QE scores before and after post-
editing however reveals a very small improvement
(see Table 3). This hints at the lack of sensitivity
of QE scores for high-quality translations.

MT outputs Post-editions

Translators 76.3 77.0
NLP experts 77.8 78.6

Table 3: Comet-QE(x100) scores of MT outputs and their
post-edited versions for each group of post-editors.

Another measure is to take the professional
translations as references for the 28 MT outputs
post-edited by both groups. For this subset of ab-
stracts, the BLEU score is 76.7 (HTER=18.4).

15The model is Unbabel/wmt22-cometkiwi-da. See
https://unbabel.github.io/COMET/.
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Figure 4: Distribution of HTER scores for translators (left) and NLP experts (right).

Comparison of MT systems We now turn to our
third question, which concerns the differences be-
tween MT systems. Table 4 reports the average
scores for each system and post-editor group and
Figure 5 plots the corresponding distributions.

Group DeepL eTranslation Systran

Translators 90.4/7.1 85.9/10.6 87.3/8.5
(N=90) (N=79) (N=73)

Experts 81.7/13.8 68.3/24.4 73.1/19.7
(N=34) (N=28) (N=33)

Table 4: BLEU/hTER for each post-editor group and system.
The number of abstracts for each category is given in brackets.

The scores in Table 4 show clear preferences,
with DeepL yielding the smallest post-editing ef-
fort, while e-Translation consistently leads to more
corrections. These differences are particularly
strong for the NLP experts group. These observa-
tions are only partly confirmed by a two-sided stu-
dent T-test for all pairs of systems: out of 6 com-
parisons, the only significant differences at p=0.05
are for DeepL vs. eTranslation for both groups,
while Systran cannot be viewed as significantly
worse than DeepL, nor significantly better than
eTranslation.

Qualitative analysis of errors For the translator
group, we analyse the post-editor feedback con-
cerning translation errors for the 7 broad error cat-
egories introduced in Section 3.4. We report the
corresponding statistics in Table 5.

A first observation is the consistency of these
judgements: for each error type, more severe er-
rors tend to yield more edits, with some small in-
consistencies (e.g. terminology errors with sever-
ity 2 and 3). Looking now at error types, we see
that that grammar, style, and punctuation errors are

mostly associated with the lowest level of severity.
This is expected given the very high fluidity of MT
outputs. The same trend is observed for faithful-
ness and coherence errors, which tend to get rarer
as the severity level increases. Terminology errors
exhibit the reverse trend and are mostly associated
with the highest level of severity. However, look-
ing now at the post-editing effort, we observe at all
severity levels that fixing term errors always yields
the lowest HTER scores, while fixing grammar er-
rors almost always yields the highest ones.

Qualitative differences between groups Fi-
nally, we carry out a small qualitative analysis
of the way the two groups post-edit MT. A few
interesting examples are given in Table 6, cor-
responding to cases where a) one group left the
MT output unchanged while the other had high
HTER and BLEU scores at the sentence level or
b) both groups had high but different HTER and
BLEU scores at the sentence level. We note that,
while there are a few cases in which the trans-
lators corrected an MT error that the community
seem to overlook (“traduction automatique de neu-
rone” (literally machine translation of neurons) in
Example 3), in most cases, the community group
seems to produce better post-edited texts than the
translators. NLP experts seem to better mas-
ter specialised terminology (“analyse syntaxique
en constituants lexicalisés” in Example 2), spe-
cialised phraseology (e.g. “les modèles sont en-
traı̂nés” models are trained instead of “les modèles
sont formés”, literally models are educated, in Ex-
ample 4 (source text: “All our models are trained
without the need of cross-modal labeled translation
data.”)), as well as domain conventions (in Exam-
ple 1 the acronym “CoMMuTE” is associated with
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Figure 5: Distribution of HTER scores across systems and post-editor groups.

Severity level
1 2 3 4

Problem N BLEU hTER N BLEU hTER N BLEU hTER N BLEU hTER

Grammar 148 90.2 7.0 67 84.8 10.7 14 86.4 10.3 12 79.5 16.4
Spelling & Punct. 130 89.5 7.4 60 86.2 10.0 35 87.4 8.8 16 82.8 13.7
Document 127 91.2 6.0 43 84.9 10.7 39 85.2 10.9 33 82.7 13.5
Style 68 91.1 6.1 84 88.7 8.1 57 85.9 10.4 32 82.7 12.7
Faithfulness 123 92.1 5.4 58 84.9 10.4 35 80.8 14.7 25 84.5 12.4
Terminology 34 95.0 3.2 43 88.4 8.3 73 87.5 8.9 91 85.4 10.7

Table 5: Post-edition efforts evaluated according to the number (N, left), BLEU (middle) and hTER (right) of translations
associated with different severity levels (from 1 to 4) for translation problems reported by translators in their feedback.

the full term in brackets, which better conforms to
the domain conventions than the solution the trans-
lator adopted, i.e. translating the full term). Ex-
perts also seem to take more freedom in rearrang-
ing constituents and rewriting sentences (Exam-
ple 5), where translators seem to follow the source
sentence structure more closely, a behaviour that is
also reflected in the automatic metric scores.

6 Conclusion and Future Work

In this paper, we report the results of a pilot study
aimed at evaluating the quality of commercial MT
systems for scholarly documents (abstracts) in the
NLP domain (for English→French). This study
explores a realistic scenario, where domain experts
post-edit in their mother tongue their own texts
(in English, supposedly their L2). We compare
against the use of translators with a partial knowl-
edge of the target domain to perform the same task.
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MT NLP experts post-edits Translator’s post-edits

1- We also release CoMMuTE, a Contrastive Multilingual Multimodal Translation Evaluation dataset, composed
of ambiguous sentences and their possible translations, accompanied by disambiguating images corresponding to
each translation.

Nous publions également CoMMuTE,
un ensemble de données d’évaluation
de la traduction multimodale multi-
lingue contrastive, composé de phrases
ambiguës et de leurs traductions
possibles, accompagnées d’images
désambiguı̈santes correspondant à
chaque traduction.

Nous publions également le jeu de
données CoMMuTE (Contrastive Mul-
tilingual Multimodal Translation Eval-
uation), composé de phrases ambiguës
et de leurs traductions possibles, ac-
compagnées d’images visant à leur
désambiguı̈sation et correspondant à
chaque traduction.

Nous publions également CoMMuTE,
un ensemble de données d’évaluation
de la traduction multimodale multi-
lingue contrastive, composé de phrases
ambiguës et de leurs traductions
possibles, accompagnées d’images
désambiguı̈santes correspondant à
chaque traduction.

2- Multilingual Lexicalized Constituency Parsing with Word-Level Auxiliary Tasks

Lexicalized Constituency Parsing mul-
tilingue avec des tâches auxiliaires de
niveau Word

Tâches auxiliaires au niveau des mots
pour l’analyse syntaxique en constitu-
ants lexicalisés multilingue

Analyse syntaxique de constituants
lexicaux multilingues avec tâches aux-
iliaires au niveau des mots

3- Priming Neural Machine Translation

Amorçage de la traduction automa-
tique de neurones

Amorçage de la traduction automa-
tique de neurones

Amorçage de la traduction automa-
tique neuronale

4- All our models are trained without the need of cross-modal labeled translation data.

Tous nos modèles sont formés sans
avoir besoin de données de traduction
étiquetées intermodales.

Tous nos modèles sont entraı̂nés sans
que des données de traduction inter-
modales annotées soient nécessaires.

Tous nos modèles sont formés sans
avoir besoin de données de traduction
étiquetées intermodales.

5- On the SPMRL dataset, our parser obtains above state-of-the-art results on constituency parsing without requir-
ing either predicted POS or morphological tags, and outputs labelled dependency trees.

Sur l’ensemble de données SPMRL,
notre analyseur obtient ci-dessus des
résultats de pointe sur l’analyse des
circonscriptions sans nécessiter une
prévision de POS ou d’étiquettes mor-
phologiques, et des sorties marquées
d’arbres de dépendance.

Sur l’ensemble de données SPMRL,
notre analyseur obtient des résultats
supérieurs à l’état de l’art en anal-
yse syntaxique en constituents
sans nécessiter de parties du dis-
cours prédites ni d’étiquettes mor-
phologiques prédites, et permet de
construire des arbres syntaxiques en
dépendances étiquetées.

Sur l’ensemble de données SPMRL,
notre analyseur obtient des résultats
supérieurs à l’état de l’art sur l’analyse
des constituants sans nécessiter de
prédiction des parties du discours
ou des étiquettes morphologiques,
ni des sorties marquées d’arbres de
dépendance.

Table 6: Comparison of experts’ and translators’ post-edits. Source texts are shown in grey.

Using a dedicated interface adapted for the two
populations of post-editors, we collected and anal-
ysed approximately 350 abstracts and their post-
edited versions. Our main result is that the au-
tomatic outputs are already quite satisfactory, as
acknowledged by a low average post-editing ef-
fort (see also (Sebo and de Lucia, 2024)). We
also observed that domain experts tend to devi-
ate more from the original text than translators,
the two categories displaying different patterns of
post-edits. This study also confirmed the preva-
lence and severity of terminology errors, while
other error types are comparatively rarer or less se-
vere. All resources and analyses will be released to
the community.

In the future, we plan to both continue analy-
sis of the data, in particular concerning term use
and to reproduce this small-scale experiment with
another group of academics from a different scien-

tific background. This will however require find-
ing better ways to incentivise researchers to partic-
ipate in post-editing activities.
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Maruf, Sameen, André F. T. Martins, and Gholamreza
Haffari. 2019. Selective attention for context-aware
neural machine translation. In Burstein, Jill, Christy
Doran, and Thamar Solorio, editors, Proceedings of
the 2019 Conference of the North American Chap-
ter of the Association for Computational Linguistics:
Human Language Technologies, Volume 1 (Long and
Short Papers), pages 3092–3102, Minneapolis, Min-
nesota, June. Association for Computational Lin-
guistics.

Neves, Mariana, Antonio Jimeno Yepes, Aurélie
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Abstract

This paper presents a user study with 11
professional English-Spanish translators in
the legal domain. We analysed whether
negative or positive translators’ pre-task
perceptions of machine translation (MT)
being an aid or a threat had any relation-
ship with final translation quality and pro-
ductivity in a post-editing workflow. Pre-
task perceptions of MT were collected in a
questionnaire before translators conducted
post-editing tasks and were then correlated
with translation productivity and transla-
tion quality after an Adequacy-Fluency
evaluation. Each participant translated 13
texts over two consecutive weeks, account-
ing for 120,102 words in total. Results
show that translators who had higher lev-
els of trust in MT and thought that MT was
not a threat to the translation profession re-
ported higher translation quality and pro-
ductivity. These results have critical im-
plications: improving translator-computer
interactions and fostering MT literacy in
translation training may be crucial to re-
ducing negative translators’ pre-task per-
ceptions, resulting in better translation pro-
ductivity and quality, especially adequacy.

1 Introduction

MT has become an undisputed element of today’s
workflows in the language services industry (ELIS
Research, 2023). Different studies suggest that
improvements in these systems over time have al-
lowed translators to see their productivity increase

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

without a negative impact on the quality produced
and, therefore, most research in the field of MT has
focused on estimating the productivity and qual-
ity of MT systems (Moorkens et al., 2018a; Rossi
and Carré, 2022). However, this adoption of MT is
not always accompanied by positive user feedback,
as some translators have shown little satisfaction
in working and interacting with MT through post-
editing workflows, either because of a reduction in
pay, a sense of dehumanisation of the translation
process, or the commodification and uberisation of
the language services industry (Moorkens, 2020;
Fırat, 2021; Cadwell et al., 2018).

In the Translation Studies and the MT fields, re-
search centered on analysing human factors in to-
day’s translator-computer interactions is still rel-
atively limited, and the perceptions, user expe-
riences (UX) or feelings of MT users, or even
whether these feelings and experiences have any
effect on their interactions, have been scarce (Ko-
ponen et al., 2020; Karakanta et al., 2022; Briva-
Iglesias and O’Brien, 2023; Briva-Iglesias et al.,
2023; Guerberof Arenas et al., 2021). In this con-
text, we present the results of a study (part of a
larger project) (Briva-Iglesias, 2024) that explores
whether translators’ pre-task perceptions of MT
have any relationship with final translation quality
and productivity. Below, we first present work re-
lated to our study, then we outline the methodology
and, finally, results are described and discussed.

2 Related Work

In the last decades of research in natural language
processing (NLP), the focus has been on mak-
ing technical advancements, mainly by increasing
the size of the language models and the computa-
tional power used to obtain better results (Brown
et al., 2020), but often neglecting the repercus-
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sions or risks that this path has or may have on
humans (Bender et al., 2021; Shneiderman, 2022).
Research in translation technologies has followed
a parallel path to NLP research, and most stud-
ies have focused on evaluating the quality of MT
or comparing different MT paradigms (Drugan,
2013; Moorkens et al., 2018a; Rossi and Carré,
2022). Such research is necessary, but techni-
cal changes should also be accompanied by socio-
technical studies and their impact on users. Olo-
han (2011) criticized this path by commenting that
“the human and organisational aspects are not ad-
dressed at all, or only implicitly, [...] when the sys-
tem is being developed”.

This has meant that the study of human factors
and their interaction with technology has lagged
behind and received less attention in translation
technology research. However, it has not been
completely forgotten. For example, Gaspari et al.
(2014) analysed the perceptions of 438 users of
online MT systems, and the majority of partici-
pants commented that they were not happy with
the results, especially with the quality offered.
Moorkens et al. (2018b) studied the perception
of post-editing effort in the literary field, and col-
lected the data with questionnaires and short in-
terviews, which they then analysed qualitatively.
Through a questionnaire completed by 1850 peo-
ple, O’Brien et al. (2017) investigated how transla-
tors interacted with CAT tools, and found that there
were certain levels of cognitive friction and that
some functionalities of CAT tools irritated them.

Not only freelance or corporate translators have
received the attention of academia, but also trans-
lators in governmental organisations and interna-
tional institutions. Rossi and Chevrot (2019) sur-
veyed French translators at the European Commis-
sion to analyse the level of acceptance of MT, and
suggested that fear of the technology was the ele-
ment that hindered its adoption. Cadwell, O’Brien,
and Teixeira (2018) conducted a similar study,
comparing the level of MT uptake of in-house and
institutional translators, sharing similar results.

Translation in a migration context has also re-
ceived attention, as multilingual communication is
key in crisis scenarios (Piller et al., 2020), and
Pérez-Macı́as, Ramos, and Rico (2020) analysed
the perceptions of MT and post-editing of transla-
tors in a migration context, which were negative in
general terms.

In contrast, Koponen et al. (2020) focused on

the audiovisual domain and analysed what 12 pro-
fessional translators thought about MT and what
was their UX after post-editing subtitles. The re-
sulting comments ranged from negative to neutral.
These results are in line with other research on au-
diovisual translation, post-editing and UX, where
translators do not view post-editing in subtitling
projects favourably (Etchegoyhen et al., 2018; Ma-
tusov et al., 2019; Karakanta et al., 2022). In a
similar vein, Briva-Iglesias, O’Brien, and Cowan
(2023) analysed the MTUX of translators in the le-
gal domain to see what translators preferred from
two different post-editing modalities.

However, despite having found research on
the perceptions that translators have of MT, the
aforementioned studies are exclusively descriptive
of participant’s perceptions and did not analyse
whether these perceptions have any relationship
with the quality of the final text or the productivity
of translators. This is the gap that this article aims
to fill.

In cognitive science, multiple studies show that
past experiences and perceptions have a great im-
pact and are a determinant for future beliefs, at-
titudes and behaviours (Albarracı́n, 2021; Albar-
racı́n and Wyer, 2000). In Translation Studies,
de Almeida (2013) suggested that positive percep-
tions towards MT had an impact on post-editing
effort, and Stasimioti and Sosoni (2019) reported
that training in MT changed perceptions of MT and
post-editing.

Hence, if translators are not happy with their
past interactions with MT, and if, before starting a
post-editing assignment, they already have a nega-
tive opinion about that future interaction (pre-task
perceptions), what will the consequences be for the
final product (that is, the translation)? Are we in a
vicious circle in which translators’ negative pre-
task perceptions of MT affect the final quality of
the translation and/or their productivity?

3 Methodology

The research question we address in this paper is:
Do translators’ (positive or negative) pre-task per-
ceptions of MT have any statistically significant
relationship with the final translation quality or
productivity when doing MTPE tasks? To answer
this question from a novel point of view, we con-
ducted a human-computer interaction-informed
study, where we recruited 11 professional transla-
tors in the English-Spanish legal translation com-
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bination and carried out a pre-task questionnaire
to examine their opinions, past experiences and at-
titudes towards MT. This questionnaire was fol-
lowed by the translation of 13 texts using an inter-
active MT workflow. Subsequently, a professional,
expert reviewer assessed the quality of the transla-
tions after ensuring consistent evaluation criteria
with three professional reviewers. We examined
the data obtained using different statistical analy-
sis methods to find out whether there was any cor-
relation between the past experiences and attitudes
of translators towards MT and their resulting trans-
lation quality and productivity. Our hypothesis is
that translators with negative pre-task perceptions
of MT may produce translations with lower qual-
ity than their peers with positive pre-task percep-
tions because their predisposal to interact with MT
will affect their translation processes. The follow-
ing sub-sections describe the methodology used in-
depth.

3.1 Participants

We recruited 11 professional translators in the
English-Spanish language combination at an
hourly rate of C20. To do this, we posted a job
advert on ProZ (one of the most prominent job
search platforms in the language services world)
and X (which also has a large translator commu-
nity). By posting on two different platforms and
hiring participants on a first-come, first-served ba-
sis, we wanted to reach a large number of peo-
ple without introducing any bias in the selection
of participants. Participants were hired as long as
they met the three basic conditions for participa-
tion: i) be native Spanish translators, ii) have pro-
fessional experience in legal translation, and iii)
have less than 5 years of professional experience.
We decided to include the experience limitation
because we wanted to minimise bias due to vari-
able levels of experience. In addition, the trans-
lators were to perform post-editing, and previous
studies suggested that people with more years of
experience tended to have more problems interact-
ing with technologies and were more likely to re-
ject their daily use (Alabau et al., 2016).

Translators performed thirteen post-editing ses-
sions of 45 minutes in Lilt (Green, 2016) over
ten consecutive days (two weeks). In these ses-
sions, three sessions were conducted through tra-
ditional post-editing, and ten sessions through in-
teractive post-editing. The tasks were divided this

way for reasons of the project in which the present
study is framed, but this has no impact on the data
shown here, as all translators worked with the same
texts, under the same conditions and had the same
amount of time to translate. Translators were in-
structed to “Perform a full post-editing of the text,
with the goal of achieving a perfectly fluent and
adequate translation for a client in the legal do-
main. Any mistranslation may have critical legal
consequences for the client, so ensure that you of-
fer a professional translation. There is no problem
if you do not finish the whole text in the allocated
time”.

3.2 Translators’ pre-task perceptions
In order to collect translators’ pre-task percep-
tions of MT, we created an online questionnaire to
be completed before starting the post-editing task.
This included the following questions.

• Experience in MTPE tasks: How long have
you engaged with MTPE tasks? Give an ap-
proximate time of use with months or years
and months (e.g., 1 year and 6 months).
[These experiences were then normalized to
the number of months].

• Do you like MTPE?: On a scale of 1-7, where
1 is “Strongly Dislike” and 7 is “Strongly
Like”, please rate your perception of do-
ing MTPE tasks in professional translation
projects.

• Do you trust MTPE?: On a scale of 1-7,
where 1 is “Not trustworthy at all” and 7
is “Very trustworthy”, please rate if you can
trust MTPE to help you successfully delivery
a professional translation project.

• MT as a threat: Please rate how much you
agree or disagree with this statement: “Ma-
chine Translation is a threat to the sustain-
ability of the translation profession (Score 1
is “Disagree”, Score 7 is “Agree”).

• Is MTPE boring?: Please rate the following
statement: “When I am doing MTPE tasks, I
find them [SCORE]”. (Score 1 is “Boring”,
Score 7 is “Engaging”).

The responses to the questionnaire were the
translators’ pre-task perceptions that we correlated
with final translation quality and productivity to
examine if there was any relationship between
them.
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3.3 Translation Quality Evaluation

We worked with legal contracts in the English-
Spanish combination and controlled the difficulty
and length of the texts so that all translators worked
with thirteen equally complex texts. For each text,
a new task was set, and no translation memory was
added. Difficulty was controlled with the Flesch-
Kincaid index and the type-token ratio (Graesser
et al., 2004). The total number of words translated
and evaluated were 120,102. After obtaining the
translations, translation quality was evaluated via
human evaluation by using 1-4 Adequacy and Flu-
ency scores with a professional, expert evaluator.

Although there are many different methods for
evaluating translation quality (Moorkens et al.,
2018a; Drugan, 2013), to answer our research
question (Do translators’ (positive or negative)
pre-task perceptions of MT have any statistically
significant relationship with the final translation
quality or productivity when doing MTPE tasks?),
we needed to obtain a final score of the translation
quality of each translator. We considered the Ad-
equacy and Fluency assessment to be the most ap-
propriate method for our study, as it allowed us to
obtain very detailed quality scores for each trans-
lator from two different points of views and has
been extensively used in MT evaluation (Kocmi et
al., 2022; Barrault et al., 2020). We discarded the
MQM-based assessment (Freitag et al., 2021) be-
cause it focuses on the precise types of errors, and
we did not need such a granular translation quality
evaluation, plus it increased substantially the trans-
lation quality evaluation costs.

Best practices in human evaluation of transla-
tion quality recommend using several evaluators
to reduce any potential subjectivity (Freitag et al.,
2021). As an alternative, we have decided to fol-
low common best practices in the fields of Com-
puter Science and Information Retrieval (Artstein,
2017), also with recognised and widely-accepted
methods for reducing evaluator subjectivity, and
we have implemented the evaluation only with one
expert reviewer after refining the evaluation cri-
teria with a total of three reviewers through two
different iterations. The scoring guidelines were
updated after each iteration. The three reviewers
were recruited by following the same methodol-
ogy used for recruiting the translators, which can
be found in the section 3.1 above, and they had +5
years of professional exprience. The process fol-
lowed for the quality evaluation was as follows:

First, we created a document explaining in de-
tail the quality evaluation task to be carried out.
Detailed scoring guidelines were also designed, in
which each possible score (both for Adequacy and
Fluency) was described in detail, and two exam-
ples were included for each type of score. The aim
of these guidelines was to homogenise the evalu-
ation criteria, and thus make the study and the re-
sults reproducible and reliable, trying to reduce the
personal and subjective bias of each evaluator.

Once the first draft of the scoring guidelines was
devised (containing two examples for every type of
Adequacy and Fluency mistake), 50 translated seg-
ments were sent to the three reviewers. Texts eval-
uated in the iterations were fragments of English-
Spanish legal contracts, similar in content and dif-
ficulty to the bulk of translations. The three re-
viewers annotated the translations and evaluated
them according to the criteria of the scoring guide-
lines.

Subsequently, the Inter-Annotator Agreement
(IAA) was calculated using Fleiss’ Kappa. IAA
can range between 0 and 1 and, generally, an IAA
above 0.8 indicates that the consistency between
annotations is high (Artstein, 2017). The IAA
for our first round of annotations (Iteration 1) was
0.83, indicating that the scoring guidelines were
clear, that the annotation consistency of the eval-
uators was high, but that there was still room for
improvement.

Then, a Zoom meeting was held with the 3 re-
viewers to discuss the discrepancies of annotation
in Iteration 1, and the scoring guidelines were up-
dated with additional examples after some discus-
sion. The main changes included re-wording and
clarifying the annotation criteria, and more de-
tailed explanations of the annotation limits, with
the aim of improving the homogeneity of the anno-
tation and increasing the consistency of the eval-
uations. Iteration 2 was then prepared, with 50
new segments, to be annotated by following the
updated scoring guidelines in the same procedure
as in Iteration 1. The IAA of Iteration 2 increased
to 0.95, reflecting that the second version of the
guidelines was clearer and more concise, and that
a consistent evaluation could be obtained when
evaluating translations if the guidelines were fol-
lowed1.

We then evaluated all the translations (120,102

1Link to the final scoring guidelines:
https://zenodo.org/records/11091928
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words; 13 translations per each of the 11 transla-
tors) with a single reviewer, who we considered
as the expert reviewer after the first two iterations,
the homogenisation of criteria, and the updating
of the scoring guidelines. To corroborate that the
expert reviewer was still maintaining the annota-
tion criteria halfway through the evaluation of the
texts, the other reviewers, who participated in the
earlier iterations, performed a cross-check evalu-
ation. For this cross-check evaluation, 250 seg-
ments were randomly selected for annotation and
the level of consistency was recalculated. The re-
sulting IAA from the cross-check was 0.88, which
also indicated a high consistency in the annotation
criteria according to the elaborated scoring guide-
lines.

The end result is an Adequacy and Fluency
score for each translator at the segment level.
However, after translators performed the post-
editing tasks, we observed that, in the allocated
time for translation, some translators finished the
texts, while others did not. Thus, the Adequacy
and Fluency results have been normalised by cal-
culating the average of all the segments translated
by each translator. This normalisation has been
carried out independently for both Adequacy and
Fluency. By doing this, we can compare the results
without any bias and independently for Adequacy
and Fluency. Thus, we have a global quality score
for each translator, ranging from 1 to 42.

3.4 Translation Productivity

Translation productivity was tracked in the CAT
tool through a word per hour (WPH) measurement.
In other words, we collected the translation pro-
ductivity of every translator in each of the texts in
WPH.

3.5 Statistical Analyses

First, we plotted every variable (translators’ pre-
task perceptions, fluency scores, adequacy scores
and productivity measurements) in histograms to
see whether the variables were normally dis-
tributed, and to strengthen our methodology we
also performed the Shapiro-Wilk’s test. As data
violated the assumptions of normal distribution
(p over .05), we conducted a Kendall’s T corre-
lation test for all the variables so as to explore

2The dataset including the source texts, the transla-
tions, the quality scores for fluency and adequacy, as
well as the productivity measures can be found in:
https://zenodo.org/records/11092027.

the relationships between the measures collected
(Mellinger and Hanson, 2016). Due to the number
of correlations performed increasing the likelihood
of type I error, we recommend interpreting corre-
lations at the .05 level with caution. In addition,
it is worth stressing that the strength of the corre-
lation coefficients vary according to the statistical
test conducted. Therefore, by following Schober,
Boer, and Schwarte (2018) advice, we interpret
Kendall T’s correlation coefficient strength in the
following form: Weak (0.06-0.25), Moderate (0.26
to 0.49), Strong (0.50 to 0.71), and Very strong
(0.71 to 1). Below, different heatmaps display the
correlation coefficients of every pre-task percep-
tion variable in relationship to adequacy, fluency,
and productivity. Variables containing an asterisk
“*” indicate a statistically significant correlation.
Also, the p-values are given for every variable in
the wording.

4 Results

This section presents the correlations of transla-
tors’ pre-task perceptions with fluency, adequacy
and productivity.

4.1 Translators’ pre-task perceptions of MT
and fluency

Figure 1 shows in a heatmap the correlation coeffi-
cients resulting from the statistical analysis by con-
sidering translators’ pre-task perceptions and final
fluency scores for each of the texts. By looking
at Figure 1, we can see that translators’ feeling of
boredom or engagement when performing MTPE
assignments in a professional environment (r (10)
= -.012, p = .85) showed no statistically signifi-
cantly correlation with Fluency scores.

However, all the other pre-task perceptions vari-
ables showed a statistically significant correlation
with Fluency. On the one hand, we can observe
two variables that show statistically significantly
weak correlations. Whether translators had more
or less experience in conducting MTPE tasks had
no particular relationship with fluency results (r
(10) = .12, p = .04). This means that, even if trans-
lators were new to interacting with MT in a profes-
sional environment, their fluency was not different
to those translators with experience in post-editing.
In a similar way, translators’ attitude towards lik-
ing or disliking post-editing tasks (r (10) = -.21,
p = .0007) showed a weak statistically significant
correlation; this means that we cannot claim a re-
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Figure 1: Correlation of translators’ pre-task perceptions of MTPE with fluency, adequacy and productivity

lationship between the fact that translators liked
post-editing or not with the production of more
fluent translations. On the other hand, we can
observe two variables that show stronger relation-
ships. Translators’ pre-task perceptions of MT be-
ing a threat to the translation profession (r (10) =
-.37, p = .0001) and the level of trust they had on
MTPE (r (10) = .36, p = .0001) showed statistically
significant moderate correlations. In other words,
this means that translators who had higher levels
of trust in MTPE tasks as an aid in their profes-
sional translation projects tended to report higher
fluency scores. In a similar way, those translators
who thought that MT was a threat to their profes-
sion tended to produce less fluent translations.

4.2 Translators’ pre-task perceptions of MT
and adequacy

The correlation heatmap of Figure 1 provides a vi-
sual summary of the statistical analysis conducted
on translators’ pre-task perceptions of MTPE and
their translation quality results, specifically focus-
ing on translation adequacy.

One of the most notable results is that we ob-
served a strong statistically significant positive cor-
relation (r (10) = .58, p = 0.0001) between transla-
tors’ trust in MTPE and the adequacy scores, im-
plying that higher trust in the system is linked to
higher performance levels in producing adequate
translations. The other remarkable result is that
translators’ view of MT as a threat yielded a strong
statistically significant negative correlation (r (10)
= -.58, p = 0.0001), suggesting that apprehensions
about the technology’s impact on the profession
may undermine translation adequacy.

Factors such as the enjoyment of conducting

MTPE tasks (r (10) = -.31, p = 0.0001), and the
overall experience in MTPE (r (10) = .21, p =
0.0004), showed less pronounced yet statistically
significant correlations, indicating that these per-
ceptions might not be as critical in influencing the
adequacy of translation outcomes.

These insights contribute to the ongoing dis-
course on the human factors influencing con-
temporary translator-computer interactions, under-
scoring the complex interplay between subjective
perceptions and objective translation performance
metrics. These results indicate that translators’
lack of trust in MTPE tasks and the consideration
of MT as a threat to their profession may have a
strong effect on translation quality, especially ade-
quacy, even before the task has already started.

4.3 Translators’ pre-task perceptions of MT
and productivity

In terms of productivity, Figure 1 provides a quan-
titative depiction of the correlations between trans-
lators’ pre-task perceptions of MTPE and their
measured productivity in WPH. Here, the results
from every pre-task perception variable were sta-
tistically significant.

The data indicates that positive perceptions to-
wards MT, such as liking MTPE tasks as a pro-
fessional aid (r (10) = .43, p = 0.0001), finding
them engaging (r (10) = .38, p = 0.0001), or the
level of trust in MT (r (10) = .37, p = 0.0001)
are moderately correlated with higher productivity
scores. Conversely, the negative moderate corre-
lation with the perception of MT as a professional
threat (r (10) = -.33, p = 0.0001), although display-
ing a weaker association, highlights potential areas
of concern. These findings may reflect a complex-
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ity in MTPE’s perceived impact on the translation
industry, which could influence translator produc-
tivity.

There is also a weak statistically significant neg-
ative correlation with MTPE experience (r (10) =
-.22, p = 0.0001).

5 Discussion of the results

After analysing the results, we can see that trans-
lators’ pre-task perceptions of MT have a higher
correlation with adequacy scores than with fluency
and productivity scores. Research by Castilho et
al. (2017) suggested that NMT systems produce
very fluent translations and, therefore, the effect of
translators’ pre-task perceptions may not be that
impactful on fluency scores if the system already
offers a fluent MT output. In terms of adequacy
scores, however, translators’ pre-task perceptions
have a bigger impact. These results indicate that,
in post-editing tasks with NMT systems that of-
fer good MT quality (English-Spanish in our case),
adequacy scores have a higher dependence on the
translator, while fluency scores have a lower de-
pendence on translators’ translation and/or post-
editing skills because the MT system already of-
fers higher quality MT output. The expert reviewer
assessed the MT output of the MT system used in
this study, which obtained a global score of 3.48/4
in terms of adequacy and 3.71/4 in terms of flu-
ency, showcasing good quality results. It may be
interesting to further validate this idea by replicat-
ing this study in a different language combination,
particularly in a case in which NMT systems of-
fer lower MT quality (i.e. a low-resource language
combination). In terms of productivity, in general
terms, we can see that translators who had posi-
tive pre-task perceptions of MT tended to trans-
late faster when conducting post-editing tasks than
their peers with negative pre-task perceptions of
MT.

Experience in MTPE tasks has no correlation
with final translation quality or productivity in the
data analysed. These results indicate that it is
the translator who matters. Results suggest that a
professional translator with good translation skills
will offer good quality translations and will work
equally faster when interacting with MT, regard-
less of their experience in providing MTPE lan-
guage solutions.

It is worth stressing that the most notable cor-
relation coefficients were observed in two specific

variables: translators’ level of trust in MTPE and
the perception of MT being a threat to the transla-
tion profession. The level of trust translators have
in MT shows a strong correlation with adequacy
and a moderate correlation with fluency and pro-
ductivity. This is interesting, as translators who
trust MT systems to help them work in their pro-
fessional, daily tasks offered higher final transla-
tion quality than those who did not trust MT sys-
tems. This is in line with previous research in cog-
nitive science (Albarracı́n, 2021), which indicated
that prior negative perceptions are an important
and crucial determinant for future attitudes and be-
haviours. In our case, translators’ pre-task percep-
tions of MTPE tasks had a strong negative correla-
tion with the quality of the final product, that is, the
translation. This may be because translators who
do not trust MT do not enjoy this interaction or
do not give their best when interacting with MT in
their regular, professional workflows. This also ap-
plies to productivity: translators with higher levels
of trust on MT translated faster, probably because
they were more enthusiastic about engaging with
MT. Those translators who did not trust MT were
probably more reluctant to engage with MT in the
best of their abilities.

This backs up the results of the second pre-
task perception variable with a strong negative cor-
relation in our study, that is, whether translators
consider MT as a threat to the translation pro-
fession. The perception of MT being a threat to
translators showed a strong association with final
translation quality, both in terms of Adequacy and
Fluency, and the results showed statistical signif-
icance. The correlation of this pre-task percep-
tion variable with productivity is weaker, but still
moderate and statistically significant. What these
correlations mean is that translators who, even be-
fore starting a post-editing task, think that MT is
a threat and harmful for the translation profession
are more likely to produce lower translation qual-
ity and to translate slower.

The study’s findings on the relationship between
translators’ pre-task perceptions and translation
quality and productivity have profound implica-
tions, offering novel insights into the dynamics of
modern translator-computer interactions. It is ev-
ident that the approach translators adopt towards
a task plays a critical role in determining the final
outcome, with varying degrees of influence on dif-
ferent aspects of translation performance (in terms
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of quality or productivity). These results highlight
the problem of modern translator-computer inter-
actions, and suggest that we should give higher at-
tention to the improvement of these interactions,
probably by looking at the MTUX (Koponen et al.,
2020; Karakanta et al., 2022; Briva-Iglesias and
O’Brien, 2023), putting the human in the centre
of modern translator-computer interactions (Shnei-
derman, 2022), reducing recent complaints about
dehumanisation (Moorkens, 2020). Also, this has
great implications for the training of translators, as
it highlights the importance of MT literacy from
different points of view (Bowker and Ciro, 2019),
which are further detailed in the conclusions.

6 Conclusions

Since the emergence of language technologies, the
perceptions of those who interact with them have
been studied, ranging from professional translators
to gisting users (Nurminen, 2019). Particular at-
tention has been paid to the perceptions of profes-
sional translators, who saw their traditional work-
flows disrupted by these new technologies. How-
ever, most studies to date have been descriptive and
did not take into account the relationship between
perceptions and the quality of the translation or
the productivity of the translator. This article aims
to fill this gap in the literature with a longitudinal
study of 11 professional English-Spanish transla-
tors in the legal domain, to explore whether nega-
tive or positive translators’ pre-task perceptions of
MT have any relationship with the final translation
quality and productivity in a post-editing work-
flow. In terms of limitations, it would have been
better to increase the sample size of the translations
or the number of translators. However, we hired
11 professional translators who produced a total of
120,102 words over 10 consecutive days. It would
have also been ideal to have the three reviewers
assess all the translations, but due to budget con-
straints, we reduced the reviewer bias through dif-
ferent evaluation iterations, the measurement of
IAA, and the refinement of a set of quality scor-
ing guidelines. Exploring additional domains to
the legal field would have also been positive to
assess whether these results are generalisable to
other translation specialisations.

As a conclusion, the results suggest that transla-
tors with negative pre-task perceptions of MT tend
to deliver poorer quality translations, as well as
to translate slower, than their peers with positive

pre-task perceptions of MT. Specially, in our study,
we observed that translators who thought that MT
was a threat to their profession or distrusted MT
as an aid in their work obtained lower quality and
productivity scores. These were the two variables
with the highest correlation coefficients. By con-
trast, translators with positive pre-task perceptions
obtained better translation quality and productivity
scores. This may have happened because transla-
tors with negative pre-task perceptions of MT may
have not interacted with MT adequately or with an
open-minded point of view, impacting their final
translation quality and productivity.

This research opens up new questions: do these
results suggest that there is a direct relationship
between pre-task perceptions of translation tech-
nologies and final quality and productivity results?
Would translators with negative pre-task percep-
tions of MT obtain better quality results if they
translated without MT? And what would happen
if we trained these translators and taught them to
see MT as an aid to augment their skills and help
them in their professional tasks?

Although we now have new questions to answer,
what is clear is that the level of trust in MT and the
conception of MT as a threat to the translation pro-
fession have a strong correlation with final quality
results, especially Adequacy, and a moderate cor-
relation with productivity. These correlations have
important implications. Translators fearing MT, or
those who are more reluctant to trust their interac-
tions with MT, may not be leveraging the advan-
tages and benefits MT offers them. Therefore, the
results call for multiple actions to be taken in order
to:

• Increase translators’ confidence in their inter-
actions with MT as a tool that can be useful
and support them in professional projects, al-
ways bearing in mind that translators are the
ones controlling the interaction, and that MT
functions as a support that can offer alter-
native terminology solutions or facilitate un-
derstanding of the source text, among other
forms of assistance. The main goal of tech-
nologies should be to augment translators
and reduce their human cognitive limitations
(O’Brien, 2023; Raisamo et al., 2019; Al-
icea, 2018; Shneiderman, 2022), pursuing
human-centered, augmented machine transla-
tion (Briva-Iglesias, 2024), not to replace and
substitute them.
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• Present MT as a tool that can facilitate trans-
lators’ work, either to increase productivity
or to open doors to new professional markets
and domains, as is the case of language engi-
neers (Briva-Iglesias and O’Brien, 2022). As
Stasimioti and Sosoni (2019) reported, train-
ing translators on MT will change their per-
ceptions of MT because they will learn what
MT allows them to do or not. Translators’
technological and MT literacy is now more
important than ever in the AI age (Bowker
and Ciro, 2019).

These two elements would increase the adop-
tion and use of MT as assistance, as well as re-
duce the negativity of translators’ pre-task percep-
tions of MT. However, it is vital to stress that this
MT literacy must be accompanied by a broad and
holistic view of MT, including its limitations, so
that translators acquire a critical view of when it is
appropriate and when not to use MT, as it may also
involve important ethical issues (Moorkens, 2022).
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Abstract

Automatic speech synthesis has seen rapid
development and integration in domains as
diverse as accessibility services, translation,
or language learning platforms. We anal-
yse its integration in a post-editing machine
translation (PEMT) environment and the ef-
fect this has on quality, productivity, and
cognitive effort. We use Bayesian hierar-
chical modelling to analyse eye-tracking,
time-tracking, and error annotation data re-
sulting from an experiment involving 21
professional translators post-editing from
English into German in a customised cloud-
based CAT environment and listening to the
source and/or target texts via speech syn-
thesis. We find that using speech synthesis
in the PEMT task has a non-substantial pos-
itive effect on quality, a substantial nega-
tive effect on productivity, and a substantial
negative effect on the cognitive effort ex-
pended on the target text, signifying that
participants need to allocate less cognitive
effort to the target text.

1 Introduction

The growing adoption of data-driven approaches to
machine translation (MT) since the 2000s (Kenny,
2020) has brought ongoing change to the practice
of translation. While ‘standard’ human translation
still appears to be the dominant type of service,
industry surveys have repeatedly identified post-
editing of MT (PEMT) as the service with the high-
est growth potential, according to language service

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

providers (ELIA et al., 2023). A wealth of previ-
ous research has addressed the implications of this
change, ranging from potential productivity gains
(Plitt and Masselot, 2010; Läubli et al., 2019) to
impacts on creativity (Guerberof-Arenas and Toral,
2022). A central theme in studies on PEMT is
the effort expended by translators (Krings, 2001)
and how it might be impacted by the tools they
use. Moreover, previous work has probed how well
PEMT is supported by the user interfaces used by
translators (Moorkens and O’Brien, 2017; Herbig
et al., 2020), indicating room for improvement.

A relatively novel approach to supporting PEMT
processes – and translation in general – is inte-
grating automatic text-to-speech synthesis (Taylor,
2009) in computer-assisted translation (CAT) tools.
The idea is for the translator to be able to trigger
an artificial voice that ‘reads’ to them the source
and/or target text, thus adding a new mode of text
reception to information processing approaches that
have traditionally relied heavily on reading. Only
little attention has thus far been given to this method
in related work, but initial findings point to poten-
tial benefits in revision (Ciobanu et al., 2019) and
PEMT (Wiesinger et al., 2022). This motivates our
present study into the impact of speech synthesis
on the PEMT process.

In this paper, we measure the effect of adding
text-to-speech into a translation workflow for
PEMT for the English-German language pair. We
focus on the the target text quality delivered, cog-
nitive effort expended, and productivity recorded,
with an emphasis on the statistical modelling ap-
proach. Eye-tracking output metrics, such as the
number or duration of fixations on both source and
target segments are used to measure the cognitive
effort during PEMT (Moorkens, 2018). Moreover,
linear models and linear mixed effect models are
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commonly used for the analysis of eye-tracking
studies (Kim et al., 2022; Silva et al., 2022), in-
cluding the use of linear models to investigate the
relation across text complexity of the source, cogni-
tive effort, and PEMT (Dai and Liu, 2024). Silva
et al. (2022) discuss the disadvantages of standard
statistical tests for eye-tracking data analysis in sub-
titling. For example, t-tests conflate the data by
averaging a participant into one outcome variable,
and ignore other variables (predictors) that may
affect the results of an experiment. Instead, they
use a linear mixed-effect model for the analysis
of cognitive effort (outcome variable) of reading
subtitles given the effect of subtitle speeds. How-
ever, linear models require large amounts of data
to achieve reliable learned estimates (Silva et al.,
2022). Bayesian hierarchical models cope with data
scarcity by adding information from the data struc-
ture, and prior expert knowledge that works as a
regulariser to avoid over-fitting to the available data
(Gelman et al., 2004). We use Bayesian hierarchi-
cal modelling to tackle the issue of data scarcity
that is common in eye-tracking studies (O’Brien,
2009). Our contributions are as follows:

• We report on a PEMT study including eye-
tracking, time-tracking, and quality evalua-
tion.

• We introduce a Bayesian hierarchical model
for PEMT data analysis.

• We measure how a speech-enabled mode of
working may support professional translators
post-editing within a CAT tool.

2 Methodology

2.1 Participants
The participants were recruited via the network
of the language service provider Translated, the
professional translator association UNIVERSITAS
Austria, the Austrian Economic Chambers (WKO),
and the website of the HAITrans research group1.
Prospective participants were asked to fill in a re-
cruitment questionnaire to determine whether they
fulfilled the participation requirements. In total,
we recruited 21 professional translators working
from English into German who have German as a
first language. All translators have at least three
years of professional translation experience, with
10 participants having over 11 years of experience.
1https://haitrans.univie.ac.at/

Most participants have at least one year of PEMT
experience, although five translators have little to
no PEMT experience. The experiment received
ethical approval from the Ethics Committee of the
University of Vienna. All participants were remu-
nerated for their time. After the conclusion of the
experiment, the participant data were anonymised,
and the participants were assigned an experiment
ID.

2.2 Materials

The source texts used in the experiment consisted of
four excerpts from two separate factsheets produced
by the International Federation of Red Cross and
Red Crescent Societies, UNICEF, and the World
Health Organisation about stigma, mistrust, and
denial in relation to COVID-19. Both factsheets
were published online on the British Red Cross’s
Community Engagement Hub2 in 2020.

The four English source text parts have a com-
bined total number of 1,423 words, with their re-
spective IDs being text 1 (t1), text 2 (t2), text 3 (t3),
and text 4 (t4). To counteract the impact of the text
parts on the results, we alternated text 2 and text
3 for every other participant. For this reason, we
ensured comparability of the four text parts in terms
of standard measurements of linguistic complexity
and lexical richness as shown in Table 1, as well as
readability as shown in Table 2. We use Textstat3

for the readability scores, and LexicalRichness4

for the linguistic complexity and lexical richness
scores. The Flesch–Kincaid Reading Ease scores
class all text IDs as fairly easy to read (between
80.0-70.0) and at 7th grade level. All text IDs have
a consistent low linguistic complexity expressed as
Type-Token Ratio (TTR).

Text Word
count

Number of
syllables

Standardised
TTR

Sentence
count

Average
sentence
length

t1 342 454 0.483 18 19.0
t2 374 498 0.475 18 20.8
t3 352 471 0.520 18 19.6
t4 355 477 0.532 19 18.7

Table 1: Linguistic complexity and lexical richness for each
text ID.

2https://communityengagementhub.org/
3https://github.com/textstat/textstat
4https://github.com/lsys/lexicalrichness
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Text Flesch Reading
Ease

Flesch-Kincaid
Grade Level

New Dale-Chall

t1 77.57 7.2 7.58
t2 75.74 7.9 7.92
t3 76.96 7.4 7.75
t4 77.87 7.0 7.90

Table 2: Readability scores for each text ID.

2.3 Design

Before coming to the eye-tracking lab, the partici-
pants received a translation brief in German5 with
information about the task scope, target audience
and style requirements, as well as the requirements
for PEMT. Those five participants with little to
no prior post-editing experience were also sent a
short training video on MT and PEMT to watch
ahead of the experiment. Upon arrival, participants
signed a declaration of consent, then filled in a pre-
experiment questionnaire designed to collect some
demographic information and to determine their
exposure to CAT tools.

The participants’ task in this experiment was to
post-edit the four source text parts from English
into German in a customised version of the CAT
tool Matecat6 enhanced by Translated7 with a pro-
prietary speech synthesis function. Participants
worked in two conditions: in silence, and in a sound
condition whereby they could trigger speech syn-
thesis for the source and target segments.

An EyeLink Portable Duo eye tracker8 was used
to record the participants’ gaze during the exper-
iment. Prior to performing these tasks, partici-
pants post-edited a short practice text using speech
synthesis to familiarise themselves with the task
setup and working environment. Each participant’s
computer screen and computer interactions were
recorded for later annotation and comparison with
other experiment participants. The total duration of
the experiment was up to 3 hours.

2.4 Data Collection

The screen recordings, overlayed with participants’
in-task gaze data captured with the eye tracker,
were manually annotated in the SR Research Data
Viewer software9. This included adding timestamps

5https://github.com/HAITrans-lab/
HAITrans-bayesian-multilevel-model
6https://www.matecat.com/
7https://imminent.translated.com/
8https://www.sr-research.com/
eyelink-portable-duo/
9https://www.sr-research.com/data-viewer/

for task start and end times and recording the num-
ber and type of exits from the Matecat environment
(e.g., to look up terms online or read the source
texts made available in Microsoft Word). Areas
of interest were defined around the source and tar-
get text areas in Matecat to allow for using in the
analysis only the gaze data that fell within these
areas.

Reports containing measures such as the total
number of fixations, dwell time, and mean fixa-
tion duration for the source and target sections of
the video recordings, as well as the start and end
timestamps of each trial, were then generated and
used for the analysis. The post-edited target texts
produced by the participants were exported from
Matecat for subsequent annotation and quality eval-
uation by multiple contributors.

When conducting eye-tracking experiments,
high participant attrition rates are to be expected
(O’Brien, 2009). We were able to obtain eye-
tracking measures for 19 out of the 21 participants.
Furthermore, due to data corruption, data from t1
is missing entirely for one of the participants. This
explains the differences in participant numbers that
can be seen in Tables 3, 5, 7, and 9.

2.5 Analysis

We use Bayesian hierarchical modelling for our
data analysis (Gelman et al., 2004). Hierarchical
models are also known as linear mixed effects mod-
els. The motivation to use Bayesian data analysis
is the data scarcity (few observations), improved
learned estimates, and uncertainty quantification of
the estimates. Linear regression models learn the re-
lation of a given measurement or outcome with one
or multiple predictor variables (Gelman and Hill,
2007). For example, the positive or negative effect
(linear relation) of the sound condition variable on
the measured quality of the produced translations.

A hierarchical model outlines a hierarchy over
the data where variables are considered related or
grouped under the structure of a given problem
(Gelman et al., 2004). Moreover, hierarchical mod-
els take advantage of their structure to improve the
learned estimates by reducing variance when the
data are limited. For example, we can define groups
with the produced translations by participant, condi-
tion, or type of text. A hierarchical model consists
of population-level effects (fixed) for variables that
describe all the observed data, and group-level ef-
fects (random) for clusters or variables that describe
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variability across groups (McElreath, 2016).
Bayesian linear models allow us to test the prob-

ability of our hypothesis given the observed data
by providing a posterior distribution, which con-
tains probable values of an effect. For uncertainty
quantification, Bayesian linear models produce the
credible interval (CI) that is a range containing a
percentage of probable values (e.g. 95%). With
the given data, the effect has 95% probability of
falling within this range. Moreover, Bayesian mod-
els provide a posterior distribution for the learned
estimates, instead of a point from standard regres-
sion models. The posterior distribution is used to
analyse the direction and size of the effect, as well
as the uncertainty.

The practical importance of an effect can be
decided based on the region of practical equiva-
lence (ROPE) (Kruschke, 2018). The ROPE is a
range with a small or practically no effect, which
is an area that encloses values that are equivalent
to the null. As a decision rule, if a large part of
an estimate 95% CI falls outside from the ROPE,
the effect is considered substantial or of prac-
tical importance (Kruschke, 2018). The ROPE
for linear models can be defined with the standard
deviation (sd) of an outcome variable as [−0.1 ∗
sd(outcome variable), 0.1 ∗ sd(outcome variable)].

We are interested in analysing the following out-
come variables Y : Quality score based on human
error annotation, Productivity with words per hour
(PEMT speed), Cognitive effort with the mean fixa-
tion duration on the source text (MFD-ST), and the
mean fixation duration on the target text (MFD-TT).

For the predictor variables X , we use: Condition
(no sound, and sound), ID of the text (t1, t2, t3, and
t4), Number of external searches, and PEMT expe-
rience (yes, no). Condition refers to whether the
participant used speech synthesis while post-editing
(sound) or not (no sound). The text ID identifies
the text part that was post-edited. The number of
external searches specifies how many times the par-
ticipant left the CAT tool interface to perform a web
search or consult other sources. PEMT experience
refers to a participant having (yes, y) or not (no, n)
previous PEMT experience.

We define a hierarchical model with random in-
tercepts and slopes. We use the participants as the
second level grouping variable to measure the ef-
fect of the sound condition on each person, and the
variability across them. The population-level ef-
fects are the X predictors, and intercept and slopes

for each condition and participant for group-level
effects. The description of the hierarchical model
is as follows:

yi ∼ N
(
µ, σ2

)

µ = αj[i] + β1j[i](condition)

+ β2(text) + β3(n_searches)

+ β4(PEMT_experience)
(

αj

β1j

)
∼ N

((
µαj

µβ1j

)
,

(
σ2
αj

ραjβ1j

ρβ1jαj
σ2
β1j

))

, for participant j = 1, . . . ,J

where yi is the outcome variable (e.g. quality
score, PEMT speed) predicted from a normal dis-
tribution (regression) with mean µ based on a hi-
erarchical linear model and variance σ2. For the
linear model: αi intercept and β1...4 slopes with a
uniform prior are population-level coefficients, αj

intercept and β1j slopes are group-level coefficients
with a normal prior for each participant j.

We use the brms package in R for our Bayesian
analyses (Bürkner, 2017). brms provides an in-
terface for Bayesian linear models, and hierarchi-
cal models using Stan10. We show the brms for-
mulas for our hierarchical model in the Appendix
A and the scripts for our experiments are avail-
able at: https://github.com/HAITrans-lab/

HAITrans-bayesian-multilevel-model.

3 Results

3.1 Quality
To assess quality, we scored the post-edited texts
using an error typology based on the Multidimen-
sional Quality Metrics (MQM) framework (Bur-
chardt, 2013). Two professional translators with
more than three years of experience annotated the
raw MT output for the four texts using the MQM
typology within the CATMA annotation tool (Gius
et al., 2023). These gold standard texts are labelled
with all MT errors that the participants are expected
to correct according to the translation brief. The
annotators first labelled the texts independently of
each other, and then combined their labels into the
final gold standard, asking a third annotator for ad-
vice whenever they disagreed. The MQM error
severities are defined with the following weights:
Minor (1), Major (5), and Critical (25). To produce
the quality score for each text, we counted the num-
ber of MT errors left uncorrected, as well as errors
10https://cran.rstudio.com/web/packages/
brms/
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newly introduced by our participants, and weighted
them according to their severity. This resulted in
a score between 0 and 100 for each text, where a
score of 100 would mean there were no errors in
the post-edited target texts.

Condition Text Variable n mean sd
nos t1 quality score 20 94.635 2.469
nos t2 quality score 10 81.311 8.054
nos t3 quality score 11 93.828 4.672
s t2 quality score 11 86.922 7.839
s t3 quality score 10 88.75 4.896
s t4 quality score 21 94.271 2.528

Table 3: Summary statistics of the quality score with mean
and standard deviation (sd).

Population-Level Effects

Predictors Estimate CI (95%) ROPE ↓
Intercept 96.85 [92.66, 101.20] 0.00%
condition [s] 0.36 [-2.12, 2.82] 41.00%
text [t2] -10.64 [-13.41, -7.89] 0.00%
text [t3] -3.51 [-6.22, -0.79] 0.00%
text [t4] -0.66 [-4.09, 2.76] 30.00%
n searches -0.13 [-0.51, 0.24] 100%
PEMT expe-
rience [y]

-2.16 [-6.55, 2.29] 15.00%

Group-Level Effects

sd CI (95%)
Intercept 3.85 [2.29, 5.85]
condition [s] 1.00 [0.04, 2.82]

Table 4: Summary of the fitted model for the quality score.
ROPE size ±0.66.

Table 3 shows summary statistics with the num-
ber of participants (n), the mean, and sd of the
quality score. We show the statistics grouped by
both condition no sound (nos) and sound (s), and
the ID of the text (t1, t2, t3, t4).

Table 4 shows the model summary for the quality
score. The predictors for the population-level ef-
fects are summarised with estimate (learned mean),
95% credible interval (CI), and percentage of the
estimate that overlaps with the ROPE. The linear
model takes a class or name of a variable in alpha-
betical order as the reference for the Intercept and
adds the value of the names left as the slopes. For
example, the intercept is the no sound condition
nos and the sound condition s is represented with
the slope condition (s).

The sound condition has a non-substantial posi-
tive effect on the quality score, because the estimate
95% CI has a large overlap with the ROPE (41%).

To visualise the overlap of the sound condition CI
with the ROPE, we refer the reader to Figure 6 in
the Appendix. The texts t2, t3 have the highest
substantial negative effect on the quality score. The
effect of the number of searches (n searches) and
having PEMT experience (y) are non-substantial.
The group-level effect indicates how the condition
(s) estimate varies from participant (group) to par-
ticipant based on the sd.

To visualise the learned estimates, we show the
conditional effects in Figure 1. The conditional
effect plot shows the effects of each categorical or
continuous predictor with the CI bar around the esti-
mate on the outcome variable. In Figure 1 a) there is
a large overlap between the CIs of the no-sound and
sound conditions that indicates high uncertainty,
and no difference between them. For Figure 1 b)
the overlap for t2 between texts is little and indi-
cates low uncertainty. Next, in Figure 1 c), a high
number of external searches decreases the quality,
but the uncertainty of the estimate is high. More-
over, in Figure 1 d), having PEMT experience (y)
decreases the quality, but the difference compared
to not having experience (n) is uncertain.

Figure 5 a) (Appendix) shows the fitted curve
with the data points across texts from the quality
score model. The posterior predictions plot shows
the posterior mean (fit curve) and 95% credible
interval (uncertainty bars) for each data point from
the model. In other words, it plots the relation
between each condition and the quality score. We
can observe a difference in quality for t2, and under
the sound condition, but it is small given the CI
overlap.

3.2 Productivity
PEMT speed captures the number of words post-
edited per hour as a measure of productivity. It was
obtained by dividing the words edited (length of the
respective text) by the time elapsed (task time) and
then converting the result to per-hour values. Table
5 shows the summary statistics of the PEMT speed.

Condition Text Variable n mean sd
nos t1 PEMT speed 20 940.853 282.471
nos t2 PEMT speed 10 1201.389 369.765
nos t3 PEMT speed 11 853.898 220.689
s t2 PEMT speed 11 729.944 188.497
s t3 PEMT speed 10 1040.567 393.146
s t4 PEMT speed 21 861.932 286.407

Table 5: Summary statistics of the PEMT speed with mean
and standard deviation (sd).
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(a) condition (b) text

(c) n searches (d) PEMT experience

Figure 1: Conditional effects of a) condition, b) text, c) n searches, and d) PEMT experience predictors on quality score.

Population-Level Effects

Predictors Estimate CI (95%) ROPE ↓
Intercept 776.34 [514.94, 1031.95] 0.00%
condition [s] -137.04 [-201.28, -66.16] 0.00%
text [t2] 88.21 [16.00, 159.16] 3.74%
text [t3] 64.27 [-5.62, 143.43] 15.83%
text [t4] 71.97 [-15.46, 159.45] 15.73%
n searches -13.01 [-24.74, -1.42] 100%
PEMT expe-
rience [y]

254.74 [-34.69, 547.15] 3.92%

Group-Level Effects

sd CI (95%)
Intercept 287.35 [205.61, 404.32]
condition [s] 53.27 [2.36, 129.99]

Table 6: Summary of the fitted model for the PEMT speed.
ROPE size ±31.39.

Table 6 shows the model summary for PEMT
speed with a substantial negative effect of the sound
condition on the PEMT speed. There are differ-
ences across the 4 texts, with a substantial effect

observed for t2. The PEMT experience has a sub-
stantial positive effect on productivity.

Figure 2 shows the conditional effects for the
PEMT speed. The sound condition decreases
PEMT speed in a), there is a large difference across
texts in b) with the highest in t2, and an increase in
the number of searches decreases the PEMT speed
with high uncertainty, in c). As shown in Figure
2 d) having PEMT experience (y) increases pro-
ductivity, where the difference from no experience
(n) has low uncertainty. Figure 5 b) (Appendix)
shows the fitted curve with the data points across
texts from the productivity model. For t2 the sound
condition decreases the PEMT speed, but with t3
there is an increase in speed.

3.3 Cognitive Effort

We define outcome variables for the cognitive effort
with the following eye-tracking measures: MFD-
ST and MFD-TT. These measures are used as a
secondary indicator of the cognitive resources ex-
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(a) condition (b) text

(c) n searches (d) PEMT experience

Figure 2: Conditional effects of a) condition, b) text, c) n searches, and d) PEMT experience predictors on PEMT speed.

pended by participants, based on the eye-mind as-
sumption (Just and Carpenter, 1980). Mean fixa-
tion duration is defined as the total time spent in
fixations (keeping the eye stable above a point of
focus), divided by the total number of fixations, and
is therefore an indication of how long elements of
the source and target text were fixated on average.
Longer fixations are assumed to indicate higher
cognitive effort (Holmqvist and Andersson, 2017).
When using a method based on visual allocation
of attention in an experiment including a listening
component, it is important to note that MFD does
not reflect how much time the participants spend
looking at the screen, which could be assumed to
be lower when adding speech synthesis to the pro-
cess. Rather, MFD reflects how long fixations last
on average and is therefore indicative of how effort-
ful processing the text was for participants when
they were reading it. Table 7 shows the summary
statistics of the MFD-ST.

Table 8 shows the model summary for the MFD-

Condition Text Variable n mean sd
nos t1 MFD_ST 19 298.216 51.833
nos t2 MFD_ST 9 319.582 61.672
nos t3 MFD_ST 10 308.829 57.052
s t2 MFD_ST 10 338.647 56.24
s t3 MFD_ST 9 315.406 57.277
s t4 MFD_ST 19 352.568 69.19

Table 7: Summary statistics of the MFD-ST with mean and
standard deviation (sd).

ST. The sound condition has a non-substantial pos-
itive effect on the MFD-ST. There are differences
across the texts, with t2 and t4 having the highest
effect on the MFD-ST.

Figure 3 shows the conditional effects for the
MFD-ST. The sound condition increases the MFD-
ST in a) with high uncertainty, there is no large
difference across texts in b), the number of searches
increases the MFD-ST with high uncertainty in
c), and having PEMT experience (y) increases the
MFD-ST with low uncertainty.
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(a) condition (b) text

(c) n searches (d) PEMT experience

Figure 3: Conditional effects of a) condition, b) text, c) n searches, and d) PEMT experience predictors on MFD-ST.

Population-Level Effects

Predictors Estimate CI (95%) ROPE ↓
Intercept 275.10 [223.84, 325.84] 0.00%
condition [s] 9.85 [-7.52, 27.04] 31.61%
text [t2] 25.49 [9.34, 41.36] 0.00%
text [t3] 11.24 [-4.63, 26.97] 25.37%
text [t4] 40.66 [20.76, 60.30] 0.00%
n searches 3.61 [0.94, 6.22] 99.63%
PEMT expe-
rience [y]

16.08 [-42.96, 75.15] 14.78%

Group-Level Effects

sd CI (95%)
Intercept 55.13 [38.11, 79.49]
condition [s] 20.45 [3.22, 38.36]

Table 8: Summary of the fitted model for the MFD-ST. ROPE
size ±6.14.

Table 9 shows the summary statistics of the MFD-
TT. Table 10 shows the model summary for the
MFD-TT. The sound condition has a substantial
negative effect on the MFD-TT. There are substan-

tial differences across the texts, with t4 having the
highest effect on the MFD-TT.

Condition Text Variable n mean sd
nos t1 MFD_TT 19 382.189 62.845
nos t2 MFD_TT 9 416.568 69.55
nos t3 MFD_TT 10 413.299 69.448
s t2 MFD_TT 10 415.418 77.357
s t3 MFD_TT 9 378.956 63.564
s t4 MFD_TT 19 421.6 76.602

Table 9: Summary statistics of the MFD-TT with mean and
standard deviation (sd).

Figure 4 shows the conditional effects for the
MFD-TT. The sound condition decreases the MFD-
TT in a) with high uncertainty, there is no large
difference across texts in b), the number of searches
is associated with a small increase in MFD-TT with
high uncertainty in c), and having PEMT experi-
ence (y) decreases the MFD-TT in d) with low un-
certainty but a large overlap with no experience (n).
Figure 5 (Appendix) shows the fitted curve with the
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Figure 4: Conditional effects of a) condition, b) text, c) n searches, and d) PEMT experience predictors on MFD-TT.

Population-Level Effects

Predictors Estimate CI (95%) ROPE ↓
Intercept 376.07 [313.86, 438.67] 0.00%
condition [s] -18.34 [-32.42, -4.19] 3.41%
text [t2] 43.28 [28.45, 58.14] 0.00%
text [t3] 23.96 [9.32, 38.68] 0.00%
text [t4] 56.95 [38.70, 75.45] 0.00%
n searches 0.73 [-1.74, 3.17] 100%
PEMT expe-
rience [y]

5.03 [-69.48, 79.38] 16.25%

Group-Level Effects

sd CI (95%)
Intercept 68.22 [48.20, 97.29]
condition [s] 9.74 [0.61, 22.42]

Table 10: Summary of the fitted model for the MFD-TT. ROPE
size ±7.02.

data points across texts from c) MFD-ST, and d)
MFD-TT. Figure c) shows that the sound condition
increases the MFD-ST for t2, but decreases it for
t3. The same pattern is observed for MFD-TT in

d), where the sound condition is associated with an
increase for t2, and a decrease for t3.

4 Discussion

The results of our experiment on using speech syn-
thesis for PEMT indicate that (1) differences in
quality between conditions were small; (2) partic-
ipants were slower when using speech synthesis;
and (3) participants expended less cognitive effort
in TT when using speech synthesis, as reflected
in their fixation data. More specifically, the pres-
ence of speech had a substantial negative effect
on the MFD-TT, meaning that overall the cogni-
tive effort spent by translators reading the target
text was reduced. This may mean that hearing the
target text was considered by translators to be a re-
liable source of information when checking PEMT.
We report a non-substantial positive effect on the
MFD-ST variable, indicating that the processing
of the source text does not change much and only
increases slightly. We do not believe this to be due
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to a lack of trust in the speech synthesis, given the
results for the MFD-TT, but that speech use may be
more worthwhile in the TT. This is also suggested
by the answer to the perception questionnaire we
distributed at the end of the experiment (Ciobanu
et al., forthcoming) where the most reported on
advantages of using speech were improved style
(11/21) and error detection (9/21). It may also be
that listening to the TT causes the translators to
expend more cognitive effort on the ST, but this
would require a separate analysis. The decrease
in productivity might reflect the fact that listening
to the text is an additional step to be carried out
in the workflow. Moreover, as all participants but
one were first-time users of speech synthesis in
PEMT, productivity losses can reasonably be ex-
pected to diminish as users become more familiar
with the tool. A longitudinal study would surely
provide useful data in this regard. Related to this
but apart from the effect of the sound condition, we
also found that PEMT experience has a substan-
tial positive effect on PEMT speed, indicating that
translators with previous PEMT experience work
faster than those without. The effect of the number
of searches is non-substantial for all outcome vari-
ables. We recorded no substantial change in quality,
but there is a perceived improvement in style and
error detection for some of the participants as re-
ported in (Ciobanu et al., forthcoming). The loss in
productivity may be reduced following longer ex-
posure to speech synthesis. This, coupled with the
substantial decrease in cognitive effort in the TT,
point to a potential support that a speech-enabled
mode of working can offer translators.

5 Conclusions and Future Work

We quantified the impact of text-to-speech on
PEMT for the English-German language pair. We
introduce a Bayesian hierarchical model to tackle
issues with data scarcity. The introduction of the
sound condition on the PEMT workflow has a non-
substantial positive effect on quality, a substan-
tial negative effect on PEMT speed, and a non-
substantial positive effect on MFD-ST and substan-
tial negative effect on the MFD-TT for cognitive
effort. The effect of the number of searches is non-
substantial for all outcome variables. The text ID
together with the sound condition has an effect on
all of the measurements, which may be explained
by the standard measurements of text complexity
we used, which do not take into account semantics

and might not sufficiently reflect textual differences,
especially regarding translation difficulty.

For future work, we will measure the relation
between text complexity evaluated with newer read-
ability formulas based on fine-grained linguistic fea-
tures and translation quality/productivity (Dai and
Liu, 2024), investigate in more detail the relation
between translation experience and translation qual-
ity/productivity, the relation between productivity
and the number of searches performed, and quantify
the observable changes in individual PEMT work-
flows created by our participants’ access to speech
synthesis.
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A Model Formulas

In this section, we show the brms formulas for each
outcome variable Y .

Quality score outcome: quality score, first level
predictors: condition, text, n searches, PEMT ex-
perience, and second level predictors: condition.
brms formula:

quality _score ~ 1 + condition + text + n_searches +
pemt_experience + (1 + condition | participant )
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PEMT speed productivity outcome: PEMT
speed,first level predictors: condition, text, n
searches, PEMT experience, and second level pre-
dictors: condition. brms formula:

pemt_speed ~ 1 + condition + text + n_searches + pemt_
experience + (1 + condition | participant )

MFD-ST outcome: MFD-ST, first level predic-
tors: condition, text, n searches, PEMT experience,
and second level predictors: condition. brms for-
mula:

MFD_ST ~ 1 + condition + text + n_searches + pemt_
experience + (1 + condition | participant )

MFD-TT outcome: MFD-TT, first level predic-
tors: condition, text, n searches, PEMT experience,
and second level predictors: condition. brms for-
mula:

MFD_TT ~ 1 + condition + text + n_searches + pemt_
experience + (1 + condition | participant )

B Fitted Models

C ROPE for the Sound Condition
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(a) Quality (b) PEMT speed

(c) MFD-ST (d) MFD-TT

Figure 5: Fitted models across texts on each condition for: a) Quality, b) PEMT speed, c) MFD-ST, and d) MFD-TT. Fit curve
with posterior predictions from the model, uncertainty bars with 95% CI, and data points.
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(a) quality score (b) PEMT speed productivity

(c) MFD-ST (d) MFD-TT

Figure 6: Proportion of the sound condition effect that falls into the ROPE for each outcome variable: a) quality, b) PEMT
speed, c) MFD-ST, and d) MFD-TT. Point median value, thin bar 95% CI, and thick bar 66%CI.
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Abstract

In this paper, we describe results of a
study on evaluation of intralingual ma-
chine translation. The study focuses on
machine translations of medical texts into
Plain German. The automatically sim-
plified texts were compared with manu-
ally simplified texts (i.e., simplified by hu-
man experts) as well as with the underly-
ing, unsimplified source texts. We analyse
the quality of outputs from three models
based on different criteria, such as correct-
ness, readability, and syntactic complexity.
We compare the outputs of the three mod-
els under analysis between each other, as
well as with the existing human transla-
tions. The study revealed that system per-
formance depends on the evaluation crite-
ria used and that only one of the three mod-
els showed strong similarities to the hu-
man translations. Furthermore, we iden-
tified various types of errors in all three
models. These included not only grammat-
ical mistakes and misspellings, but also in-
correct explanations of technical terms and
false statements, which in turn led to seri-
ous content-related mistakes.

1 Introduction

In Germany, according to recent studies in the field
of Public Health, over half of the population re-
ports having difficulties with health-related topics
(Schaeffer et al., 2021). For that reason, the pro-
motion of health literacy (knowledge and compe-

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

tences to access, understanding, appraise and ap-
ply medical information) has turned into an impor-
tant task for the German health system (Schaeffer
et al., 2018) (for an extensive definition of health
literacy, see Sørensen et al. (2012)). In this con-
text, recent research has underlined the need for
accessible communication in the medical domain
to effectively promote health literacy and conse-
quently assist patients navigating the health sys-
tem and improve patient understanding, engage-
ment and compliance with medical recommenda-
tions (Ahrens et al., 2022; Blechschmidt, 2021;
Schaeffer et al., 2021). Plain German is a promi-
nent form of accessible communication that has
gained relevance in health communication scenar-
ios (Schaeffer et al., 2018).

Although there is an urgent need for translations
into Plain German, there is also a gap in qualified
and experienced human translators (Maaß, 2020).
Moreover, there is a lack in computer-aided trans-
lation (CAT) tools and machine translation sys-
tems for this kind of intralingual translation. Un-
fortunately, little is known about existing systems
and their performance for different texts that are
required to be translated into Plain German, as for
instance, texts in health communication that we fo-
cus on.

In our study, we evaluate machine transla-
tions of medical texts into Plain Language. The
source texts, as well as reference human transla-
tions, are derived from the website of the German
health magazine Apotheken Umschau. We analyse
machine-translated texts produced with three mod-
els comparing them with human translations from
the magazine’s website. Besides that, we compare
all translations with the underlying sources.

In the following, we present the results of the
qualitative and quantitative analysis. Section 2 de-
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scribes related work. In Section 3, we present our
research design including corpus and the methods
used. Section 3.3 presents the results of our analy-
ses, while we discuss those results, as well as limi-
tations and possible extensions in the future in Sec-
tion 4.

2 Related Work

2.1 Plain Language

Both Easy Language and Plain Language are
complexity-reduced language varieties which aim
to improve readability and comprehensibility of
texts (Bredel and Maaß, 2016; Maaß, 2020). They
are used in different communication scenarios, e.g.
in legal communication (Maaß and Rink, 2021) or
health communication (Ahrens et al., 2022), and
have different target groups (Maaß and Schweng-
ber, 2022). While Easy Language is character-
ized by a maximally reduced complexity on all
language levels and is mainly intended for people
with communication impairments and disabilities,
the grammatical and textual features of Plain Lan-
guage are closer to the standard language and are
mainly a means to open expert contexts for lay
people (Maaß, 2020). Therefore, the main tar-
get audience of Plain Language are non-experts
with average or slightly below average language
or reading skills (Maaß, 2020). In Germany, Easy
Language has become a subject of scientific re-
search since 2014 with rapidly growing output of
publications in the following years (Maaß et al.,
2021; Deilen et al., 2023b). The studies point
in two basic directions: studies on text qualities
and possible barriers in various forms of commu-
nication on the one side (Rink, 2019) and studies
on comprehensibility and recall by different tar-
get groups on the other (Gutermuth, 2020; Deilen,
2021).

Unlike Easy Language, Plain Language is a dy-
namic variety. Plain Language does not have a
fixed set of rules, but the linguistic complexity of
Plain Language texts is adapted to the needs of
the intended audience in a specific target situation
(Bredel and Maaß, 2016; Maaß, 2020). Therefore,
Plain Language is a flexible concept that varies de-
pending on the presumed reading skills of its target
group (Maaß, 2020). In comparison to Easy Lan-
guage, Plain Language has the advantage of hav-
ing less to no stigmatizing features, which is one
of the reasons why it is also more acceptable than
Easy Language. However, due to the higher degree

of linguistic complexity, Plain Language texts are
far less comprehensible than Easy Language texts
and therefore not necessarily accessible for people
with very low literacy skills. Maaß (2020) there-
fore models the variety Easy Language Plus, which
is situated between Easy Language and Plain Lan-
guage and strikes a balance between comprehensi-
bility and acceptability1.

2.2 Accessibility in Medical Domain

In 2016, the Health Literacy Survey (HLS-
GER) revealed that more than half of the Ger-
man population (54.3%) encounters significant
challenges in locating, understanding, apprais-
ing, and effectively using health-related informa-
tion. These findings, which according to Schaef-
fer et al. (2017) were “significantly worse than ex-
pected” increased the awareness of the need for ac-
cessible health information, which in turn led the
development of the National Action Plan Health
Literacy (Schaeffer et al., 2018). According to this
plan, one approach to increase health literacy in
Germany is providing information in Plain Lan-
guage, i.e., in a complexity-reduced variety of Ger-
man. With the release of updated data from the
second Health Literacy Survey (HLS-GER 2) in
2021, the importance of Plain Language in Ger-
man health communication has been underscored,
as it has shown that even more people (58.8%) en-
counter difficulties navigating the healthcare sys-
tem. As a remedy for low health literacy, both
practitioners and researchers increasingly advo-
cate for the use of Plain Language. One of the
most prominent examples of implementing this ap-
proach is the Apotheken Umschau. The Apotheken
Umschau, which is Germany’s leading health pub-
lisher and the largest consumer medium in the
German-speaking area with a traffic of 6.68 m. vis-
its and 49.11 m. page impressions per month2, has
so far published more than 220 texts in Plain Lan-
guage on their website in a co-operation with the
Research Centre for Easy Language (University
of Hildesheim). By offering information in both
standard German and Plain German, their goal is
to provide accessible and reliable information on
illnesses, medications, and preventive healthcare

1It should be noted that Plain Language is an international
concept and not language-bound. However, in this paper we
only focus on Plain Language in Germany, also called Plain
German.
2https://ausweisung-digital.ivw.de/, re-
trieved 15.03.2024
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with minimal barriers for all individuals.

2.3 NLP for Plain Languages

In Easy and Plain Language translation, which
both belong to the domain of intralingual trans-
lation (Hansen-Schirra et al., 2020a), the poten-
tials of using CAT tools are still a major research
desideratum. There are some studies that have
discussed the challenges of using CAT tools in
intralingual translation compared to interlingual
translation (Hansen-Schirra et al., 2020b; Spring
et al., 2023; Kopp et al., 2023). For example, in
contrast to interlingual translation, in intralingual
translation there is usually no 1:1 correspondence
between source and target sentences, which in turn
means that the sentence alignment process has to
be done or corrected manually by the translator,
which increases the workload for translators in-
stead of reducing it.

While there are plenty of studies on automatic
text simplification methods that aim to automati-
cally convert a text into another text that is easier
to understand, while ideally conveying the same
message as the source text, which contributes to
textual accessibility (Sheang and Saggion, 2021;
Maddela et al., 2021; Martin et al., 2020; Saggion,
2017), most of them do not consider the needs of
the target audience. Scarton and Specia (2018)
showed that using target audience oriented data
helps to build better models for automatic text sim-
plification using the Newsela corpus3. However,
this corpus contains news texts only, whereas we
are looking into the medical discourse, where texts
in Plain Language enable accessibility to health lit-
eracy.

Ondov et al. (2022) surveyed the literature in
the field of automated methods for biomedical text
simplification and found that one major challenge
in this field is the lack of high-quality parallel
text data, which so far impedes the development
of fully automated biomedical text simplification
methods.

Specific problems of automatic systems for in-
tralingual translation, e.g. copying source seg-
ments into the output, were addressed by Säuberli
et al. (2020) and Spring et al. (2023), who showed
that pretrained and fine-tuned NMT models have
promising results in automatic text simplification.
However, as stated by Anschütz et al. (2023),
even though there are improvements in the systems

3https://newsela.com/data

of automated intralingual translation, the outputs
might, so far, not be used by the target groups di-
rectly. Nevertheless, they may serve as a draft for
professional intralingual translators to reduce their
workload. Deilen et al. (2023a) drew similar con-
clusions for the outputs produced with ChatGPT.
The authors investigated the feasibility of using
ChatGPT for intralingual translation. They anal-
ysed the quality of the generated texts according to
such criteria as correctness, readability, and syn-
tactic complexity. Their results indicated that the
texts produced by ChatGPT were easier than the
standard source texts, but the content was not al-
ways rendered correctly. Besides that, the auto-
mated intralingual output did not fully meet the
standards which human translators follow. In the
present study, we follow a similar approach. How-
ever, while the authors analysed intralingual trans-
lation into German Easy Language, a maximally
simplified and strictly controlled language variety
adapted to the needs of people with reading im-
pairments, we focus on translation into Plain Ger-
man (see 2.1). Besides that, we focus on med-
ical texts, whereas the authors translated citizen-
oriented administrative texts. Moreover, we inves-
tigate the feasibility of a tool which was specifi-
cally trained for intralingual translation into Easy
and Plain Language instead of using a chatbot de-
signed for various tasks.

3 Research Design

3.1 Data Collection
Our dataset contains 200 parallel texts selected
from the website of the German health magazine
Apotheken Umschau4. The texts cover a broad
range of topics, such as breast cancer, vaccination,
long COVID, food poisoning, first aid and others.
For all texts in the sample, a human translation into
Plain Language was already available. Both the
source texts and the human translations were re-
viewed by medical or pharmaceutical profession-
als from the editorial team of Apotheken Umschau
and comply with the guidelines of evidence-based
medicine. Content accuracy is therefore guaran-
teed for the sample. Furthermore, the human trans-
lations also comply with a practical concept for
Plain Language for this specific health information
scenario, which was established by the Research
Centre for Easy Language5. We split the data into
4apotheken-umschau.de
5www.uni-hildesheim.de/leichtesprache
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test and train sets: 30 texts were selected to serve
as test data in our evaluation study and the remain-
ing 170 texts were used as training data for two of
the three tested systems. The sample of 30 texts
was translated using the machine translation sys-
tem SUMM AI6. At the time of the study, SUMM
AI was the only tool known to us for intralingual
translation from standard German into Easy and
Plain German and the only one with a specific fo-
cus on health communication texts.

In our study, we compared three different mod-
els of SUMM AI: the baseline model and two fur-
ther fine-tuned models. The baseline model of our
study was the already existing beta-model for Plain
Language provided by SUMM AI. The model is a
fine-tuned large language model (LLM) that was
trained with in-house data and further rule-based
approaches. In comparison to the baseline model,
two further models (model 1 and model 2 here-
after) were enriched by SUMM AI with the train-
ing data (170 parallel texts out of 200 selected).
The data was aligned and adapted according to the
practical concept of the Research Centre for Easy
Language. While the baseline model and model 1
have the same underlying LLM, model 2 is distin-
guished by a different underlying LLM.

We investigate which of the three models yield
better results in translating standard German into
Plain German. For this, the 30 texts from the test
set are translated with the three models under anal-
ysis7.

3.2 Data Analysis

3.2.1 Analysis Steps
The resulting machine translations (three per

each texts) are also compared with the existing hu-
man translations and the underlying sources. We
follow the evaluation criteria suggested by Deilen
et al. (2023a), which is one of the few studies
known to us that evaluates intralingual machine
translation. We assess machine translations for the
correctness of the content, the readability of the
texts, and their syntactic complexity. Readability
as well as syntactic complexity are also assessed
for human translations and source texts. We then
6SUMM AI is a tool for translating texts into Easy German
and Plain German. The company SUMM AI offers differ-
ent licenses for freelancers, authorities and companies, see
https://summ-ai.com for more details.
7The whole dataset will be published on GitHub. The GitHub
repository will contain the selected texts (sources, human and
machine translations), including the raw data, the parsed data
(conllu) and the Textlab analyses per text.

compare sources, human, and machine translations
according to these two criteria.

3.2.2 Correctness

The content of the machine-generated texts was
first analysed for correctness. This content evalu-
ation was done manually, whereby each text was
assessed independently by two researchers, who
checked whether the medical information in the
target text is still valid despite reduction of com-
plexity and shortening of information. In cases
where an accurate assessment required special-
ized knowledge, a healthcare professional from
the Apotheken Umschau team was consulted. No
quantitative error analysis was performed. Con-
sequently, a translation was already considered
incorrect if it contained one content-related er-
ror. This is because the study seeks insights into
who artificial intelligence (AI) powered transla-
tion tools are suitable for: translators, content
providers, or Plain German end users (for an
overview over end users, see Bredel/Maaß, 2016
and Maaß 2020). In order for machine translation
into Easy or Plain Language to be safely usable by
end users, the target texts must not contain errors.
The presence of errors in the target texts there-
fore indicates usability for users other than the end
users.

3.2.3 Readability

We also compared the readability of human and
the machine translations, as well as of the source
texts. For this, we use the Hohenheim Compre-
hensibility Index (HIX). The HIX is a meta in-
dex that calculates the readability of a text taking
into account the four major readability formulas
common in Easy Language Research (Bredel and
Maaß, 2016, p. 61ff). They include the Amstad
index, the simple measure of gobbledygook (G-
SMOG) index, the Vienna non-fictional text for-
mula (W-STX) and the readability index (LIX),
with a HIX of 0 indicating extremely low compre-
hensibility and a HIX of 20 extremely high com-
prehensibility (for further details see: https://
klartext.uni-hohenheim.de/hix). The
benchmark for a text to be classified as a text in
Easy German, which is the least complex variety
of German, is set at 18 points (Rink, 2019). As
Plain German is more complex than Easy German,
we suggest setting the benchmark for Plain Ger-
man at 16 points.
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3.2.4 Syntactic Complexity

We operationalised syntactic complexity as a
distribution of specific syntactic relations, i.e. spe-
cific clauses. We automatically identified syn-
tactic relations using dependency parsing that we
obtained with the Stanford NLP Python Library
Stanza (v1.2.1)8 with all the models pre-trained
on the Universal Dependencies v2.5 datasets. Our
list of selected structural categories include ad-
nominal clauses or clausal modifiers of noun (acl),
adverbial clause modifiers (advcl), clausal com-
ponents (ccomp), clausal subjects (csubj), open
clausal elements (xcomp) and parataxis relation
(parataxis). These selected categories are all listed
under the clause dependents9 in the Universal De-
pendency. More details on dependency relations
and their definitions across languages can be found
in De Marneffe et al. (2021). We collected
and compared the distribution frequencies of these
categories in the three subcorpora under analy-
sis (source texts, human translations, and machine
translations). We interpreted the results based on
the assumption that the higher the number of these
dependency relations in the corpus, the more com-
plex the texts contained in these sub-corpora are.

3.2.5 Automatic Evaluation Measures

We also applied SARI (Xu et al., 2016), which
is a quantitative measure to evaluate automatic text
simplification systems. The metric “compares sys-
tem output against references and against the in-
put sentence” (Xu et al., 2016) and is normally
used for evaluation of automatic text simplification
models but could also be used to evaluate intralin-
gual translation.

While SARI is normally calculated on a sen-
tence basis, this is not possible in the case of
Plain Language since there usually is no sentence-
to-sentence alignment but rather an alignment on
paragraph level. To calculate these metrics, we
aligned the source texts, machine translations, and
human translations on a paragraph level and as-
sessed their alignment quality. Since the transla-
tion into Plain Language compared to interlingual
translation is significantly more liberal in terms of
which information is translated, adequate align-
ment was difficult and only possible for 263 of 946
segments.

8https://stanfordnlp.github.io/stanza/
index.html
9https://universaldependencies.org/u/dep/

3.2.6 Translation Comparison
In the last step, we compared the performance of

the systems taken all criteria together. After that,
we compared them with the existing human trans-
lations, as well as the underlying source texts. For
this, we used an explorative multivariate technique
called Correspondence Analysis (CA) performed
with the package ca in R environment (R Core
Team, 2017, R version 3.6.1).

Correspondence analysis (Greenacre, 2007)
helps to explore relations between variables in
a data set (both those constituting the rows and
those in columns) and summarises and visualises
data in a two-dimensional plot. We use CA to
see which variables, in our case subcorpora rep-
resenting source texts (source), human translations
(human) and the three machine-translated outputs
(baseline, model 1 and model 2), have similari-
ties and how these subcorpora correlate with the
analysed features (HIX values, syntactic struc-
tures) contributing to the similarities. Weighted
Euclidean distances, termed the χ2 distances are
measured on the basis of the distributions of these
feature across the five subcorpora under analysis.
The row (subcorpora) and the column (features)
projections are then plotted on the same graph.
The larger the differences between the subcorpora,
the further apart they are on the map. Proxim-
ity between subcorpora and features in the merged
map is an approximation of the correlation be-
tween them. The position of the dots (subcor-
pora) and triangles (features) indicates the relative
importance of a feature for a subcorpus (see Fig-
ure 4). With the help of this technique, we will ob-
serve which texts are more similar between each
other.

3.3 Results

3.3.1 Correctness
The analysis of the correctness of the machine

translations showed that from the baseline model,
only one of the 30 texts was correctly translated.
The other 29 texts showed problems with regard
to their correctness in different aspects. Model
1 yielded similar results, with only two out of
thirty texts being classified as correct. For model
2, however, we found that 15 out of 30 texts
were translated correctly. Overall, the results are
disparate and inconsistent. The texts do not follow
a uniform structure and are not action oriented.
In practice, they would have to be completely
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post-edited. We encounter grammatical errors and
misspellings, omissions of relevant pronouns or
words, incorrect explanations of technical terms,
incorrect statements and advice, wrong segmenta-
tion of compounds, etc. It should be emphasized,
once again, that no quantitative evaluation was
performed because the mere presence of the errors
themselves was considered a risk for the primary
users. Furthermore, so far, we have not classified
or ranked the error types based on severity levels,
but we plan to do so in our future work (see
Section 4). Some examples of the errors we found
are given in the following.

• Missing segmentation signs: In some cases,
segmentation signs would facilitate the pro-
cessing, but the tool fails to apply them.
This is especially true for polymorphemic
compounds (i.e., compounds consisting of at
least three free morphemes), such as ”Nasen-
nebenhöhlenentzündungen” (model 2) (in-
flammation of the sinus cavities), in which
indicating the morpheme boundaries would
have reduced the compound’s complexity.

• Redundancies and unreasonable statements:

– ”Bei Männern kann eine Blase-
nentzündung auch die Prostata
entzünden. Oder die Prostata entzündet
sich. Dann kann sich die Prostata
entzünden.” (model 1) (In men, a
bladder infection can also inflame the
prostate. Or the prostate becomes
inflamed. Then, the prostate becomes
inflamed.)

– ”Dann kann eine Person eine Nieren-
beckenentzündung oder eine Nieren-
beckenentzündung bekommen.” (model
1) (Then, a person can get an urinary
tract infection or an urinary tract infec-
tion.)

– ”Eine Insekten-Stich ist eine allergis-
che Reaktion auf einen Insekten-Stich.”
(model 1) (An insect bite is an allergic
reaction to an insect bite.)

– ”Frauen haben oft eine Blase-
nentzündung, weil sie oft auf Toilette
müssen.” (model 1) (women often have
a bladder infection because they often
have to go to the toilet.)

• Lexico-semantic errors:

– ”Viele Menschen nehmen zu wenig
Schlaf” (model 1) (Many people take too
little sleep.)

– ”Wenn andere Menschen sich Sorgen um
Sie machen, ist auch ein Zeichen.” (base-
line) (When other people are worried
about you, is also a sign.)

• Omission of reflexive pronouns:

– ”Dann können sie gut konzentrieren”
(model 1) (Then they can concentrate
well.)

– ”Vielleicht haben Sie auch zu tief
gebückt” (baseline) (Maybe you have
bent over too far.)

In German, both verbs (”concentrate” and
”bend over”) require the reflexive pronoun
”sich” (themselves or yourself), which, how-
ever, the tool omitted.

• Incorrect statements and advice:

– ”Nehmen Sie Ihren Helm ab” (model 2)
(take off your helmet). In this text about
first aid, the tool erroneously capital-
ized the pronoun ”Ihren”, which there-
fore refers to the second person singu-
lar instead of the third person singular.
The correct spelling would be lowercase
(”ihren”).

– ”Sie können die Pille auch in der
Schwangerschaft nehmen” (model 1)
(You can also take birth control pills dur-
ing pregnancy.)

– ”Und Sie sollten alles tun, was Ihren
Gelenken schadet.” (model 1) (And you
should do anything that harms your
joints). The verb of the source text
”meiden” (avoid) was translated with its
antonym ”tun” (do). Thus, the reader is
even given harmful advice.

– ”Bei etwa 14 Prozent der Patienten [. . . ]
ist die Herz-Kranz-Gefäße verengt.”
(model 1) (In about 14 percent of pa-
tients, the coronary arteries is nar-
rowed). In this case, not only the verb
form is incorrect (singular instead of plu-
ral), but the tool also failed to translate
the negated statement of the source text
(”findet sich [...] keine Verengung der
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Koronargefäße)” (no narrowing of the
arteries is found).

• Incorrect explanations of technical terms:
”Die Zeit, in der man krank ist, nennt man
Inkubationszeit.“ (baseline) (The period dur-
ing which one is sick is called incubation pe-
riod). This is incorrect because the incuba-
tion period is the time between the infection
and the manifestation of symptoms.

• Wrong relation: Source text: ”Deshalb ist
hier unbedingt ein Arztbesuch angeraten.
Auch wenn die Symptome länger als drei Tage
anhalten [. . . ] wird der Besuch beim Arzt
unumgänglich” (Therefore, seeing a doctor
is strongly recommended here. Also, if the
symptoms persist for more than three days,
a visit to the doctor is inevitable.) vs. Tar-
get text: ”Bei diesen Menschen kann eine
Lebens-Mittel-Vergiftung schwerer verlaufen.
Deshalb sollten Sie bei diesen Anzeichen so-
fort zum Arzt gehen: Die Beschwerden dauern
länger als 3 Tage.” (model 1) (In these
individuals, food poisoning can progress
more severely. Therefore, if you experi-
ence these symptoms, you should see a doc-
tor immediately: The symptoms last longer
than 3 days.). In the source text, the word
”hier” (here) refers to vulnerable groups of
people; however, it is erroneously translated
with ”symptoms”. As a result, the target text
states that these individuals should only see a
doctor when they experience one of the fol-
lowing symptoms, while the source text in-
dicates that vulnerable people have to see a
doctor in any case.

• Homophonic but not homographic words are
not correctly selected: ”Dann 7 Sie den
Saft durch ein Tuch oder einen Kaffeefilter.”
(model 2) (Then strain the juice through a
cloth or a coffee filter). In German, the word
”sieben” is both a verb (strain) and a number
(7).

Correctness is not yet present for the different
systems under study to the extent that texts would
be usable without post-editing. The human trans-
lation corpus does not have such errors, but has a
high degree of correctness.

3.3.2 Readability
Comparing the comprehensibility of the differ-

ent corpora revealed that, as expected, the source
texts were the least comprehensible texts (mean:
10.46, SD: 2.76). Model 2 had the highest com-
prehensibility, with a mean HIX value of 19.5 (SD:
0.76). While this is a slight improvement com-
pared to the baseline model (mean: 19.15, SD:
0.49), Figure 1 shows that the HIX value for model
1 (mean: 17.71, SD: 1.41) was considerably lower
than that of the baseline model, i.e., based on the
HIX, the model’s comprehensibility was not im-
proved. However, as seen from the boxplot, human
translations also yielded a lower HIX value (mean:
17.74, SD: 1.67) than the baseline model, and both
the human and the model 1 translations reveal a
much greater variation in the HIX values than the
baseline and model 2 translations. While from the
model 1 translations, only 93% of the texts, and
from the human translations, only 83% of the texts
reached the predefined Plain German benchmark,
all of the baseline and model 2 texts could be clas-
sified as Plain German texts. However, when in-
terpreting the HIX value, it should be kept in mind
that this is only a quantitative analysis that focuses
only on comprehensibility features on the text sur-
face (i.e. overt complexity) and the textual level is
mainly ignored. For this reason, HIX values only
represent a starting point for the analysis and it has
to be complemented by a qualitative analysis (e.g.
Section 3.3.1).

Figure 1: HIX values of the three machine translations, the
human translations, and the source texts.

3.3.3 Syntactic Complexity
As seen from Figure 2, human translations con-

tain the least number of complex syntactic con-
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Figure 2: Distribution of syntactically complex dependency relations in the source texts, human and machine translations
(normalised frequencies per 10000).

structions, except for parataxis.
In machine translation outputs, we observe the

following pattern: model 1 contains the least num-
ber of complex syntactic constructions, followed
by model 2. Here again, the only exception is the
distribution of the parataxis constructions. Trans-
lations with the baseline model are much more
complex in terms of syntax if compared to the
other two systems. Remarkably, for some struc-
tures, they are even more complex than the source
texts.

3.3.4 Automatic evaluation measures
In the final stage, we examined the text sim-

plification metric SARI. Figure 3 displays box-
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Figure 3: SARI score of the machine translation output from
the baseline model, model 1 and model 2.

plots, comparing the SARI of the machine transla-
tion output from the baseline model, model 1 and

model 2. Higher SARI values indicate better ma-
chine translated outputs.

The system utilized in our analysis achieves an
average SARI score of 40.61 (SD: 6.78) for the
baseline model, 43.49 (SD: 7.84) for model 1 and
45.13 (SD: 8.15) for model 2. All models are
therefore in line with with state-of-the-art text sim-
plification models reported by Sheang and Saggion
(2021).

3.3.5 Translation Comparison
We now summarise the results of all evaluation

criteria for the system outputs. Table 1 illustrate
the system ranking depending on the used criteria.

system corr HIX synt SARI
baseline 3 2 3 3
model 1 2 3 1 2
model 2 1 1 2 1

Table 1: System ranking according to the evaluation cri-
teria: corr=correctntess, HIX=readability, synt=syntax, and
SARI=text simplification.

As seen from the table, the worst outputs ac-
cording to our evaluation criteria are found with
the baseline system. The results for models 1 and
2 vary depending on the evaluation criteria. For in-
stance, model 1 performs better in terms of syntax,
as its outputs reveal not so many complex syntactic
constructions. This system seems to be very close
to human translations as well. However, many of
the texts translated with model 1 are not correct. In
terms of correctness, as well as readability scores
and text simplification scores, model 2 is the win-
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Figure 4: Correspondence analysis based on HIX scores and distribution of syntactic structures.

ner.
For the comparison of the machine-translated

outputs with the human translations and sources,
we only use HIX scores and distributions of the
complex syntactic structures. The results of the
correctness analysis are not numeric. The result-
ing two-dimensional graph is shown in Figure 4.

The most obvious information we can obtain
from this graph is that the difference is most
strongly pronounced along the x-axis between the
two groups of subcorpora: source texts and trans-
lations with the baseline model on the right side vs.
human translations and outputs of the two other
models (model 1 and model 2) on the left side.
This difference is considerable, as the dimension
along the x-axis explains a very high proportion
(89.6%) of the data variance. We also see that
translations with model 1 are the closest to the hu-
man translations. On the y-axis, we see a separa-
tion between human- vs. machine-authored texts.
However, this difference is not big, as it explains
only 9.7% of the data variance in our dataset.

4 Discussion and Future Work

The present paper evaluates three different mod-
els of a machine translation system for translating
medical texts into Plain German. It covers one
of the first steps towards the implementation of
these tools in accessible health communication in
Germany and it discusses first methodological ap-

proaches, which we intend to expand on in further
research.

Model 2 seems to achieve the best results ac-
cording to most criteria. At the same time, model
1 seems to be more similar with the human transla-
tions at hand. While in terms of syntactic complex-
ity and text readability, the models yielded promis-
ing results, the evaluation of the correctness re-
vealed severe misinformation for all three mod-
els, the consequence being that the texts cannot be
safely used by end users. At the same time, the tool
under analysis can be used as a CAT tool for pro-
fessional translators and content providers with an
expertise in Plain Language and post-editing. As
our study has clearly revealed that so far machine
translated Plain Language texts cannot do with-
out post-editing, but need intensive revision, pro-
fessional post-editing competences are more im-
portant than ever. This means that translators and
experts working on machine translated text must
be trained to detect and correct different types of
errors, especially those that are critical for user
safety. In further steps, a guide for post-editing
in intralingual translation will be developed, ex-
posing the necessary competences and factors to
be considered when using machine translation into
Plain German.

In a next step, the machine translation system
will now be integrated into the editorial workflow
of the Apotheken Umschau on a trial basis. This
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practice test will serve to assess the time and effort
that is needed to post-edit the machine translated
texts. Adding machine translation to the editorial
process could optimize the process and addresses
the gap between the need for texts in Plain German
and the lack of professional translators (see Sec-
tion 1). The metrics from the practice test will be
particularly interesting because the tool will only
be permanently integrated into the workflow if the
time and effort for post-editing the output is lower
than for translating from scratch. Therefore, these
metrics will determine the final decision for or
against adapting the status quo.

In our future research, we will conduct a thor-
ough analysis and classification of the various er-
ror types found in the machine translated texts. For
example, we plan to investigate specific linguistic
phenomena, such as the translation of compound
words.

In addition, we also want to test and compare the
output from both SUMM AI and other state-of-the-
art systems to investigate which of the currently
available systems is most suitable for intralingual
translation into Plain German, in general and for
specific subjects and text types. These systems in-
clude both freemium tools that offer both free and
paid plans, such as ChatGPT and Google Gemini,
and commercial tools, such as Klartext St. Pauli,
capito digital and T2K (text2knowledge). In these
future studies, we also plan to use other text types
and texts from other domains, so that we are able to
compare not only different tools but also different
datasets.
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Abstract

We report an experiment in which we
use machine learning to validate the em-
pirical objectivity of a novel annotation
taxonomy for behavioral translation data.
The HOF taxonomy defines three transla-
tion states according to which a human
translator can be in a state of Orienta-
tion (O), Hesitation (H) or in a Flow state
(F). We aim at validating the taxonomy
based on a manually annotated data-set
that consists of six English-Spanish trans-
lation sessions (approx 900 words) and
1813 HOF-annotated Activity Units (AUs).
Two annotators annotated the data and ob-
tain high average inter-annotator accuracy
0.76 (kappa 0.88). We train two classi-
fiers, a Multi-layer Perceptron (MLP) and
a Random Forest (RF) on the annotated
data and tested on held-out data. The clas-
sifiers perform well on the annotated data
and thus confirm the epistemological ob-
jectivity of the annotation taxonomy. In-
terestingly, inter-classifier accuracy scores
are higher than between the two human an-
notators.

1 Introduction

Translation is considered to involve complex and
non-linear cognitive processes (Krings, 2001). Un-
derstanding the intricacies of the temporal dynam-
ics of these processes is a fundamental aspect in
Translation Process Research (TPR).

Various approaches have been proposed over the
past 40 years to understand the distinct phases and

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

mental states experienced by translators (Jakob-
sen, 2017). Starting with Think-Aloud Protocols
in the 1980s, in which translators comment their
own translation behavior during their translations
(Königs, 1987; Krings, 2001), the field of enquiry
has moved towards less invasive technologies, that
is, keystroke logging and eye tracking (Hvelplund,
2016; Carl et al., 2016). The recordings of these
logging tools make it possible to assess the flow
of translation in a seamless way and to investigate
how translations evolve in time; where translators
type smoothly, where they get stuck, and where
they search for (external) resources, etc.

One approach to analysing the translation pro-
cess has been to segment the behavioral Trans-
lation Process Data (TPD) into processing units
(Alves and Vale, 2009; Schaeffer et al., 2016). But
how these segments should be defined and what
they exactly represent has been a topic of continu-
ous exploration and debate. The assessment of the
translation rhythm (aka ”Pause Analysis” (Kumpu-
lainen, 2015; Muñoz and Apfelthaler, 2022)) has
provided valuable insights into translation patterns
as produced by more or less experienced transla-
tors (Jakobsen, 2011), for different levels of text
complexity (Hvelplund, 2016), for different trans-
lation goals (Zou et al., 2022b), post-editing be-
havior (Jia et al., 2019) and also for spoken trans-
lation (e.g., interpretation, sight translation, (Zou
et al., 2022a)). The underlying assumption has
been that longer keystroke pauses are indicative
of more challenging translations, while stretches
of smooth typing can be observed when there are
no/less translation hurdles or difficulties (Lacruz
et al., 2014). However, determining an exact
pause threshold to differentiate these phenomena
remains a challenge. Many studies (Krings, 2001;
O’Brien, 2006; Kumpulainen, 2015; Vieira, 2016,
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among others) present varying segmentation meth-
ods with different pause thresholds, ranging from
300ms to five seconds or more. These strands of
research rely on deterministic fragmentation tech-
niques to segment the key logging and eye track-
ing data into Translation Units (TUs, (Alves and
Vale, 2009; Carl and Schaeffer, 2017)) or Activ-
ity Units (AUs, (Hvelplund, 2016; Schaeffer et al.,
2016)). However, these approaches lack intuitive
labeling and thus make it difficult to derive a com-
prehensive understanding of the complex nature
of the translation process and how it unfolds over
time. Some researchers suggest a hierarchical pro-
cess model (Schaeffer and Carl, 2013) and others
(Muñoz and Apfelthaler, 2022; Dragsted, 2010)
advocate a translator-specific fragmentation of the
TPD into processing units depending on the trans-
lators’ typing speed.

Combined, this suggests that human translation
processes are embedded in a hierarchical men-
tal architecture, encapsulating various processing
strata. A hierarchical approach to understanding
translation has the potential to offer a nuanced un-
derstanding of translators’ behavior and strategies
on various interacting levels of analysis. In order
to advance this project, a novel higher-level seg-
mentation taxonomy was introduced in (Carl et al.,
2024) that fragments the TPD in three broad phe-
nomenal translation states, Hesitation (H), Orienta-
tion (O) and Translation Flow (F). The HOF taxon-
omy assumes that behavioral traces of these three
states can be observed in the TPD and that transla-
tors can be at any one point in time in only one of
the three states.

In previous work (Carl et al., 2024) we have
annotated a small corpus with HOF translation
states. The corpus is publicly available as part of
the CRITT TPR-DB1. The HOF annotation corpus
provides a layer of manual annotation, introducing
segment labels of an assumed phenomenal layer of
translation processes, suited to analyse the hierar-
chical embedding of translation processes.

However, the HOF taxonomy, capturing quali-
ties of conscious translator experience, is entirely
new territory and the genaralizability and validity
of the annotation schema is still unclear. In this pa-
per, we therefore conduct further investigation to
assess whether and to what extent this new taxon-
omy is epistemologically valid — that is, we want
1The annotations can be downloaded from here
http://critt.as.kent.edu:3838/public/
State_Annotation_Phases.zip

to investigate to what extent different annotators
might agree the HOF states to represent a phenom-
enal translation ”reality”. While a manual annota-
tion has shown a varying amount of agreement be-
tween two annotators (Kappa 0.37 and 0.88, (Carl
et al., 2024), in this paper we use ML techniques to
further validate the consistency of the taxonomy.

AI and ML techniques can be used in various
ways and for different purposes. Mollo (2024),
for instance, enumerates a few scenarios where AI
can be used as: AI-as-engineering (industrial and
commercial projects, as e.g., MT systems), AI-as-
psychology to improve our understanding of bio-
logical intelligence, AI-as-idea or AI-as-recreation
for recreating biological intelligence in artificial
systems. AI can also be used for ”exploring intelli-
gence spaces” so as to uncover new forms of intel-
ligence that are different from human intelligence
or to uncover algorithms (Zhong et al., 2023).

In this paper we use ML techniques to inves-
tigate the ”epistemological objectivity” (Searle,
1998; Searle, 2017, see also section 5 for a dis-
cussion) of the HOF annotation schema. That is,
we are interested in verifying whether ML can re-
produce the results of our manual annotations to a
similar amount of accuracy. We assume that if the
trained models performs well on the classification
task, it confirms the objectivity of the annotation
taxonomy used to create the training data. Con-
versely, poor model performance would indicate
issues with the annotation taxonomy.

For instance, it might be the case that, even
though two annotators agree in their annotation la-
bel, they might be biased by some intuition, cul-
tural or otherwise un-observable features which
may not be accessible to the ML technology.
However, if ML reaches similar results of accu-
racy as the inter-annotator agreement indicates, we
take the annotation taxonomy to implement re-
producible and epistemological objective annota-
tion criteria. That is, as ML lacks subjective, per-
sonal or cultural influences in the process annota-
tion process (i.e., HOF state labeling), high accu-
racy on held-out testing data may be an indicator
of stable results with minimum bias,

In section 2 we describe the data and the man-
ual annotation process of the reference (training)
data. Section 3 describes our implementation of
two classifiers — Multi-Layer perception (MLP)
and Random Forest (RF) — while section 4 re-
ports our training and evaluation on a set of 1813
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HOF-annotated AUs. We report higher precision
and recall between the classifier and annotator as
compared to inter-annotator agreement between
the two annotators. Section 5 concludes with a dis-
cussion on Searle’s notion of ”ontological subjec-
tivity” and ”epistemological objectivity” and their
relation to the evaluation of our HOF states.

2 Activity Units, Translation Units and
Translation States

The translation process can be conceptualized as
a dynamic flow of mental processes marked by
information input as gathered through eye move-
ments and textual output in the form of keystrokes
or mouse movements. As translators navigate
the source text (ST) and produce the target text
(TT), their behavior is influenced by numerous fac-
tors. To better understand these processes, differ-
ent approaches have been pursued that fragment
translation-behavioral data (keystrokes and gaze
data) into processing units. Figure 1 shows a pro-
gression graph that depicts three ways of segment-
ing the approximately 28 seconds of the plotted
translation session. TUs (Carl and Kay, 2011;
Alves and Vale, 2009), indicated in the top in
Figure 1, are characterized by a typing pause (a
blank space in top line of the Figure) followed
by a typing burst (or Production Unit, PU) indi-
cated as grey boxes. AUs (Schaeffer et al., 2016;
Hvelplund, 2016) are constructed based on the co-
ordination of gaze activities and typing behavior
and are marked at the bottom in Figure 1 in differ-
ent colors. Three distinct HOF translation states are
indicated with black dotted lines (Carl et al., 2024).
Boundaries of translation states coincide with AU
boundaries, so that sequences of AUs can be used
to fragment the TPD into HOF translation states.
This section explores these constructs and the three
annotations, emphasizing their significance and in-
terplay.

2.1 Translation Units

TUs segment the continuous stream of transla-
tion activities (keystrokes) into stretches of typ-
ing and pausing. They capture the translator’s per-
ception and actions, indicating the challenges they
encounter during the translation process (Malmk-
jaer, 1998). In Figure 1, TUs appear as succes-
sive pauses and typing bursts of fluent production
(or PUs). The pauses that occur between PUs are
taken to be indicators of elevated translation effort,

as it is assumed that during those breaks transla-
tors engage in reflection or (mental) search (Drag-
sted, 2010). Sequences of TUs have been used to
compute pause-word-ratio (Lacruz et al., 2014) as
indicators of cognitive effort. However, TUs of-
ten lack the granularity to explain precisely what
occurs during the pauses. Moreover, they do not
differentiate whether a translator is directing their
focus towards the ST or the TT during these inter-
vals (Schaeffer et al., 2016).

AU AU activity Color Effort Effect
T1 ST reading Blue + -
T2 TT reading Green + -
T4 translation production Yellow - +
T5 ST reading with concur-

rent production
Red - +

T6 TT reading with concur-
rent production

Dark
Green

- +

T8 no observed behavior for
more than one second

Black + -

Table 1: Types of AUs, color code in Figure 1 and levels of
translational effect and cognitive effort.

2.2 Activity Units

AUs provide a more fine-grained view on the trans-
lation process, focusing on the coordination of the
translator’s eyes and hands. It addresses some of
the inherent limitations of TUs. In our data, we
categorize AUs into six types as presented in Ta-
ble 1 (Carl et al., 2016). They provide more de-
tailed insights into how translators engage in vari-
ous aspects of the translation process. The classi-
fication of AUs is based on whether translators are
actively involved in translation production, read-
ing the ST or TT, or simultaneously reading and
writing. As shown in Table 1, each type of AU
can be associated with a degree of translational ef-
fects (typing activities) and cognitive effort (i.e.,
gazing). For instance, an AU of type T1 indicates
ST reading which results in low levels of effects
(no translation is typed) but higher amounts of cog-
nitive effort (mental resources are allocated). In
simpler terms, it means that the translator primar-
ily focuses on understanding the ST, with minimal
to no simultaneous translation work, as depicted in
Figure 1.

2.3 HOF Translation States

HOF Translation States offer insights into qualities
of the translator’s experience. Carl et al (2024) dis-
tinguish between three translation states: A state
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Figure 1: Progression graph of a small snippet of the translation session (BML12/P02 T3). Production time in milliseconds
is indicated in the horizontal axis. Vertical axis refers to the ST on the left side and the TT on the right side. The blue dots
and green diamonds represent eye movements on the ST and TT respectively. The black and red characters are insertion and
deletion respectively. AUs are marked as colored bars on the bottom, TUs are indicated with red lines, and PUs as gray boxes
in the top of the graph. Translation States are sequences of AUs, indicated by black dashed boxes, labeled O, F, H. The graph
represents a segment of approximately 28 seconds (249.000ms - 277.000ms) of an English-to-Spanish translation.

of orientation (O) refers to the translator’s behav-
ior when feeling the need to get acquainted with
the source text (ST). It is characterized by lin-
ear, forward-reading behavior of the ST. The Flow
state (F) represents a phase in which the transla-
tor is immersed in translation production, gener-
ating the TT with ease and minimal interruption.
It is marked by fluent translation production with
minimal reading ahead and short pauses. A state
of Hesitation (H) emerges out of surprise, where
unexpected challenges prompt the translator to re-
vise and re-read. This state indicates moments of
uncertainty or cognitive challenge, signifying ar-
eas where the translator is challenged with com-
plexities in the source text or struggles to find suit-
able translations. These distinct translation states
are annotated in the progression graph in Figure 1,
exemplifying associated typical behavioral corre-
lates.

2.4 Empirical Data

We use a set of six translation sessions from the
CRITT TPR-DB that were previously annotated
with HOF translation state labels (Carl et al., 2024).
The CRITT TPR-DB (Carl et al., 2016) is a collec-
tion of currently more than 5000 translation ses-
sions, amounting to hundreds of hours of TPD,
that is compiled into a consistent publicly available
database. The CRITT TPR-DB is extensively doc-
umented in numerous publications and summary
tables with more that 300 product and process fea-

tures are available in a compiled form.2

In this study we use six English-to-Spanish
translation sessions from BML123 The BML12
study consists of 184 translation sessions by Span-
ish translation students that were recorded in 2012
in Copenhagen and in Spain (Barcelona). The
HOF annotation taxonomy was developed based
(among others) on six BML12 sessions and an-
notated in 2022 by two advanced (Chinese and
Japanese) translators. A special purpose interface
was used to annotate the translation sessions, simi-
lar to Figure 1. The annotation process is described
in detail (Carl et al., 2024). The six annotated ses-
sions consist in total of 42 segments (sentences)
with 854 source words. The translations of these
42 segments resulted in 1813 AUs which were an-
notated with HOF labels. In this study we used the
1813 HOF-annotated AUs for training and evaluat-
ing two classifiers.

2See the CRITT website https://sites.google.
com/site/centretranslationinnovation/
tpr-dbThe TPD can be downloaded free of charge
from sourceforge https://sourceforge.net/
projects/tprdb/, an introduction to the usage and a free
trial account is provided here https://sites.google.
com/site/centretranslationinnovation/
tpr-db/getting-started
3The MultiLing data and BML12 study is de-
scribed: https://sites.google.com/site/
centretranslationinnovation/tpr-db/
public-studies#h.p_iVVuCQOHJx2O
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2.5 Manual Annotation

As reported in (Carl et al., 2024), the manual an-
notation involved five phases: Phases 1, 2, and 4
were trial annotations and are not considered here.
In Phase 3, 1288 AU were annotated, but the ab-
sence of a structured approach resulted in a Kappa
score of 0.37, indicating a moderate agreement be-
tween the two annotators (see Table 2). In Phase
5, a structured approach with a decision tree and
guidelines was defined (Carl et al., 2024), result-
ing in a significant improvement in inter-annotator
agreement, as shown in the high Kappa score of
0.88. Table 2 shows the inter-rater accuracy and
Kappa scores along with the number of AUs used
in Phase 3 and 5.

Phase Total AUs Kappa Accuracy
3 1288 .37 .66
5 525 .88 .93

Table 2: Kappa scores for Phases 3 and 5 of annotation.
Phase 3 involves five sessions, while Phase 5 involves ses-
sion P04 T2 of the BML12 study. The average accuracy for
all 1813 annotations is .74.

Furthermore, Table 3 offers a breakdown of the
number of AUs for each of the three translation
states in Phases 3 and 5, and for both annotators
(Y and T). There is a noticeable shift in the dis-
tribution of annotated AUs across these states be-
tween the two phases. In Phase 3, the difference in
the numbers of AUs annotated by T and Y across
the three states suggests distinct interpretations of
the states. This is the reason for the low Kappa
score of 0.37 and low Accuracy of 0.66 in Table
2. The elaboration of a decision tree and annota-
tion guidelines prior to Phase 5 clearly leads to a
better alignment between the two annotators, evi-
denced not only by their closely matching counts
across states but also by the high Kappa score of
0.88 (Accuracy 0.93). In our experiments, we use
annotations from Phases 3 and 5 as a training/test
corpus in section 4. Given the amount of coordina-
tion and mutual adjustment of the two annotators,
we decided to corroborate the empirical objectivity
of the annotation schema using MT.

3 Training Translation State Classifiers

In this section we describe two classifiers that
were used to assess the annotated translation states.
While the variation of inter-annotator agreement,
as reported in Table 2, indicates that annotators

Phase 3 Phase 5
State Y T Y T
H 403 331 216 217
O 275 108 51 55
F 610 849 258 253

total 1288 1288 525 525

Table 3: Number of AUs in the two AU annotation phases for
the two annotators T and Y.

are able to learn and agree on annotation guide-
lines and to generalize and reproduce the underly-
ing concepts, this does not necessarily mean that
those generalizations can also be learned and re-
produced by a ML classifier. If, however, ML
techniques can reproduce manual annotations with
high accuracy we can be more certain about the
”epistemological objectivity” (Searle, 2017) of the
annotation schema. Besides, once a classifier is
trained, we will also be able to automatically an-
notate new data. Therefore, in this study we only
describe an evaluation of the trained classifier on
the manually annotated data and leave a full-blown
analysis on a large corpus for future research.

3.1 Multi-layer Perceptron

An MLP is a supervised simple feed-forward neu-
ral network. It consists of multiple layers, and each
layer is fully connected to the following one. Fig-
ure 2 shows the structure of a two-layer MLP.

For our task, there are 34 cells in the input layer,
and each of them corresponds to one of the 34
AU features (see Appendix A). There are 3 cells
in the output layer corresponding to 3 state labels
{H,O,F}. The output is a set of probabilities, each
of which represents the probability that an input is
classified as a certain state. The final prediction is
the state with the highest probability.

We implemented MLP classifiers using
sklearn4. We set the following parameters in
MLPClassifier:

• hidden layer sizes: number of neu-
rons in hidden layers

• batch size: size of mini-batches

• max iter: maximum number of iterations

• learning rate init: learning rate used

• random state: random seed

• solver: weight optimizer
4See https://scikit-learn.org.
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Figure 2: The structure of a two-layer MLP.

3.2 Random Forest

We implemented an RF classifier using sklearn
(see footnote 4). RF is a supervised ML method
that trains a model on the annotated (‘gold’) data.
An RF is a set of decision trees where the output
of the classifier is the class selected by most trees
(majority vote). In our trials we set this number to
500. RFs are said to be rather robust with respect
to variations in the data, as the entry point to each
of the decision trees varies probabilistically, while
the algorithm averages over the differences. New,
unseen data can, therefore, be classified reliably.
Another advantage of RFs is that the importance
of the features can be ranked, which may provide
helpful insights into feature design. In Appendix
B we provide the ranking of feature importance for
the 34 AU features and the two models trained on
the annotated Y and T data.

4 Evaluation of Classifiers

The training of AU-to-state classifiers is based on
six annotated sessions from Phase 3 and 5 with
1813 datapoints (AUs), as shown in Table 3.

We trained classifiers based on two backbone
models: MLP and an RF. The annotated data are
split into 70% for training (1269 data points), and
30% for testing (544 data points). We used the 34
features that are described in the Appendix A in
Table 9 for the classifiers.

In a 10-fold cross validation with RF and MLP
we get best average accuracy values of 0.85 for the
two classifiers.Table 4 shows the best and average
performance of classifiers based on the two mod-
els. We observe the best accuracy and F1-score for
the RF classifiers and annotator T.

4.1 Multi-layer Perceptron

For the MLP classifier, we used the Adam opti-
mizer (Kingma and Ba, 2014) with an alpha value

Best Average
acc. F1 acc. F1

T
MLP 85 69 67 52
RF 85 75 78 64

Y
MLP 79 73 66 51
RF 83 76 75 57

Table 4: Best and average accuracy (acc.) and F1-score (F1,
in percentage) for the RF and MLP classifiers for both anno-
tators.

of 1e-5. The MLP architecture consisted of three
hidden layers with 400, 200, and 400 units in
size, respectively. We set the random state to 1
for reproducibility. The classifiers were trained
separately on the data annotated by annotators Y
and T. We also used the StandardScaler from
sklearn, which standardizes features by remov-
ing the mean and scaling to unit variance.

4.2 Scaling Data

It is worth noting a difference in the perfor-
mance of the MLP classifiers when trained on
scaled data vs. non-scaled data. The effect of
StandardScaler to the performance of the
MLP classifier is significant. When the MLP
model is trained on unscaled data, its average accu-
racy drops significantly. However, the scaler does
not impact the results of the RF classifier.

MLP State Prec. Rec. F1 Support

T
H 0.77 0.79 0.78 164
O 0.72 0.69 0.70 45
F 0.91 0.90 0.91 335

Y
H 0.76 0.74 0.75 204
O 0.66 0.59 0.63 96
F 0.81 0.86 0.83 244

RF State Prec. Rec. F1 Support

T
H 0.82 0.83 0.82 168
O 0.72 0.48 0.57 48
F 0.90 0.94 0.92 328

Y
H 0.84 0.84 0.84 189
O 0.84 0.73 0.78 93
F 0.88 0.92 0.90 262

Table 5: Precision (Prec.), Recall (Rec.), and F1-score (F1)
for MLP (top) and RF (bottom) classifiers trained on 1269 AU
annotations and evaluated on a test set of 544 AU annotations
for both annotators.
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4.3 Precision and Recall
A fine-grained assessment of the classification re-
port in Table 5 reveals that values for Precision,
Recall and F1-score are differently distributed for
the three States. State F has highest precision and
recall values for both annotators Y and T and for
both classifiers. As noted in (Carl et al., 2024),
it is comparatively easy to detect this state in the
behavioral data and it also has the best inter-rater
agreement, as discussed in section 2 and Table 3.
States O and H seem to be more difficult to separate
and may be easily confused. Note that that Table
5 shows this to be the case for both annotators, T
and Y.

4.4 Comparing Y and T labels
Table 6 shows two confusion matrices between the
Y annotations and the RF predictions (on the left)
and the T annotations (on the right). As the two
matrices show, as well as indicated in Tables 3
and 5, the distribution of states are unequally dis-
tributed. There are almost three times more AUs
with F label, as compared to O states.

A large number of states H seem to be classified
as F, which indicates that more distinctive features
might need to be developed, so as to better distin-
guish between states F and H.

True RF Predictions True T-labels
Y-labels H O F H O F

H 156 13 20 77 38 74
O 14 67 12 26 37 30
F 15 2 245 16 7 239

Table 6: Left: Confusion Matrix for predictions of Y-labels
of the test set for RF classifier shown in Table 5 (bottom).
Right: Confusion Matrix for the same test set but against the
true T-labels for the same data points.

The confusion matrices in Table 6 show that pre-
dictions produced by the RF classifier trained on
the annotated Y-data correspond to a higher degree
with the same annotator than the labels between
the two annotators. This may indicate that each
annotator is consistent in itself, whereas larger dis-
agreement can be observed between the annota-
tors. For instance, in the upper row, out of the 189
Y-annotated H labels, 156 labels were corrected
predicted by the trained RF, 13 were predicted as O
and 20 as F states. In contrast, annotators Y and T
agree in H label only 78 cases. AUs that annotator
Y considers H receive in 38 instances label O and
74 cases the label F by annotator T.

4.5 Accuracy across Annotators and
Classifiers

In order to corroborate the assumptions in the
previous subsection, we assess accuracy patterns
across the two classifiers and annotators in more
detail. We trained the RF (R) and MLP (M) clas-
sifiers with a training set of 1269 AUs to predict
T and Y labels, as outlined in section 3. This pro-
vided us with four models for the two classifiers
(M and R) and two annotators (T and Y). Succes-
sively, each of the four models (MT, MY, RT, and
RY) predicted a list of state labels for the 544 ex-
amples in test set. We thus obtain six lists of state
label predictions for the test set: four lists of pre-
dictions from the four classifiers (MT, MY, RT, and
RY) and in addition the original labels from the
manual T and Y annotations. Table 7 shows accu-
racy scores for the 6 × 6 pair-wise combinations
of these label lists. Since accuracy scores are sym-
metrical (i.e., Accuracy(x, y) == Accuracy(y, x)),
Table 7 only shows the lower part of the rectangu-
lar matrix. Note also that Accuracy(x, x) == 1 and
that the triangle below the diagonal adds up to 15
accuracy pairs (cells).

T Y RT RY MT
Y .76 1 — — —
RT .87 .72 1 — —
RY .77 .86 .78 1 —
MT .85 .71 .91 .77 1
MY .73 .80 .74 .85 .76

Table 7: Accuracy scores for different pairs of Classifiers (R
and M) and Annotators (T and Y.

The accuracy scores in Table 7 range between
.71 and .91. As discussed in sections 4.1, higher
accuracy scores are observed for RF than for MLP
and for annotator T as compared to annotator Y.
However, contrary to what one might expect, the
highest accuracy scores are obtained between pre-
dictions of two classifiers trained on the same data,
rather than between predictions of a classifier and
the data population it was trained on. Thus, Table
7 reveals that:

1. highest accuracy scores are observed when
comparing predictions of two different clas-
sifiers trained on data of the same annota-
tor. Thus the two comparisons: MT/RT and
MY/RY produce among the highest accuracy
scores of .91, and .85 respectively. These
numbers are marked in bold in Table 7
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2. high accuracy scores, but not quite as high,
are also observed when comparing predic-
tions of a classifier evaluated against the man-
ual annotations of the same annotator that the
classifier was trained on. Thus the the four ac-
curacy scores: RT/T, RY/Y, MT/T, and MY/Y
produce the second highest accuracy scores of
.87, .86, .85, and .80 respectively. This is the
case discussed in the context of Table 6 (left).

3. as can be expected, the predictions of two
classifiers trained on different annotators pro-
vides lower accuracy values as compared to
those in item 1. and 2 above. These pairs of
HOF state label predictions have the follow-
ing accuracy values: MY/RT:.74, RY/RT:.78,
MT/RY:.77, and MY/MT:.76.

4. surprisingly, even lower is the accuracy be-
tween the two manual annotations T/Y. With
a value of .76 it is just slightly higher than the
accuracy values of a manual annotation and a
different classifier in item 5. This is the case
discussed in the context of Table 6 (right).

5. the lowest accuracy scores are observed when
comparing predictions of a classifier that was
trained on one annotator A but evaluated with
a manual annotation of the other annotator
B. The the four comparisons: MT/Y, RT/Y,
MY/T, and RY/T produce the lowest accuracy
scores of .71, .72, .73, .77 respectively. These
numbers are marked in italics in Table 7

The results are somewhat puzzling. Most sur-
prising is perhaps the finding that the output of the
classifiers in item 1. are more consistent (higher
accuracy) than the the classifiers in 2 and that ac-
curacy values in 3. are higher than inter-rater ac-
curacy in 4.

Provided that a(ny) classifier generalizes and ap-
proximates the inherent structure of the manual an-
notations, there will be some noise in the gener-
alizations. Under this assumption we expect that
accuracy values in 2. should be higher than in 1,
since the noise of two classifiers (in item 1) would
multiply. Presumably, each of the two classifiers
(M and R) would ’infer’ their own generalizations
which, we would assume, are likely less compat-
ible than the classifier’s own generalization about
the set of manual annotations which the classifier
was trained on (as in item .2). Provided that the
manual annotations are consistent, i.e., they are

’gold’ data, why then do pairs of classifiers trained
on the same data produce higher accuracy values
as compared to the gold data?

Why would it be the case that predictions from
two different models (R and M) produce more con-
sistent predictions as each of the classifiers evalu-
ated against the test data taken from a population
that they were trained on? Provided the test data
is correct, how is it possible that, despite their very
different nature and implementation, RF and MLP
make similar but wrong predictions?

Similar surprising is the observation that T/Y
inter-annotator accuracy in item 4. is lower than
the predictions of the classifier trained and evalu-
ated on two different annotators in item 3.

Also this outcome suggests that the two classi-
fiers may have inferred similar generalizations that
somehow capture similarities between the T and
Y training sets, but that do not, however, account
correctly for the structure of the test set. This idea
is corroborated in the accuracy values reported in
item 5. which shows that the worst values are ob-
tained by evaluating a classifier on a manual test
set of a different annotator.

The results indicate that an evaluation of the
classifier on manually annotated data or on auto-
matically generated test sets may lead to different
results. The results may also indicate that the train-
ing set is perhaps not sufficiently large to capture
the instances that are represented in the test set.
However, we take it that our experiments validate
the epistemological objectivity of the HOF taxon-
omy, as the classifier perform well on the task at
hand.

5 Discussion and Conclusion

Human translation is a complex cognitive process
that involves numerous interacting processes. To
understand and analyse these processes, one ap-
proach to Translation Process Research (TPR) has
been to collect and synchronize behavioral data
(keystrokes and gaze data) from translation ses-
sions and to segment the flow of data into various
kinds of processing units. Several automatic seg-
mentation approaches have been suggested, but as
the labels often lack intuitive understanding it is
difficult to interpret the data.

A novel higher-order HOF taxonomy has been
proposed (Carl et al., 2024) that segments the data
into three phenomenal states in which a translator
can be: a state of orientation (O) accounts for the
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Ontology Epistemology
Su

bj
ec

tiv
e

EXISTENCE OF THE SUBJECTIVE

• Reality as I experienced it (intentions,
attitudes, pain, beliefs, desires, etc)

• Conscious personal experience

KNOWLEDGE OF THE SUBJECTIVE

• Reality as it is judged by me (opinions,
preferences, etc)

• What “I” know to be the case

O
bj

ec
tiv

e

EXISTENCE OF THE OBJECTIVE

• Reality as it exists: physical, spatial,
temporal (mountains, molecules, etc. )

• Exists independent of perception

KNOWLEDGE OF THE OBJECTIVE

• Reality as ”we” describe it: norms,
conventions (money, marriage, etc.)

• Assertions “we” make about reality

Table 8: Modes of existence according to Searle.

need of ST information input which is character-
ized by reading-ahead in the ST. In a flow state (F),
translations are fluently produced, and the state
of hesitation (H) reflects surprise or uncertainty,
which is characterized by regressions, re-fixations
and text modifications. Together with the HOF tax-
onomy, (Carl et al., 2024) specify a decision tree
that provided criteria for the annotation process.

A small corpus of behavioral data annotated and
released (Carl et al., 2024). The annotated data
consists of six English-Spanish translation ses-
sions (approximately 900 words) and 1813 HOF-
state annotated Activity Units (AUs, (Carl et al.,
2016)). Two annotators annotated the data with
HOF labels and — after specifying a decision tree
and annotation guidelines — annotators reached a
good inter-rater agreement.

Given the novelty of the annotation taxonomy,
we investigate how well the HOF annotations can
be reproduced. We use machine learning (ML)
classifiers to validate the ”epistemological objec-
tivity” (Searle, 2017) of the annotation schema.
That is, we deploy a Multi-layer Perceptron and a
Random Forests classifier to assess the ”objectiv-
ity” of the manual annotations, where high accu-
racy of the ML classifiers would indicate the valid-
ity of the underlying HOF annotations taxonomy.

In his discussion about ”modes of existence”,
(Searle, 1998; Searle, 2017) makes a distinction
between, on the one hand, subjective and objec-
tive ways of understanding and, on the other hand,
between the epistemology and the ontology of
knowledge and reality (see Table 8). Whereas on-
tology is a branch of metaphysics that deals with
the nature of being, epistemology is the branch of

philosophy concerned with the theory of knowl-
edge.

Ontological subjectivity then refers to the idea
that subjective experiences is a form of reality, but
there may not be an independent, objective reality
beyond these subjective constructions (see Table
8). Epistemological objectivity is the idea that cer-
tain aspects of reality can be known objectively,
independent of my beliefs, perspectives, or inter-
pretations. Objective knowledge can be discovered
or verified through rational inquiry, observation, or
evidence, regardless of subjective opinions or in-
terpretations.

Despite the fact that consciousness has a sub-
jective mode of existence—and is thus not directly
accessible to scientific inquiry—Searle claims that
this does not prevent us from having an epistemo-
logical objective science of consciousness. While
translators experience subjective states of orienta-
tion, hesitation and flow, these states, we assume,
can be recovered in the behavioral data and studied
under epistemically objective conditions. Norms,
regulations or—as in our case the HOF annotation
taxonomy—can be understood, deployed and ob-
jectively verified within observable TPD in a given
context. Our results suggest, however, that there
might be a gradual slope between epistemological
subjective and epistemological objective modes of
existence, rather than a binary one. Table 7 sug-
gests that, despite a well-formulated HOF state
decision tree as described in (Carl et al., 2024),
a perfect agreement between different annotators
may not always be possible5. Accuracy values,

5Similar findings have been reported in countless translation
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such as those in Table 7, may thus provide an in-
dex for the degree of epistemological objectivity,
where higher accuracy values indicate greater epis-
temological value of the underlying taxonomy (or
norm), and thus allow for higher objectivity while
lower accuracy values indicate increased possibil-
ities for epistemological subjectivity. Surprisingly,
then, our findings indicate that the two different
classifiers (MT/RT and MY/RY) trained on the
same data are able to arrive at higher epistemo-
logical objectivity as compared to the two human
annotators who follow the same annotation guide-
lines. It suggests that different classifiers are able
to generalize the (training) data in a similar way
which, however, deviates from generalizations that
our annotators from the annotation guidelines and
decision trees.
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Appendix

A Features of Classifiers

Both classifiers were trained with a list of 34 fea-
tures, shown in Table 9. The first 15 features,
above the double line, prefixed with “TU ”, are
copied from the TU of which the AU is part (see
Figure 1). These features thus encode the context
of the AU. All ”TU ” features relate to behavioral
data, concerning the gaze and the keystroke data,
and their duration.

The lower 19 features were extracted from and
describe properties of AUs. Similarly, most of
the AU features characterize the behavioral data
within one AU. However, four of these features are
related to properties of the translation product and
four features include contextual from surrounding

Feature Description of feature
TU logDurTU log-transformed duration of the TU
TU WinSwitch Number of gaze switches between

ST and TT
TU TrtT Total reading time on the ST
TU TrtS Total reading time on the TT
TU TrtST ratio log((TrtS + 1)/(TrtT + 1))
TU TGset Intersection of words IDs produced

in next TU
TU PauseDur Ratio of (Pause+1)/(DurTU+1)
TU ParTrtT Duration of concurrent TT reading

while typing
TU ParTrtS Duration of concurrent ST reading

while typing
TU ParFixT #fixations during concurrent TT

reading and typing
TU ParFixS #fixations during concurrent ST

reading and typing
TU InsDelLog ratio of deletions and insertions

log(Del + 1)/(Ins+ 1))
TU FixT Number of fixations on TT
TU FixS Number of fixations on ST
TU FixDist log of max. distance in Y-position

of fixations on ST window (in pixel)
log(FixSspanY + 1)

Type Type of TU as described in Table 1
Gram5 concatenation of AU type with the

preceding four AU types
Dur Duration of the AU
SGnbr #ST words for which translations

were produced (concerns AU types
T4, T5,T6)

TGnbr #TT words produced (concerns AU
types T4, T5,T6)

Ins #Insertions (concerns AU types T4,
T5,T6)

CrossS Average Cross values for ST words
produced in AU

CrossT Average Cross values for TT words
produced in AU

ProbSgaze Average log probability of source
words in GazePath

ProbTgaze Average log probability of target
Words in GazePath

ProbCgaze Average log CrossS value in
GazePath

ProbSTCgaze Average log of joint ST, TT and
CrossS value in GazePath

HSgaze Average entropy of ST words in
GazePath

HTgaze Average entropy of TT words in
GazePath

HCgaze Average entropy of Cross values in
GazePath

HSTCgaze Average entropy of joint ST, TT and
Cross in GazePath

Effort sum of log duration for context AUs:
T4, T5, T6

Effect sum of log duration for context AUs:
T1, T2, T8

Significance Effect minus Effort

Table 9: List of features used for Classifier.
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AUs information. The features SGnbr and TGnbr
indicate how many source and target words were
covered in the AU, while CrossS and CrossT are
measures of the distance / reordering between the
source and the target words (Carl et al., 2016).
Four of the AU features refer to the nearby context
of the AU. Type is type of AU (see Table 1) Gram5
is the concatenation of AU type labels, while Ef-
fort, Effect, and Significance take into account Ef-
fort/Effect properties of the two surrounding AUs
as described in Table 1.

In this study, we define Effort, Effect, and Signif-
icance for an AU to depend on the type and the du-
ration of the two preceding two AUs and the next
AU. The Effort of an AU is computed as the sum
of log(Dur(AU)) for each context-AU of Type T1,
T2 or T8 (no keystroke activity is observed). The
Effect is computed as the sum of log(Dur(AU)) for
each context-AU of Type T4, T5 or T6. The Signif-
icance of an AU is then its Effect minus its Effort,
so that more significant AUs are characterized by
longer stretches of text production.

B Importance of features in RF Classifier

Table 10 shows the 34 features in their order of
importance as obtained during RF training. The
list of features is ordered with respect to the im-
portance of the T column (annotator T). The “N”
column indexes features according to their impor-
tance for T, while the column header “O” provided
the rank re-ordering of the importance for the Y
data. There is a strong correlation between the two
importance vectors of T and Y (R=0.95), indicat-
ing that slight differences in the annotation of T
and Y do not seem to have a large impact on fea-
ture importance of the RT classification.

The context of AUs seems to be important for
classifying their HOF label. Thus, the 15 TU-
inherited features (those preceded by “TU ”) make
around 50% (49.18% and 49.94%) of the total im-
portance for T and the Y respectively. Adding to
this the importance of the features that account for
the external context of the AUs, Gram5, Effort, Ef-
fect and Significance, increases the importance of
context-related features to 72.16% and 73.87% re-
spectively. That is, only 28% and 26% of the HOF
state classification is due to AU internal charac-
teristics. Those AU-local features are indicated in
bold in Table 10. Also note that the first 11 most
important features are all ‘context’ features which
make up around 58% in the T set (57% in Y).

N Feature T Y O
1 TU PauseDur 0.0829 0.0848 1
2 Significance 0.0770 0.0707 3
3 Effect 0.0709 0.0778 2
4 Effort 0.0569 0.0535 4
5 TU InsDelLog 0.0513 0.0425 7
6 TU logDurTU 0.0502 0.0345 10
7 TU FixS 0.0431 0.0398 9
8 TU TrtS 0.0421 0.0516 5
9 Gram5 0.0345 0.0278 13

10 TU FixDist 0.0344 0.0271 14
11 TU TrtST 0.0332 0.0467 6
12 Dur 0.0272 0.0293 11
13 TU FixT 0.0271 0.0219 18
14 Ins 0.0268 0.0401 8
15 TU TrtT 0.0246 0.0226 17
16 TU ParTrtS 0.0229 0.0279 12
17 CrossS 0.0196 0.0250 15
18 TU WinSwitch 0.0189 0.0154 24
19 ProbCgaze 0.0183 0.0146 27
20 TU ParTrtT 0.0182 0.0234 16
21 TU TGset 0.0181 0.0156 23
22 Type 0.0181 0.0152 25
23 ProbSgaze 0.0172 0.0134 34
24 TU ParFixT 0.0166 0.0176 22
25 HTgaze 0.0162 0.0145 29
26 HCgaze 0.0161 0.0151 26
27 HSTCgaze 0.0160 0.0139 32
28 TU ParFixS 0.0158 0.0204 20
29 HSgaze 0.0154 0.0143 30
30 ProbTgaze 0.0153 0.0136 33
32 TGnbr 0.0151 0.0208 19
31 SGnbr 0.0151 0.0203 21
33 ProbSTCgaze 0.0141 0.0140 31
34 CrossT 0.0110 0.0145 28

Table 10: Importance of features for T and Y annotations.
Columns T and Y give the percentage for the respective fea-
tures. Column N indicates the order of importance for the T
annotator while O provides the order for Y annotator.
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Abstract

This paper reports the results of a survey
aimed at identifying and exploring the at-
titudes and recommendations of machine
translation quality assessment (MTQA)
educators. Drawing upon elements from
the literature on MTQA teaching, the sur-
vey explores themes that may pose a chal-
lenge or lead to successful implementa-
tion of human evaluation, as the litera-
ture shows that there has not been enough
design and reporting. Results show edu-
cators’ awareness of the topic, awareness
stemming from the recommendations of
the literature on MT evaluation, and re-
ports new challenges and issues.

1 Introduction

Academia and industry continuously make efforts
to assess the quality of machine translation (MT)
systems (Way, 2020), typically using automatic
evaluation metrics (AEM) or human evaluation
(HE) (Castilho et al., 2018), each approach pos-
sessing its own strengths and weaknesses. How-
ever, to evaluate an MT system with detailed and
actionable results, it is vital to use a balanced ap-
proach incorporating HE in the process in conjunc-
tion with AEMs (Way, 2020). In particular, the in-
clusion of HE must be carefully employed so as to
not generate hyperbolic reports of the capabilities
of MT systems in particular scenarios such as in
Hassan et al. (2018).

Some studies have recommended more rigorous
HE design principles (Toral et al., 2018; Läubli

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

et al., 2020) not only to dampen hype, but also
to identify systems’ weaknesses through an analy-
sis of complex linguistic phenomena (Castilho and
Caseli, 2023). While it is not recommended to
rely solely on AEM-based evaluations (Moorkens,
2022), the literature shows a common tendency to
rely on AEMs without HE (Marie et al., 2021;
Rivera-Trigueros, 2022) in the MT community.
It is understood that MT use must consider the
purpose and value of translations and the ex-
pected longevity of the content (Way, 2013), which
extends to MT evaluation as well (Doherty et
al., 2018). In this manner, risks from MT sys-
tems such as grammatical errors or inappropriate
words/constructions (Koehn and Knowles, 2017),
biases in the output (Prates et al., 2020), which can
be dangerous for specific domains such as legal
and medical (Vieira et al., 2021), can be prevented
with rigorous HE incorporation in MT evaluations.
Given these risks and the responsibility of imple-
menting a careful evaluation, complementing auto-
matic with HE is essential to ensure AI technology
is safe, beneficial and fair (Dignum, 2020). It can
be achieved with ethical behaviours adopted by
engineers and technology developers (Moorkens,
2022), which can be further refined with the train-
ing of stakeholders themselves (Dignum, 2020).

Thus, this paper focuses on the instructional
training of MT quality assessment (MTQA), as
part of a doctoral study that intends to create and
provide training in HE for Natural Language Pro-
cessing (NLP) master’s students. In this paper,
we report results from the qualitative findings of
a survey aimed at MTQA educators with both TS
and NLP educators. It inquired about the educa-
tors’ attitudes and recommendations regarding HE
in MTQA teaching, exploring where HE can be
positioned pedagogically, what HE content should
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be prioritised, and evaluates the practical consider-
ations that may facilitate or hinder the incorpora-
tion of HE into an MTQA curriculum focused on
NLP students. The survey explores the following
key questions:

1. What are educators’ attitudes towards
MTQA?

2. What approaches can be taught to foster HE
in MTQA?

These findings can inform MTQA trainers and
curriculum planners in making informed decisions
to foster appropriate HE teaching and deployment,
and consequently, its use in MTQA.

2 Related Work

Translation Quality Assessment (TQA) is com-
plex, leading to much debate and different defini-
tions of translation quality, especially in regard to
translation technologies, such as MT (Castilho et
al., 2018).

MTQA in Translation Studies (TS) curricula
has been slowly introduced alongside the use of
MT (Korošec, 2011; Dejica-Cartis, 2012) from a
curricular standpoint (Doherty and Kenny, 2014)
to critically use and assess MT (Rossi, 2017;
Moorkens, 2018). Technical aspects of MT also
became an element of MTQA teaching, such as
building an engine (Farrell and others, 2017),
mainly with the intent of empowering trainee
translators to understand how the systems work in
order to facilitate informed decisions when evalu-
ating the output (Kenny and Doherty, 2014).

Studies have shown that translators in train-
ing gain MTQA proficiency through error anal-
ysis (Venkatesan, 2018; Loock, 2020), and that
translators’ ability to identify missing contextual
information in MT output and select appropriate
language for specific domains is crucial (Núñez,
2019; Bulut, 2019). This mirrors evaluation mod-
els used in the industry (Castilho et al., 2018),
showcasing academia’s efforts to prepare transla-
tors.

Accordingly, AEM and other measures of HE
have been introduced in the classroom in the TS
field. Doherty and Kenny (2014) and Moorkens
(2018) introduced adequacy and fluency measures
in conjunction with error typologies. Post and
Lopez (2014) created a platform on which stu-
dents could rank MT outputs and generate BLEU
scores (Papineni et al., 2002), focusing on the
correlation of human judgement with the AEM.

Other platforms were used in classroom settings,
such as the Asiya-Online toolkit (Giménez and
Màrquez, 2010), which provided automatic scores,
and later, MutNMT (Ramı́rez-Sánchez et al., 2021;
Ramı́rez-Sánchez, 2023) for guided building and
evaluation of NMT systems. Krüger (2022) pro-
posed Jupyter notebooks to introduce translators
to the technical nature of AEMs while generating
different scores such as BLEU, METEOR (Baner-
jee and Lavie, 2005), chrF3 (Popović, 2015), TER
(Snover et al., 2006) and BERTScore (Zhang et al.,
2019). Macken et al. (2023) demonstrate a case
study of teaching MTQA, by using HE through
ranking, adequacy and fluency measures, corre-
lating to AEMs provided by MATEO (Vanroy et
al., 2023), a platform that generates BLEU, ChrF,
BERTScore, BLEURT (Sellam et al., 2020) and
COMET (Rei et al., 2020) scores. These studies
demonstrate the effort to introduce different evalu-
ation approaches in the translation classroom, and
how important accessible evaluation platforms are
for training translators.

The importance of integrating MTQA into cur-
ricula is underscored by the concept of MT Liter-
acy (Bowker and Ciro, 2019) which entails under-
standing the operational mechanisms of MT sys-
tems to facilitate their use. Krüger (2022) and
Macken et al. (2023) echo the importance of MT
literacy in equipping professionals to use and eval-
uate MT effectively. However, the implementation
of training is context-based, the pedagogical guid-
ing principles for MTQA education tend not to be
structured.

In the context of NLP education, the few stud-
ies that mention MTQA do so only to a minor de-
gree (Alm et al., 2016; Martynova et al., 2018;
Artemova et al., 2021). This is due to MT being
only one component within the broader spectrum
of training, with evaluation assuming a secondary
role. However, that does not diminish the impor-
tance of evaluation in NLP, as the reasons for its
lack of implementation in training may due to ab-
sence of space in the curriculum and the lack of
structured information on evaluation (Madureira,
2021). As such, organising the insights and recom-
mendations of MTQA educators, both from NLP
and TS may lead to fostering MTQA education.

3 Methods

To collect information regarding educators’ in-
sights and suggestions on MTQA, an online sur-
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vey was designed (approved by the university’s
Research Ethics Committee, with reference DCU-
FHSS-2023-015).

3.1 Design

The survey was created on the platform Qualtrics.1

It was formulated with closed-ended and open-
ended questions, divided in blocks:2

• the plain language statement and consent
form3

• 13 questions related to the profile of the edu-
cators

• four questions related to opinions and atti-
tudes regarding HE

• 11 questions related to general MTQA peda-
gogy

• six questions related to recommendations of
HE for MTQA

3.2 Participants

The participants are MTQA educators from dif-
ferent fields, such as TS, NLP and Computational
Linguistics (CL).4

The participants were recruited via: i) social me-
dia; ii) email via a curriculum analysis examining
universities’ postgraduate programmes in Europe
and; iii) email collection by examining publica-
tions related to MTQA teaching. Note that par-
ticipants data was anonymised.

4 Data Results and Analysis

As this is an ongoing study, the results reported
in this paper are qualitative and small-scale, with
the intention of being exploratory, to explore possi-
ble relationships and patterns (Cohen et al., 2017).
While it is known that smaller samples are not
ideal for generalisations (Saldanha and O’Brien,
2014), the qualitative components may inform bet-
ter the results of the survey as it reaches a larger-
scale (McMillan and Schumacher, 2010).

Data was visualised on Qualtrics, which af-
fords analysis of both closed-ended and open-
ended questions. For the closed-ended questions,
Qualtrics automatically created graphs based on
the responses to form variables, and the platform
1Available on: https://www.qualtrics.com
2The full questionnaire can be found in Appendix A.
3This explained the research aims, the ethical aspects and how
the data is handled
4The distinctions between CL and NLP was made to accom-
modate possible different curricular nomenclature and per-
sonal preferences.

allowed a degree of customisation to change the
colour of graphs and combine/separate variables
(or groups) as needed. For the open-ended ques-
tions, Qualtrics lists the responses by variables (or
groups), allowing an interpretive qualitative analy-
sis of the data.

4.1 Participants’ Background

Data drawn from 27 participants were analysed.

Q1 - What is your field? Participants could
choose multiple fields to accommodate interdis-
ciplinarity among the educators. 18 participants
chose ‘Translation Studies’ as their field of teach-
ing, five participants chose ‘Computational Lin-
guistics’, seven participants chose ‘Natural Lan-
guage Processing’.

Among the 28 participants, one participant
added ‘Speech Processing’ as their field, one par-
ticipant added Human-Computer Interaction as
their field and another added ‘Computer Science
‘via the ‘other’ option. While CL and NLP may
have often been used interchangeably in research,
they represent different streams of research with
different emphases, as Tsujii (2011) demonstrates
with their experiment. We also acknowledge that
the boundaries may not easily be defined (Luz,
2022). Therefore, methodologically we make no
distinction between these two groups, and to aid
visualisation, the responses from NLP/CL will
be organised and reported as a single group, as
such, this leads to nine participants in the NLP/CL
group.

4.2 Types of MTQA

Participants were asked about the type of evalua-
tion they teach by answering the question:

Q2 - What types of MT evaluation do you
teach? As can be seen in Figure 1, the TS group
mostly teaches HE, followed by AEMs and semi-
automatic evaluation. When prompted in a follow-
up question to explain their comments, the TS ed-
ucators explained their experience:

• One participant notes that MT evaluation is
taught to foster MT literacy leading to better
use of the systems.

• One participant has PE as the central type of
evaluation, while also teaching HE and AEM
to a lesser extent.

• One participant focuses on evaluation through
PE.
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Figure 1: Types of evaluation TS and NLP/CL educators
teach

• One participant considers HE the focus of the
lesson using the DQF-MQM framework.

• One participant distinguishes MQM from
HE, where focus is on MQM, but also men-
tioning other HE methods, and minor empha-
sis to AEMs.

Within the NLP/CL group, there are equal efforts
reported into teaching HE and AEMs. Four partic-
ipants described more about their teaching:

• One participant mention teaching HE and
AEMs (BLEU, BERT and Comet).

• One participant mentions MTQA is only a
component of the course.

• One participant teaches different metrics to
different groups. For their Master’s students
in Artificial Intelligence, they teach AEMs.
For undergraduate translation students, they
teach HE.

• One participant mentions teaching AEMs
very briefly to make students understand their
use in the context of testing the development
of a system.

4.3 Attitudes Towards Human Evaluation
This subsection explores participants’ expectations
and attitudes towards HE (Q3 and Q4)

Q3 - In your opinion, what trends do you fore-
see in evaluation metrics that incorporate human
judgment for MT systems? Select all that apply.
As may be seen in Figure 2 for the TS group, the
most commonly-selected options were context for
Quality Assessment (QA), customised evaluation,
an equal amount for User Experience (UX) eval-
uation and multimodal approaches, followed by

ethics, crowdsourced evaluation and two ’Other’
responses. These two responses were ’comparing
several systems with emphasis on output’ and an-
other response said that all the topics could be im-
portant except for crowdsourcing. From NLP/CL,
the most commonly-selected were ethics and cus-
tomised evaluation. Followed by an equal selec-
tion of UX evaluation and context-based evalua-
tion. It is worth noting that crowdsourced evalu-
ation was not chosen among the NLP/CL group,
which is surprising as the field is known to use
crowdworkers for evaluation. The bigger focus
given to ethics supports Moorkens’ (2022) asser-
tion that bigger emphasis must be given to the ethi-
cal behaviours of engineers, possibly showing that
NLP/CL teachers are aware of this. One partici-
pant chose ’Other’ to suggest the use of Large Lan-
guage Models (LLM) to emulate HE.

Q4 - In your view, what constitutes a compre-
hensive evaluation of an MT system? Please de-
scribe the key components or criteria that should
be included. From TS, nine responses focused
only on human judgements and six responses in-
cluded the use of AEM combined with HE. From
NLP/CL, six responses mentioned only human
judgements, two responses mentioned a combina-
tion of AEM with HE and among the eight an-
swers, four mentioned evaluating MT systems for
a specific purpose.5 The responses from the TS
group mentioned:

• Combined measures of HE and AEM, with
State Of The Art (SOTA) metrics, and their
correlation.

• Evaluation with platforms with good UX
(clean interface, resembling the working en-
vironment of a translator).

• Genre, style, terminology, purpose of the text,
and agreement with the clients’ needs.

• Use of DQF-MQM for measuring error typol-
ogy.

• Different degrees of use of MT output, from
raw MT to PE at different levels.

• Evaluations that consider human translations
as references.

• Measurement of technical aspects (such as
training data, speed, pricing, pollution).

The attitudes from the TS group echoes some of
the expectations from the industry, such as the
adoption of TQA frameworks such as DQF-MQM,
5The full qualitative results are included in Appendix B.
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Figure 2: Future trends of Evaluation chosen by TS and NLP/CL teachers

pricing and productivity expectations in addition
to the expectation of clients’ needs (Castilho et al.,
2018). While the NLP/CL group cites the follow-
ing:

• HE measures such as adequacy, fluency, error
analysis and different classifications

• Document-level considerations, such as cohe-
sion and coherence.

• A combination of HE and AEMs, but ulti-
mately with task-based evaluation in mind, to
consider how good is the MT system for its
appropriate use.

• Risk assessment, considering the type of er-
rors and their severity, according to the do-
main.

• User-centred assessment, where the end
user’s purpose of using the translation is to
complete a task or is satisfied by its use.

The perishability of content and its purpose
(Way, 2013; Way, 2020), in addition to risk assess-
ment which should increasingly be introduced in
the training (Doherty et al., 2018) can be noticed
by the results of these expected trends. Further,
document-level considerations also follow the rec-
ommendations made for MT evaluation (Läubli et
al., 2020).

4.4 Pedagogical Factors and
Recommendations for MTQA

This subsection focuses on the central aspect of
MTQA teaching and NLP education (Q5, Q6, and
Q7).

Q5 - Assess the importance of including Evalua-
tion Metrics in your academic curriculum - In
response to this question, participants assessed the
inclusion of both AEM and HE in their teaching
curriculum, as can be seen in Figure 3.

Regarding AEMs, the consensus among the
NLP/CL participants were that AEMs are ‘ex-
tremely important’, while for TS the most cho-
sen option was ‘moderately important’. Regarding
HE, while all groups claimed it to be ‘extremely
important”, the TS group mentioned that the em-
phasis is on HE since they are teaching transla-
tors, and therefore AEMs are given less focus. The
NLP/CL group mentioned the importance of both
AEMs and HE. Interestingly one participant of the
TS group mentioned that AEMs are equally impor-
tant, and one NLP/CL participant stated that, since
the course they teach is technical, less emphasis is
given to HE.

Following Q5, participants were able to add
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Figure 3: Importance of including AEMs and HE in the curriculum responded by MTQA teachers

comments by responding to Q6 - Please, add any
further comments or explanations for your pre-
vious answer. In the TS group, a participant ex-
plained that contextually it is more valuable for
them to teach HE towards translators, as AEMs are
given less focus. Another participant emphasised
that the type of student and level matters when
teaching each type of metric. For such partici-
pant, undergraduate students who are studying to
be come translators may require less attention to-
wards both metrics, but the educator explains that
for master’s NLP students there is room to intro-
duce it to them.

In the NLP/CL group, two participants ex-
plained that both metrics are relevant, AEMs pro-
viding fast, cheap and objective system checks,
while HE are used to understand the values of
AEMs and providing insights to improve the sys-
tems. One participant differentiates the teaching
of metrics in two ways: the first, being moder-
ately important, teaching the metrics directly (such
as adequacy scores, error annotation for HE and
AEMs such as COMET); while another participant
mentions that the most important is to teach the
general concepts of HE and AEMs in detail - al-
luding to a better understanding of the evaluation

process as more important than teaching individual
metrics. One participant comments that consider-
ing they teach more technical courses, there is less
focus on HE.

Both groups correspond to the expectations to a
curriculum focused on MT and its evaluation, as
what matters the most is the context in which they
are inserted (Kenny and Doherty, 2014), whether
they are translators or developers, but not forget-
ting th

Q7 - If you were to create a Human Evaluation
module in MT quality assessment addressed to
NLP students at Master’s level, what should be
the main content? Select as many as necessary.
In this question participants gave their opinion on
the important contents to be taught, as seen in Fig-
ure 4.

From the group TS, the most widely chosen op-
tion was translators as expert evaluators and design
of MT evaluation, followed by adequacy/fluency
measures and error typology. The responses from
TS may follow the recommendations from the lit-
erature such as Laubli et al. (2020) and over-
all correspond to the importance given to trans-
lators (Kenny and Doherty, 2014), such as advi-
sors on the evaluation process (Moorkens, 2017).
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From the NLP/CL group, the most widely cho-
sen options were adequacy/fluency measures and
inter-annotator agreement, followed by usability
and design of MT evaluation. When asked to
add other topics (if any), one participant from TS
suggested understanding evaluation tools and plat-
forms with analytics, and another TS educator sug-
gested how to interpret results, including general-
isability. Among the NLP/CL group, one partici-
pant suggested that a whole module on evaluation
is not justified, and another participant suggested
’mid-level evaluators’, reproducibility of evalua-
tion and bias detection.

Further recommendations in the realm of UX
are given, as one of the participants mention how
tools and platforms with analytics and insights are
important to be introduced, especially if they are
accessible. This may be a reason why platforms
such as MATEO are being adopted in the class-
room (Macken et al., 2023), and to avoid issues
that had happened before as reported in Doherty
and Kenny (2014) when students were not able to
perform AEM scoring due to the unfriendliness of
the platforms.

4.5 Pedagogical Challenges

The literature indicates different reasons that may
impede more training on evaluation, such as the
curriculum (Madureira, 2021) or limited motiva-
tion to perform and understand QA processes (Do-
herty et al., 2018). Thus, this section focuses on
the pedagogical elements that may introduce prob-
lems in implementing MTQA teaching.

Q8 - Beyond content (such as human evaluation
metrics or automatic evaluation metrics), what
other pedagogical aspects do you believe may be
currently lacking in the teaching of MT quality
assessment? Please select all that apply. Par-
ticipants could select different aspects of teaching
such as instructional constraints, hours, and others,
as seen in Figure 5

In the TS group, the most commonly-chosen
options were allocated hours and faculty exper-
tise and development, followed by curricular struc-
ture and lastly by scalability of teaching meth-
ods. Expertise and development being one of the
most chosen resonates with Doherty et al. (2018)
mentioning how educators have to face an evolv-
ing and rapidly changing technological scenario,
which may make teaching MTQA more difficult.
The allocated hours being also one of the most

chosen might be related to MTQA being taught un-
der modules on translation technologies where MT
is one component and MTQA is a minor aspect, or
a module focused on MT which covers different
paradigms, use-cases and MTQA may have more
room.

In the NLP/CL group, the most commonly-
chosen was allocated hours followed by curricular
structure followed by the allocated hours, which
has been seen in the literature beforehand as an is-
sue (Madureira, 2021).

Q9 - If you were to create a Human Evaluation
module in MT quality assessment addressed to
NLP students at Master’s level, what would be
the best format? Inquired about an ideal format
for MTQA training focused on HE, participants re-
sponded the following as per Figure

The TS group by a majority suggested an aca-
demic module (which is probably unlikely given
the previously mentioned time constraints within
programmes), followed by the option of a week-
long course and a workshop. The NLP/CL group
suggested equally an academic module and the op-
tion ’other’, followed by a two-day course and a
week-long course. The ’other’ response suggested
that each format could be taught depending on the
purpose, such as the massive open online course
in order to have more time, or a whole-day work-
shop to introduce the basis of evaluation, or in be-
tween a two-day and a week long course, leading
the learning to be more contextual. As a follow up,
they were asked a question about modality.

Q10 - Given your previous choice on the best
format for a Human Evaluation module, what
teaching modality would be most suitable? As
seen in figure 7, the TS group chose in-person,
spread out over several weeks, followed by
blended, with the least chosen as an online, syn-
chronous training. Most of the NLP/CL group
chose an in-person intensive training, followed by
and online synchronous training and an in-person
training spread out over several weeks. The ’other’
option chosen by a participant of the NLP/CL
group suggested that the best modality depends
more on the teacher than the topic itself.

Q11 - Please, add any further comments or ex-
planations for your previous answers from Q10
and Q09 here. Within the TS group, one partici-
pant commented that the in-person contact is im-
portant for the possibility of providing technical
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Figure 4: Human Evaluation methods and metrics divided among TS and NLP

Figure 5: Pedagogical constraints in MTQA teaching divided
by TS and NLP/CL

Figure 6: Preferred format for HE in MTQA training re-
sponded by TS and NLP/CL educators
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Figure 7: Preferred modality for HE training responded by
TS and NLP/CL teachers

support, alluding to easier technical support to stu-
dents with certain aspects of MTQA. Another par-
ticipant explained in detail about their experience
for a Master’s level training, addressing that aca-
demic modules are the only mandatory elements,
so the participant suggests spread-out hands-on
sessions, such as workshops, in order to provide
the different aspects of evaluation for NLP/CL stu-
dents. Another TS educator complemented that
since translator competence takes time to develop,
translation evaluation also follows, thus, advocat-
ing for long-term training. One educator empha-
sises that understanding and agreement with the
needs of the students would be important to choose
the format, so long there was interaction. While
the NLP/CL group suggests as many laboratory
and hands-on sessions as possible, while another
educator suggests that long-term training spanning
overall several weeks allow discussion and the op-
portunity of individual work.

5 Final Considerations and Future
Challenges

By comparing the two groups, it can be seen that
their attitudes and difficulties reflect both contex-
tual factors of their teaching, and needs commonly
associated with their profession.

For TS educators, there has been an increas-
ing effort to integrate the newest technological ad-
vancements into their teaching while still main-
taining the critical approach of their use. TS ed-
ucators focus on teaching MTQA for translation

trainees in order to foster their MT literacy, ei-
ther for more proficient use when performing PE
or to prepare them to serve as consultants in the
development of MT systems. For either, it places
TS educators and the future translators in a posi-
tion to ensure a safer use of translation systems.
NLP/CL educators tend to place more attention to-
wards the ethics, and regard the design of MT eval-
uation among the most chosen topics, which can be
performed by translators who can serve as experts
on this process.

We have seen in section 4.5 that the technical as-
pect may present different pedagogical challenges
for TS educators Q8, since teaching technical ele-
ments to a non-technical audience requires acces-
sible resources. Therefore, there has been research
done focused on the experience of translators per-
forming PE, and evaluating MT systems. As a re-
sult, over the past years platforms such as Mut-
NMT and MATEO are paramount to make aspects
of evaluation accessible, especially when teaching
AEMs. Accordingly, for TS lecturers who reported
faculty expertise and development as a pedagogi-
cal difficulty, those platforms are an important re-
source for educators.

The NLP/CL group reports other difficulties
with MTQA, primarily in finding room in the cur-
ricular structure to focus on evaluation (Section
(4.5, Q8). It is worth noting that this group does
not recognise either type of evaluation as less im-
portant. In fact, the survey shows that NLP/CL ed-
ucators recognise the importance of HE in MTQA
and teach different evaluation metrics to differ-
ent groups according to their profiles and roles
in the evaluation process. Due to the amount of
technical content in development to be covered, it
has been suggested by NLP/CL educators that the
most appropriate way to cover evaluation would
be through intensive, interactive, hands-on work-
shops to practise different aspects of evaluation
- either the design planning, different approaches
or the annotation. However, based on the results,
NLP/CL educators appear to suggest that NLP
master’s students who are choosing to work on MT
development and evaluation should know the basic
approaches and should still place translators at the
centre of the evaluation. These results show the
efforts of the MT community at demonstrating the
importance of every stakeholder in the MTQA pro-
cess - from developer to evaluator.

The design and implementation of MTQA still
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brings challenges (Section 4.5), but TS, NLP and
CL educators report it is essential, whether you are
training translators or developers. Challenges to
overcome may include:

• Teaching the design of a MT system eval-
uation is important, but also the user-
friendliness of the platform or methodology
of evaluators, placing UX as a worthy topic
to investigate.

• Finding space in the curriculum for evalua-
tion may be difficult, so a solution proposed
is the design, development and implementa-
tion of practical workshops around MTQA.

• LLM-based evaluations emulating HE may
become more common, and thus, educators
need to be prepared to teach NLP profession-
als the appropriateness of using this approach
in evaluation.

As observed in section 4.3, (Q4), the survey also
provided some insights on what constitutes a com-
prehensive evaluation of MT, demonstrating the
awareness of the educators.

• Due to its situational nature, the purpose of
the system and its end-user are important fac-
tors in designing an evaluation.

• A combination of HE and AEM and its corre-
lations are ideal, particularly to show in train-
ing.

• Risk assessment and perishability of content
are a factor to note the degree of how com-
prehensive the evaluation should be.

This survey shines light on the directions of
MTQA education according to educators from dif-
ferent fields. We hope the insights and recommen-
dations presented here can aid the MT community
in fostering MTQA education.
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Appendix A. Full Questionnaire
Questions in bold are the ones selected for this

paper.

• Q1 - Name - (Open-ended)

• Q2 - Email - (Open-ended)

• Q3 - List of Countries - (Close-ended)

• Q4 - What is your highest level of education?
- (Close-ended)

• Q5 (In the survey, Q1) - What is your field?
- (Close-ended)

• Q6 - How many hours do you spend teaching
per week? Move the slider according to the
amount of hours. - (Close-ended)

• Q7 - What are your other main work activi-
ties? - (Close-ended)

• Q8 - In your current teaching role, how much
influence do you have over the curriculum, in-
cluding changes to the syllabus and teaching
methods? - (Close-ended)

• Q9 - Please, add any further comments or ex-
planations for your previous answer here. -
(Open-ended)

• Q10 - What type of students do you work
with, mostly? - (Close-ended)

• Q11 - At what academic levels do you cur-
rently teach? Please select all that apply. -
(Close-ended)

• Q12 - What modality/modalities do you de-
liver training in? - (Close-ended)

• Q13 - Have you taught MT quality assess-
ment before? - (Close-ended)

• Q14 - Please rate the significance of incorpo-
rating human evaluation into the development
of MT systems. Rate on a scale of 1 to 5. -
(Close-ended)

• Q15 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

• Q16 (In the survey, Q3) - In your opinion,
what trends do you foresee in evaluation
metrics that incorporate human judgment
for MT systems? Select all that apply. -
(Close-ended)

• Q17 (In the survey, Q4) - In your view,
what constitutes a comprehensive evalua-
tion of an MT system? Please describe the
key components or criteria that should be
included. - (Open-ended)

• Q18 (In the survey, Q2) - What types of MT
evaluation do you teach? - (Close-ended)

• Q19 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

• Q20 - Do you teach evaluation for NLP tasks
(e.g. summarisation, speech recognition, sen-
timent analysis) other than MT? - (Close-
ended)

• Q21 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

• Q22 - How many years have you been teach-
ing MT quality assessment? Move the slider
according to the amount of years. - (Close-
ended)

• Q23 - Assess the importance of teaching stu-
dents how to plan evaluations for MT systems
in your academic curriculum. Please rate the
importance of integrating evaluation planning
as part of the academic curriculum for MT
quality assessment. - (Close-ended)

• Q24 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

• Q25 (In the survey, Q5) - Assess the im-
portance of including Evaluation Metrics
in your academic curriculum. Please eval-
uate the importance of integrating evalu-
ation metrics into the academic curricu-
lum for MT quality assessment. You will
be presented with two types of evaluation
metrics. Rate on a scale of 1 to 5. - (Close-
ended)

• Q26 (In the survey, Q6) - Please, add any
further comments or explanations for your
previous answer here. - (Open-ended)

• Q27 (In the survey, Q8) - Beyond content
(such as human evaluation metrics or auto-
matic evaluation metrics), what other ped-
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agogical aspects do you believe may be cur-
rently lacking in the teaching of MT qual-
ity assessment? Please select all that apply.
- (Close-ended)

• Q28 - Please, add any further comments or
explanations for your previous answer here. -
(Open-ended)

• Q29 (In the survey, Q7) - If you were to
create a Human Evaluation module in MT
quality assessment addressed to NLP stu-
dents at Master’s level, what should be the
main content? Select as many as necessary.
- (Close-ended)

• Q30 - Please, add any further comments or
explanations for your previous answer. -
(Open-ended)

• Q31 (In the survey, Q9) - If you were to
create a Human Evaluation module in MT
quality assessment addressed to NLP stu-
dents at Master’s level, what would be the
best format? - (Close-ended)

• Q32 (In the survey, Q10) - Given your
previous choice on the best format for a
Human Evaluation module, what teaching
modality would be most suitable? - (Close-
ended)

• Q33 (In the survey, Q11, in relation to Q9
and Q10) - Please, add any further com-
ments or explanations for your previous
answers from Q31 and Q32 here. - (Open-
ended)

• Q34 - Is there anything else you would like to
add? - (Open-ended)

Appendix B. Full responses from Q4 - In your
view, what constitutes a comprehensive evalua-
tion of an MT system? Please describe the key
components or criteria that should be included.

• P1 - adequacy, error annotation and some
classification

• P2 - To evaluate an MT system, we should
take into account the training data used (quan-
tity and quality) - this includes the pretrain-
ing data if the model is based on a pre-
trained model-, the size of the model (num-
ber of parameters), the memory footprint, the

speed (inference time). The generalization
power and particularly the robustness to do-
main shift should be evaluated.

• P3 - I think that the evaluation of an MT
system cannot be detached from the intended
purpose. If the MT system is used to gener-
ate draft translations the key thing to evaluate
is translation productivity. In the MT system
is used for gisting, the key thing to evaluate
is the ability of the user of the MT system to
perform a task after reading the MT output.

• P4 - Human and automatic evaluation. But ul-
timately, task-based evaluation is most impor-
tant: how good is the MT for whom in what
situation?

• P5 - For assessing the appropriateness of an
MT system, I consider that there are differ-
ent elements worth considering: 1. The do-
main of use (e.g. medical, legal, etc.) 2.
Translation quality (does the MT system pro-
vide ”good enough” quality for the domain?)
3. The machine translation user experience
(MTUX) (Is a translator the one using the MT
system? Any other type of MT user? What
are the MT needs of this type of user? Un-
doubtedly, MT needs will vary among differ-
ent MT users) Once all these elements have
been considered and factored in, an informed
decision can be taken, whether X system is
appropriate or not for a specific use-case and
user type

• P6 - Error analysis, Style preservation, Coher-
ence, Document level aspects

• P7 - A comprehensive evaluation of the use-
fulness (sometimes called “quality“) of an
MT system should mimic as much as pos-
sible the usage scenario and the indicators
of usefulness. For instance, if one wants to
use MT to increase the productivity of trans-
lators, then evaluation should measure pro-
ductivity in a scenario which is as similar
as possible to that in which translators work.
Judging “translation quality” through human
judgements (usually produced “in vacuo“) is
clearly inferior to this approach.

• P8 - ’traditional’ sentence-level assessment
- document-level assessment - user-centered
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assessment : does the translation enable read-
ers to complete a task or otherwise ’satisfies’
readers? - error analysis: what type of errors
we see, what severity they present, and conse-
quently perform a risk assessment, depending
on the type of document and the type of errors
found

• P9 - * Oriented to particular MT use (as-
similation or dissemination, for example) *
Blinded in the sense that humans do not know
whether they are evaluating other humans or
machines to avoid biases * Measuring pro-
ductivity in case of MT used by professional
translators

• P10 - source text as well as output evaluation

• P11 - Accuracy and style

• P12 - Translation quality assesment, i.e. MT
vs human output; evaluation of PE effort;
consistent teminology, style; error typology
(and several other aspects that I am unaware
of at this time and/or may arise in the future)

• P13 - The evaluation should take into ac-
count accuracy, appropriateness (genre, stlye,
terminology, etc.), general language quality,
alignment with clients’ needs.

• P14 - Language level. Choice of terminology.
Expression of ideolect. Stylistic clarity. De-
gree of understanding of the sociolect of the
translation. Y

• P15 - I think both automatic evaluation and
human evaluation are essential. Automatic
evaluation should be performed with a suffi-
ciently large sample using one or more SOTA
metrics. Human evaluation should be per-
formed in a platform that facilitate scoring
with a clean interface and should mimic as
much as possible the working environment of
a translator.

• P16 - For an evaluation to be comprehen-
sive, it should cover the multiple dimen-
sions involved in the adequacy of the system,
from technical aspects (training data, speed,
pricing, pollution...) and linguistic (accu-
racy, fluency, grammaticality, contextual ad-
equacy...) to the user experience (perception,
use, ethics...).

• P17 - Evaluation based on both automatic
scores and human judgement, as well as
investigations into how well they correlate.
Comprehensive human evaluation should in-
clude error annotation using an error typology
such as MQM, ranking tasks and post-editing.

• P18 - Combination of state-of-the-art auto-
matic metrics and human evaluation, includ-
ing inter-annotator agreement.

• P19 - Beyond the above (usability, context,
ethics, multimodality): adequacy metrics,
quality-level differentiation, workflow inte-
grability, data transparency

• P20 - Actually, DQF-MQM is a good exam-
ple of a comprehensive evaluation of MT sys-
tem.

• P21 - Accuracy and fluency are basic metrics,
but the former especially needs to be mea-
sured at document level. Appropriate termi-
nology is vital for most domains. Outputs
need to be vetted for unwanted bias. Literary
and other creative texts require other criteria
to be used (e.g. creativity, appropriateness of
fictive dialogue, etc.).

• P22 - biases - user experience - no hallucina-
tions - Skopos

• P23 - - The basic fluency and adequacy cri-
teria - Is the information usable for specific
contexts. It seems that most evaluation fo-
cuses solely on linguistic quality, but it would
be important to also evaluate whether raw MT
is usable in some situations. For example,
is the information patent or law profession-
als get from raw MT sufficient for them mak-
ing judgments about the importance and rele-
vance of that information? This is a common
and growing use case, but I haven’t seen much
research that tests its viability
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Abstract

Translation quality and its assessment are
of great importance in the context of hu-
man as well as machine translation. Meth-
ods range from human annotation and as-
sessment to quality metrics and estima-
tion, where the former are rather time-
consuming. Furthermore, assessing trans-
lation quality is a subjective process. Best-
Worst Scaling (BWS) represents a time-
efficient annotation method to obtain sub-
jective preferences, the best and the worst
in a given set and their ratings. In this pa-
per, we propose to use BWS for a compar-
ative translation quality assessment of one
human and three machine translations to
German of the same source text in English.
As a result, ten participants with a transla-
tion background selected the human trans-
lation most frequently and rated it overall
as best closely followed by DeepL. Partic-
ipants showed an overall positive attitude
towards this assessment method.

1 Introduction

Human and machine translation quality and their
assessment have been of importance in research
and industry alike (Harris et al., 2016). Differ-
ent concepts in the field of translation studies in-
clude those focusing on preserving the purpose of
the source text in the translation, such as the Sko-
pos theory (Reiss and Vermeer, 1984), on the tar-
get text as central point in the analysis of quality as
Ammann (1990), or on pragmatic aspects of trans-
lation as House (2015).

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

Quality Assessment (QA) approaches in the
field of Machine Translation (MT) include QA
frameworks for assessment by humans and by ma-
chines. Very well-known automated metrics that
compare candidate translations to reference trans-
lations are, for example, BLEU (Papineni et al.,
2002), NIST (Doddington, 2002), and METEOR
(Banerjee and Lavie, 2005). MT Quality Estima-
tion (Specia and Shah, 2018) represents a fairly
new approach that instead of using reference trans-
lations trains machine learning models to predict
the output quality of a specific MT system. Human
assessment of machine translation consists of hu-
man ranking (Macháček and Bojar, 2013), overall
assessment (Bojar et al., 2017) or error classifica-
tion (Popović, 2018) and is generally considered
subjective, time-consuming and therefore expen-
sive.

Best-Worst Scaling (BWS) (Louviere and
Woodworth, 1990) is an annotation method that
addresses these limitations, since it allows for sub-
jective and time-efficient annotations. Annotators
are provided with n items in a set and are asked
to select the best and the worst items from the
set. With a set of four items, this simultaneously
leads to a ranking with one clear best item, two
that are better than the fourth, and a fourth worst
item. BWS has successfully been applied to anno-
tating emotion intensities (Mohammad and Bravo-
Marquez, 2017), evaluating stakeholder priorities
in health matters (Hollin et al., 2022), assessing
consumer preferences in wine attributes (Stanco et
al., 2020), among many other application scenar-
ios. BWS has also been applied to assess gender-
fair language strategy preferences in translation
(Paolucci et al., 2023). However, to the best of
our knowledge, comparative translation quality as-
sessment with BWS has not been proposed before.
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In this paper, we propose a comparative analysis
of five sets of four German translations of the same
English source text, one human and three machine
translations from Google Translate, DeepL and
Microsoft Bing Translator. Ten master students of
translation studies or multilingual technologies se-
lected the best and the worst option from the set
and rated the best from +4 to 0 and the worst from
0 to -4 in an online survey. This rating provides
an overall score for each translation method, but
also allows for a more detailed analysis on how
high or low each method is assessed. In contrast
to ranking, e.g. Bojar et al. (2013), not each trans-
lation needs to be annotated with a rank label for
each set, but only the best and the worst. Fur-
thermore, the agreement between choices and rat-
ings can be directly assessed without having to cal-
culate an inter-annotator agreement. The transla-
tions were selected across domains and consisted
of one paragraph from non-fiction books, which
required a comparatively low level of domain ex-
pertise from participants. In addition, participants
were invited to leave comments on each set in free
text fields and evaluate the overall method at the
end of the survey. The results showed an overall
positive attitude towards BWS. Since translation
quality assessment by humans in itself is rather
subjective, we believe that BWS provides a viable,
time-efficient and easy to implement alternative for
comparing translations, which can be a compari-
son of MT systems, of human translations, or, as
in this case study, to compare both.

2 Preliminaries

As a basis for the study presented below, we pro-
vide an exemplary overview of selected work on
MT quality assessment as well as combined as-
sessment of human and machine translation, with
no claims regarding completeness. In addition, we
will briefly introduce the concept of BWS and typ-
ical use cases.

2.1 Translation Quality Evaluation

The evaluation of translation quality has received
much attention in translation studies and is a topic
that is open for debate. Proposed methods to qual-
ity analysis range from source-oriented function-
alist approaches (Reiss and Vermeer, 1984; Nord,
1997) to target-text quality analysis, e.g. Am-
mann (1990), a focus on pragmatic aspects, e.g.
House (2015), and analysis based on comprehen-

sibility dimensions (Göpferich, 2008). A com-
mon denominator for translation quality in trans-
lation studies and machine translation are the con-
cepts of the source text-focused adequacy or accu-
racy and the target text-focused fluency (Castilho
et al., 2018). The Multidimensional Quality Metric
(MQM) (Lommel et al., 2014) proposes a frame-
work for translation quality evaluation to be ap-
plicable to human and machine translation alike.
To this end, a catalogue of known quality issues
that can be used as an error typology is presented.
Another similar error typology that also considers
automation was proposed by Popović (2018). As
a mid-way between error classification and overall
rating or ranking, Popović (2020) propose to mark
all words, phrases, and sentences of a target text
that are problematic in terms of comprehensibility
and adequacy.

Well-known automated metrics to evaluate ma-
chine translation are BLEU (Papineni et al., 2002),
NIST (Doddington, 2002), and METEOR (Baner-
jee and Lavie, 2005), which rely on existing refer-
ence translations. In order to avoid having to use
reference translations, the idea of Machine Trans-
lation Quality Estimation (MTQE) (e.g. Specia
and Shah (2018)) was proposed, in which machine
learning models are trained to predict the transla-
tion quality of MT models. For instance, COMET
(Rei et al., 2020) takes the source text into account
in training a multilingual MT evaluation model and
seeks to assimilate human rankings. Toral and
Way (2018) used both BLEU as well as human
assessment. In a similar fashion, Webster et al.
(2020) compared English to Dutch literary trans-
lations by humans and the NMT-based systems
Google Translate and DeepL, assessing them us-
ing manual annotation as well as different metrics
in order to get insights into lexical richness, co-
hesion, syntactic and stylistic parameters. They
found NMT to follow the sentence structure of the
source text more closely and that human transla-
tion tends to have more lexical richness and local
cohesion. Several others (Ortiz-Boix and Mata-
mala, 2017; Jia et al., 2019) focus on comparing
human translations to post-edited MT output or on
the influence of machine translation errors or qual-
ity on post-editing effort and performance (Carl
and Báez, 2019; Munkova et al., 2021).

Approaches to quality evaluation that are closest
to BWS relate to ranking and rating of translations.
In the Workshop on Machine Translation (WMT)
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starting from 2013 (Macháček and Bojar, 2013;
Bojar et al., 2013) five different machine transla-
tions with 30 or less words for one source text were
humanly ranked relative to each other, allowing for
ties in rank. These collected rank labels were then
used to assign an overall score to each MT system.
In 2017 (Bojar et al., 2017), moved from pair-wise
ranking to direct assessment of one machine trans-
lation with a reference translation on a 0-100 rat-
ing scale by means of crowd-sourcing. The yearly
collocated WMT Metrics Shared Task (Freitag et
al., 2023) asked professional annotators to label
problematic sequences with an MQM error cate-
gory and severity to be compared with automated
evaluation metrics and approaches. With BWS an-
notators only select the best and the worst trans-
lation from a set instead of assigning error cate-
gories, rank labels or scores to all translations. Fur-
thermore, there is no need to additionally calculate
inter-annotator agreements, since both the annota-
tor’s choices and numbers assigned to the best and
the worst options allow for a direct comparison of
translations/systems, especially given the negative
scores for worst translations. In other words, the
method as such is designed to provide a compara-
tive score between translations and annotators as a
result across all sets.

2.2 Best-Worst Scaling

BWS(Louviere and Woodworth, 1990; Louviere
et al., 2015) was developed by Louviere in the
1980s for measuring a list of objects by divid-
ing them into subsets, which are measured on one
or more underlying, latent, subjective scales by
selecting the best and worst option of each set
(Louviere et al., 2015), allowing for comparative
rating. Its underlying concept is random utility
theory (RUT) (Thurstone, 1927), which assumes
that humans are rational decision-makers trying to
maximize utility when making choices (Cascetta,
2009), but acknowledges that the utilities have a
random component (Louviere et al., 2015). Orig-
inally applied mostly in the field of psychology,
BWS has been used in different fields, such as
health, agriculture, environment, business, linguis-
tics, transportation, and other fields, within the last
two decades (Schuster et al., 2024). In the con-
text of translation, Balducci Paolucci et al. (2023)
conducted a case study focusing on gender-fair
language in translation from English to German,
using BWS and a Likert scale in order to evalu-

ate preferences of specific gender-fair translation
strategies. To the best of our knowledge, the pro-
posed study is the first to use BWS for assessing
human and machine translation quality in compar-
ison.

3 Method

In order to assess the translation quality of differ-
ent machine translation systems as well as human
translation, a combination of two methods for mea-
suring subjective assessment was used: Best-Worst
Scaling (BWS) and a Likert scale. BWS (Lou-
viere et al., 2015) was used to select the subjec-
tively best and worst translation, whereas the Lik-
ert scale (Likert, 1932) was used to rate the quality
of the selected best and worst translations. These
methods were used jointly in order to not only rate
whether a specific translation was perceived to be
the best or worst of a set, but also how high or low
the selected translations are rated.

3.1 Text Selection

Five original English text passages of non-fiction
books as well as their officially published human
translations were selected for the case study, in
order to guarantee having a good quality human
translation as well as texts on different, slightly
specific, non-fiction topics, which are history, pol-
itics, finance, biology, and physics. The selected
texts were taken from the following books:

• Set 1, History: Queen of our Time: The
Life of Elizabeth II by Robert Hardman (Pan
Macmillan, 2022)

• Set 2, Politics: A Promised Land by Barack
Obama (Penguin Books, 2020)

• Set 3, Finance: Bitcoin for Dummies by Peter
Kent and Tyler Bain (Wiley, 2023)

• Set 4, Biology: Seven and a Half Lessons
about the Brain by Lisa Feldman Barrett
(HarperCollins, 2020)

• Set 5, Physics: Quantum Physics for Dum-
mies by Steve Holzner (Wiley, 2013)

Each of the English text passages consists of one
to three sentences. The length of the original texts
ranges from 31 to 41 words and from 197 to 270
characters. The statistics on the words and charac-
ters per text and translation are shown in Table 1.
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Set W EN C EN W HT C HT W GT C GT W DL C DL W BT C BT
1 36 197 38 262 37 251 36 252 34 235
2 46 270 47 345 45 326 45 328 44 317
3 31 206 31 241 35 247 35 249 35 247
4 38 217 52 333 37 261 41 265 38 262
5 46 268 47 329 42 282 42 292 45 299

Table 1: Counts of Words (W) and Characters (C) for the source texts (EN) and the translations by a human (HT), Google
Translate (GT), DeepL (DL), and Microsoft Bing Translator (BT)

3.2 Translation Selection

As human translation for each of the texts, the pub-
lished translation of the books was used. With the
exception of Quantum Physics for Dummies, for
each of the books, only one German translation
has been published so far, namely Queen of our
Times: Das Leben von Elizabeth II (Bastei En-
tertainment, 2022); Ein verheißenes Land (Pen-
guin Verlag, 2020); Bitcoin für Dummies (Wi-
ley, 2023); and Siebeneinhalb Lektionen über das
Gehirn (Rowohlt, 2023). For the book with mul-
tiple translations the 3rd edition of the book pub-
lished in 2020, i.e. Quantenmechanik für Dummies
(Wiley, 2020), was selected.

For the MT examples, the NMT systems Google
Translate1, DeepL Translate2, and Microsoft Bing
Translator3 were selected due to their wide usage,
popularity, free availability and ease of access.

3.3 Participant Selection

Major criteria for participant selection were a
background in translation studies and a very good
command of the English and German language.
These language skills are required because the En-
glish source texts were displayed alongside the
German translations in this survey. The selected
participants are considered expert annotators in
comparison to annotators of other ranking or rating
methods that were based on crowd-sourcing (Bo-
jar et al., 2013) or language proficiency (Freitag et
al., 2023) without necessarily a professional back-
ground in translation, however, the participants se-
lected were no domain experts. The target group
consisted of experienced master’s students in their
last year of studies. Participants who are currently
enrolled in a more technical translation master’s
program, were expected to have a bachelor’s de-
gree in translation studies.

1https://translate.google.com
2https://www.deepl.com/translator
3https://www.bing.com/translator

3.4 Survey Design
After an introductory description of the survey and
some general demographic questions and ques-
tions on the background/education of the partici-
pants, the survey also comprised some questions
on MT background and use of the participants.
The entire survey including the source text and
translations can be found in Appendix A. The tool
Questionstar4 was used for conducting the survey.

Before starting the main part of the survey, par-
ticipants were shown a short explanation of BWS
and an example of how to rate the selected options.
The major part of the survey consisted of five sets
of each a source text in English and its four trans-
lations to German. Participants were asked to rate
the best selected option on a scale from 4 (highest
score) to 0 (lowest score) and the worst from from
0 (highest score) to -4 (lowest score). Additionally,
participants were invited to provide comments on
their choices or the text/translations in a free text
field.

The four different translations of the texts were
arranged in different order in each set. Reorder-
ing translation options between sets is necessary
for three main reasons: (1) ensure that participants
are not inadvertently biased towards selecting spe-
cific options due to translation patterns of individ-
ual MT systems, (2) ensure that participants make
a reflected choice and not randomly select options,
e.g. always first as best and second as worst, and
(3) make it harder to be biased by trying to sin-
gle out a specific choice, which in this case study
is the one human translation. The second reason
is one very commonly applied for these types of
surveys to allow researchers to single out partic-
ipants that simply click through the sets, without
taking the survey seriously. As regards the third
reason, the reordering makes sure that participants
are not biased towards always selecting the one op-
tion where the human translation supposedly is as
4https://www.questionstar.de
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best. This reordering was done using all 24 possi-
ble different variations of combining four systems
(permutations), reordering them using the RAND
function in Excel and selecting the first 5 instances
for Set 1 to 5. The order per set is shown in Table
2. The order was the same for all participants.

In the last section of the questionnaire, partici-
pants were asked about the difficulty of selecting
the best respectively the worst translation, for their
overall opinion on this method for translation qual-
ity assessment, for their experience in assessing
translation quality, and for any further comments
they would like to share.

In order to evaluate the survey design and mea-
sure the approximate completion duration, a PhD
student of translation studies was invited to pilot
the survey. Especially the length of the chosen
texts and their translations are an important factor
in the design, since cognitive and temporal over-
load of participants are to be avoided. The pi-
lot study resulted in an estimated duration of 35
minutes and no negative feedback regarding text
length, survey length, or clarity of instructions.

3.5 Analysis

The numeric BWS ratings are summed up by trans-
lation option across all sets and all participants and
divided by the number of times the item was se-
lected and rated. This provides one overall score
for all translation options. Furthermore, the num-
ber of times an option was selected at all, as best,
and as worst are analyzed and presented. While
theoretically it could happen that one option is
never selected in the entire survey, this is practi-
cally unlikely. However, should this be the case,
then the option is considered neither the best nor
the worst and results in a score of zero. Addition-
ally, all free text comments, demographic data and
other answers were analyzed.

4 Results

In this section, the participants’ profiles, their
BWS ratings for the five sets of translations as well
as the corresponding Likert scale ratings will be
presented, followed by an analysis of the free text
answers and experience with the BWS method. In
total, the overall completion time for the entire sur-
vey ranged between 20 and 35 minutes.

4.1 Participants

Out of the ten participants, nine identified as fe-
male and one as male; 30% are between 18 and 24
years old, 60% are between 24 and 34 years old,
and one person is between 35 and 44 years old.
All of them had a bachelor’s degree as the high-
est completed degree, 90% in translation studies
and 10% in romance studies. Asked to rate their
proficiency in English according to the Common
European Framework of Reference for Languages
(CEFR), seven candidates selected C2, two can-
didates C1, and one candidate B2. In addition,
they had to rate their proficiency in German ac-
cording to the CEFR, for which eight candidates
selected C2, one C1, and one B2. The expected
level of German proficiency for this degree pro-
gram is C1 (CEFR). Therefore, all candidates have
a sufficiently high command of English and Ger-
man and an education related to languages. This
is important, since the survey showed the English
source texts alongside the German translations. In
addition, nine out of ten participants indicated to
have some translation experience and the remain-
ing person to have more than 8 years translation
experience.

To complement the profiles, the candidates were
asked regarding their use of MT tools. Two candi-
dates indicated to use it once a month, seven sev-
eral times per week, and one person daily. Regard-
ing the purpose of the use of MT, the selected op-
tions were privately (5), work other than profes-
sional translation (7), work for professional trans-
lation (3). For this question, more than one op-
tion could be selected. When asked to indicate
whether they have a preferred MT system and if so,
which one(s), eight participants mentioned DeepL,
one person DeepL and Google Translate, and one
person Google Translate. The overall satisfaction
with MT quality was indicated as very satisfied (2),
somewhat satisfied (6), and neither satisfied nor
not satisfied (2). The options not very or not at
all satisfied were not selected.

4.2 BWS Ratings

From the four translations across five texts, each
translation method was selected more than once
as best or worst. Table 3 shows the overall av-
eraged and summed ratings and total number of
times each translation method was selected. The
best summed rating was attributed to the human
translation with 33 points from the Likert scale
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Set Option 1 Option 2 Option 3 Option 4
1 BT HT DL GT
2 GT HT BT DL
3 HT BT DL GT
4 DL HT BT GT
5 HT DL BT GT

Table 2: Order of translations per set

across all sets and participants, closely followed
by DeepL with 25. The Microsoft Bing Translator
and Google Translation were mostly rated nega-
tively, resulting in a score of -20 for the former and
-25 for the latter ranked in the overall last place. As
can be seen from the detailed BWS rating results
in Table 4, this last position and worst result can be
attributed to a collective choice as worst translation
by all 10 participants and a very negative score on
the Likert scale in Set 2 on politics and an over-
all low selection rate in other sets (see Table 3).
Even the overall best option of human translations
was assigned a number of negative ratings across
sets, but still achieved enough positive selections
and ratings in total to result as best option. It is the
overall number of times the option was selected
as best/worst and scored highly/poorly that finally
counts.

The average rating in Table 3 is calculated as
the sum of the positive and negative ratings di-
vided by the total number of times the transla-
tion method was selected. The average rating for
DeepL amounted to 1.04, being slightly higher
than the human translation (0.89), while the av-
erage ratings for Google Translate (-1.25) and
Microsoft Bing Translator (-1.05) were negative.
Overall, human translations were selected as the
best version 24 times, i.e., in 48% of all cases,
whereas the translations by DeepL were selected
as best in 30% of all cases. Google Translate and
Microsoft Bing Translator clearly lagged behind.
While the former was selected more frequently as
best and less frequently as worst than the latter, the
scores associated with both options still made the
former the overall worst option across sets and do-
mains.

The detailed results of the combined BWS &
Likert Scale ratings for each participant and each
translation output are shown in Table 4. Each of
the ten participants rated one of the four presented
translations per set as best and one as worst, result-
ing in a total of 50 selections for each best (rated

from 4 highest score to 0 lowest score) and worst
(rated from 0 highest score to -4 lowest score).
Positive ratings are highlighted in green, negative
ones in red, and “neutral” ones in gray. In addi-
tion, the overall results are color-coded according
to the source of the translation, i.e. whether it is
human translation or produced by Google Trans-
late, DeepL Translate, or Microsoft Bing Transla-
tor.

As shown in Table 4, the human translations
(HT) are selected as best option in three sets on
history, politics, and biology, as among the worst
in Set 3 on finance, and as clearly the worst in Set
5 on physics. The translation output of DeepL re-
ceives an overall positive evaluation in four out of
five sets, were only Set 4 in biology results in a fi-
nally negative rating. In Set 4 on biology 70% of
the participants selected it as the worst option. As
regards Microsoft Bing Translator, it is evident that
it was the least selected best or worst option in to-
tal with 19 selections, where Google Translate ob-
tained only one more selection with a total of 20.
Both obtained very negative ratings in one set, Set
1 for the former and Set 2 for the latter. Interest-
ingly BT is the only option not to be selected at all
in one set. It can be seen from these results that it is
not only the number of times a translation mode is
being selected, but also the exact scores associated
with a translation. A translation selected consid-
erably less frequently than the human translation
(37 times as opposed to 24 times) can still obtain
rather positive results if the individually, per-set at-
tributed scores are overall more positive.

4.3 Ratings & Participant Comments per Set

The full source texts and the translations are pro-
vided as part of the survey shown in Appendix A.
For each individual set participants had the option
to comment on their choices of best and worst as
well as their evaluations of the translations in a
free-text field. For Set 1 on history, a paragraph
describing the role of the Lord Chamberlain in the
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HT GT DL BT
Sum Rating 33 -25 25 -20
Avg. Rating 0.89 -1.25 1.04 -1.05

Sum Rating without Set 3 36 -22 10 -17
Times Selected Best 24 (48%) 7 (14%) 15 (30%) 4 (8%)

Times Selected Worst 13 (26%) 13 (26%) 9 (18%) 15 (30%)
Total Selected 37 20 24 19

Table 3: Average, summed and total BWS rating results

Set 1 (History) Set 2 (Politics) Set 3 (Finance) Set 4 (Biology) Set 5 (Physics)
Target 1.1 1.2 1.3 1.4 2.1 2.2 2.3 2.4 3.1 3.2 3.3 3.4 4.1 4.2 4.3 4.4 5.1 5.2 5.3 5.4
Mode BT HT DL GT GT HT BT DL HT BT DL GT DL HT BT GT HT DL BT GT

P1 -3 2 -3 3 2 -3 -2 2 1 -2
P2 2 -1 -3 1 3 -1 -4 3 -1 3
P3 -2 1 -2 2 -3 1 4 -4 3 -1
P4 -2 3 -4 4 -3 2 -4 3 -2 2
P5 -3 3 -4 3 -2 2 -2 3 -3 4
P6 0 2 -4 3 2 0 0 0 -4 3
P7 -1 3 -4 3 -1 3 -2 3 3 -1
P8 -3 3 -4 4 -1 4 -1 4 -4 4
P9 -2 3 -4 4 -1 3 -2 3 -2 4
P10 -4 3 -4 2 2 -3 -3 2 -1 1
Sum -20 15 5 4 -36 22 0 7 -3 -3 15 -3 -15 11 0 7 -12 13 3 3
Best 0 6 2 2 0 8 0 2 3 1 6 0 0 6 1 3 1 5 2 2

Worst 9 0 0 1 10 0 0 0 5 4 0 1 7 2 1 0 6 2 1 1

Table 4: Detailed BWS rating results per participant, strategy, and text (HT = Human Translation, GT = Google Translate, DL
= DeepL Translate, BT = Microsoft Bing Translator)

Royal Household, was selected. As shown in Ta-
ble 4, the translation rated as best most often and
receiving the best ratings, is the human translation,
whereas the translation by Microsoft Bing Transla-
tor is chosen as worst most often and receives the
worst rating. The trickiest part of the paragraph for
translation was the half-sentence in brackets after
describing the Lord Chamberlain as a chairman,
saying “it has yet to be a woman”. The human
translator opted for translating this as “eine Frau
konnte sich für dieses Amt noch nicht durchset-
zen” (so far no woman has not yet been able to win
this office), whereas the translation by Microsoft
Bing Translator reads “es ist noch keine Frau”
(it is not yet a woman), the one by DeepL “eine
Frau hat es noch nicht gegeben” (there has not yet
been a woman), and the one by Google Translate
“eine Frau ist es bisher noch nicht” (it is not yet
a woman). In evaluating the comments, it turned
out that this half-sentence was the crucial reason
for participants to select HT as the best and BT as
the worst option. Other comments reflected on the
different translations for “non-executive”, arguing
that “nicht geschäftsführend” sounds more natu-
ral than “nicht-exekutiv” and the translations for
“Royal Household”, with participants expressing
differing opinions on translating it as “königlicher
Haushalt” or “Königshaus”.

The paragraph selected for Set 2 on politics

is written by Barack Obama describing how his
interest in books provided him with knowledge
helping him during high school and college. For
this set too, the human translation gets the high-
est overall ratings (22) and is selected as best op-
tion and GT as the worst. The most challeng-
ing part of this paragraph according to partici-
pants’ comments should be at the end of the sen-
tence, when he refers to “bull sessions”, i.e., in-
formal talks/discussions. While all MT systems
translate this literally as “Bullensitzungen”, the
human translator uses “Diskussionsrunden” (dis-
cussion group meetings). Other than that, the
most apparent difference between the translation
by Google Translate and all other options com-
mented on by most participants is a problem in au-
thenticity and fluency, with changes in the word or-
der contributing grammatical issues, which finally
result in its overall selection as worst translation.

For Set 3 on finance, the selected paragraph
is a fairly general one about the influence of the
launch of Bitcoin on blockchain and cryptocur-
rency. For this set, the translations produced by
Google Translate and Microsoft Bing Translator
were exactly the same, so strictly speaking in
this set only three different translations were com-
pared. If these two identical translations were
counted as one, the summed rating would be -6,
once selected as best and 5 times as worst. These
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should have clearly been eliminated/changed by
the researchers before distributing the survey. In-
terestingly, the translation by DeepL, which dif-
fers only slightly from the ones by the two men-
tioned above, was rated as the best 6 times. The
overall rating for the human translation in this set
is negative (-3) and it was chosen as worst option
by 5 participants. Most of the participants men-
tioned deciding for best and worst either due to
the first sentence or due to the ending. Four of
the six participants who selected DeepL’s transla-
tion commented that their choice was because they
liked how the first sentence was phrased, which
is “im Bereich Blockchain und Kryptowährung”
(in the field of blockchain and cryptocurrency),
which no other version used. Four out of the
five participants who chose the human translation
as the worst option, commented that they did not
like the last sentence of the text, i.e., the com-
bination of “Achtung” (Attention) followed by a
comma and ending the sentence with an exclama-
tion mark. All of these make it sound more collo-
quial in German than the English source, and one
person commented that they did not like the ad-
dition of the word “wahre” (actual) to the “rev-
olution” in the first sentence of the human trans-
lation, as this changes the tone of the sentence.
Some participants commented that they would pre-
fer “Achtung” to the wording used by all three MT
systems “seien Sie gewarnt” (be warned).

The paragraph in Set 4 on biology compares en-
ergy efficiency to a financial budget. The human
translation is selected as best translation 6 times.
The Google Translate version has been selected
as best three times with a total rating of 7. The
translation produced by DeepL with a total rating
of -15 is selected as worst most often (6 times).
One specificity of the results for this set is that
P6 chose HT as best and DL as worst, but rated
them both with “0”, which indicates that for this
participant neither of the translations was particu-
larly good or bad. Interestingly, for this set sev-
eral participants commented that deciding on the
best and worst translations is difficult without the
context or information on the use case, as the hu-
man translation is translated much more loosely
than the others. Those who selected the transla-
tion by DeepL as worst, commented that it is either
not coherent or incomprehensible, hard to read,
or sounds artificial. The most challenging part of
this paragraph was the second half of the last sen-

tence, i.e. “tracks resources like water, salt, and
glucose as you gain and lose them.” As one par-
ticipant phrased it, the wording DeepL used “wie
Sie zu- und abnehmen” in German sounds as if
referring to gaining and losing weight. The par-
ticipants who chose the human translation as the
best version commented that it sounded most nat-
ural, was easy to understand, and translated in a
creative and not too literal way. One participant
who selected the human translation as worst com-
mented that, depending on the context, this trans-
lation could also be the best translation, but that
without context they do not perceive it as faithful
to the source text enough.

The paragraph selected for Set 5 on physics was
concerned with black bodies and the spectrum of
light emitted by them. The human translation was
clearly rated worst for this set with a total rat-
ing of -12 and the translation by DeepL clearly
rated best with an overall rating of 13. With this
set, several participants who selected the human
translation as worst mentioned that they did not
like that instead of opting for the literal transla-
tion of the field “physics” it was translated as “die
Physiker” (the physicists), which is not only less
general than the field but also adds a masculine
gender in German. It was also criticized that in
the human translation the word “sogenannten” (so-
called) was added. However, one participant who
chose the human translation as worst argued that
the line between best and worst translation was
very thin in this case. The arguments for selecting
the translation by DeepL as the best one were that
it translates “physics” literally while being most
fluent, adding no additional words, and being most
appropriate and straightforward.

4.4 General Comments by Participants

At the end of the questionnaire the participants
were asked about how easy/difficult they found se-
lecting and rating the best and worst translations
overall. The selected options for the degree of
difficulty to select the best translation were some-
what easy (4), neutral (1), somewhat difficult (4)
and very difficult (1). Rating the difficulty of the
best translation per set was judged to be somewhat
easy by two participants and somewhat difficult by
eight, so the big majority found it to be more dif-
ficult to rate than to select the best option. Select-
ing the worst translation was found to be very easy
(3), somewhat easy (3), neutral (1), somewhat dif-
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ficult (2), and very difficult (1). Rating the transla-
tion selected as worst was considered to be some-
what easy by four participants, neutral by three,
and somewhat difficult by three.

Participants’ free-text comments on the com-
parative approach of BWS for choosing the best
and worst translation were mostly positive. Only
one participant mentioned that the approach does
not allow for assessing the options regarding more
than one dimension making the approach much
more subjective. Overall, the approach was found
to be a promising and interesting approach and
useful for translation quality assessment. Accord-
ing to the participants, the availability of differ-
ent solutions make you aware of several ideas you
would not have considered on your own. Also, it
was commented that finding the worst option was
easiest and finding the best option much harder,
but all in all assessment was easier with more op-
tions than having to grade one option would be, al-
though sometimes the best option might have been
a combination of several of the available options.
It was also commented that in some sets context
was missing and might have changed the outcome.

Regarding their experience with assessing (hu-
man or machine) translation quality, one partici-
pant indicated having used the MQM error typol-
ogy and one participant having used the MQM-
DQA metrics before. Three participants indicated
that they do translation quality assessment to a cer-
tain degree in translation classes. Several indicated
to use some sort of quality assessment on MT or
comparing different alternatives for translations of
specific sentence parts before deciding which one
to use. Participants further indicated that transla-
tion quality assessment is fairly subjective except
when there are indisputable errors, but also stress-
ful and tiring in general.

General comments on the survey included that
the difficulty of selecting and rating the best and
worst translations differed for the sets, which is
why it would have been better to have the ques-
tions on the difficulty for each set rather than in
general at the end. Two participants commented
that they assume that one of the translations was
always human, which they attributed to the fact
that it was less faithful/close to the original, argu-
ing that more context would be needed for more
reliable decision-making. Since the instructions
explicitly stated that the comparison was between
human and machine translations, it could be that

the one human translation included per set stood
out so clearly that this fact became evident to these
participants or that this was the expectation by the
participants.

5 Discussion

The major objective of the proposed study was
to evaluate whether the method of BWS can ef-
fectively be applied to a comparative analysis of
translation by humans and/or machines. The pur-
pose of this case study was also to show that this
method directly leads to a comparative result with-
out the need of any further inter-annotator agree-
ment calculations or scoring methods of the indi-
vidual participating translation modes. Overall, it
can be stated that the results show a very clear pref-
erence for human translations and DeepL from the
set of selected MT systems. While a particularly
unpopular result for a single set can influence the
overall rating, the trends for the participating trans-
lation modes are still clearly visible from the final
overall results. The one extremely negative rating
for Google Translate and Microsoft Bing Trans-
lator might have contributed to the overall nega-
tive rating, however, the fact that both were not se-
lected as often as the other modes contributed just
as much. This statement can be particularly rein-
forced by the fact that also the human translations
ranged among the worst for particular sets. Thus,
even though individual sets might influence the fi-
nal result, the overall tendency of being a viable or
less preferable translation option can be deduced
from the results. The decision to indicate to par-
ticipants that there is a direct comparison between
different translation modes, i.e., human and ma-
chine translation, is entirely open for the proposed
method and could easily be adapted.

Human translations were overall selected and
rated as the best option, however, it should be
noted that each set contained a translation by a
different professional translator. This can partic-
ularly be noticed by the strong differences in rat-
ings across the sets, which, however, could have
been the case with the same human translators for
each set. Nevertheless, in future work, it would
be interesting to repeat the experiment with human
translations from a single professional translator or
maybe even two human translations in the individ-
ual sets, restricting the number of domains to spe-
cific sets of expertise.

BWS is considered a perfectly equipped annota-
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tion or prioritization method of subjective nature,
which means each person can take a subjective de-
cision. Nevertheless, the overall results return ten-
dencies, especially for translation quality, where
at times the selection corresponds to a 100%. As
indicated by the comments of the participants, a
slight variation in wording or a divergence in the
selection of just one word can already influence the
decision on whether to select a translation option
or not and as best or worst. The advantage of BWS
is that strong variations in one set still allow for a
tendency and trend in the overall results in the end.
Without any further context on the topic, partici-
pants selected translations that are more faithful to
the source text, which in many cases was one of the
MT options. As a matter of fact, the lack of con-
text is the most substantial limitation of this case
study, limited source and target texts to less than
50 words. Thus, it should be considered for future
surveys how BWS can be provided with more con-
text without risking a cognitive and temporal over-
load of participants. As a method, it still provides
a viable alternative to direct assessment with refer-
ence translations and ranking methods, especially
considering the number of helpful comments left
for this case study.

In terms of limitations, it has to be acknowl-
edged that the number and especially scope of
evaluated source texts and translations is strongly
limited. Only five sets of individual paragraphs
were evaluated in this study. In addition, only the
language combination of translating from English
to German was considered, which is in favor of
training settings of major MT systems. Further-
more, the number of participants was limited to
10. While this is a small number, it, however,
shows that BWS is adequate for different sizes of
participation numbers. In this study, the objec-
tive was less to reach a wide audience but rather
to make sure participants have a translation back-
ground and experience with quality assessment, in
order to test this novel method and to obtain feed-
back on its efficacy and user-friendliness. In this
regard, it is within human nature that it is easier to
exclude an option we clearly like least, i.e., select
the worst option, rather than identifying the best
among four options, which is indicated by the rat-
ings and comments of the participants at the end
of the survey. While in this study students with
translation backgrounds participated, it would be
interesting to repeat this study with professional

and experienced translators, in which case the do-
main should be limited to their respective exper-
tise. Nevertheless, in this case study, the level of
required expertise and technical vocabulary was
intentionally kept at a low level to facilitate par-
ticipation by language rather than domain experts.

6 Conclusion

The study showed that assessing translation quality
with BWS is an easy to implement and understand
method, which can be successfully administered
without lengthy explanations and returns interest-
ing results. The two major benefits to be expected
from BWS for translation quality assessment are
time efficiency and subjective decisions. Even
though the selected number and sizes of trans-
lations was small, the survey also only took be-
tween 20 and 35 minutes to be completed. While
each participant made individual choices for each
set, the subjective decisions still provide an over-
all tendency on which translation method and ori-
gin might be preferable for these domains and text
genres. It is interesting that in the comments par-
ticipants remarked on the fact that this is a highly
subjective exercise, which, however, when evalu-
ating the overall results is not negative. Quite to
the contrary, with BWS and the rating of each se-
lected best and worst option the results show that
an effective and consistent comparison of transla-
tion quality can be achieved with this method.

For future research we suggest using longer
texts in order to provide more context for the MT
systems, as well as to perform studies on a larger
scale and with professional translators of more ex-
perience. In addition, it would be interesting to
directly compare this quality assessment method
with previously, state-of-the-art methods related to
ranking and rating the overall quality of transla-
tion, be it machine and/or human, which is part of
our future endeavours. In addition, it is interesting
to see how this method can be applied to different
types of methods related to machine and/or human
translation, such as pre-editing, post-editing, and
specific translation strategies.
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Q1  

Dear participant, 

Thank you for participating in this study on the comparison of machine and human translations. The aim of this survey is to 
assess translation quality of translations produced by machine translation systems and human translators. 

For each example, you will be shown the English source text as well as four different translations. In a first step, please 
choose which of the four options, according to your opinion, is the best translation and which one you consider the worst 
option. You will then be asked to rate how good the best option is from 4 (highest score) to 0 (lowest score) and how bad the 
worst option is in your mind from 0 (highest score) to -4 (lowest score). Please also feel free to comment on your choice, e.g. 
why one translation is better or worse than the others in your opinion. 

Completing the survey should take approximately 20 to 25 minutes and is entirely anonymous. Please provide free text 
comments in English. Your data and the answers you provide will be recorded for scientific purposes only and analyzed and 
published anonymously. 

Thank you for participating and we hope you enjoy it! 

 

 

 

Q2  

How old are you? 

 

 18-24 years 

 25-34 years 

 35-44 years 

 45-54 years 

 55-64 years 

 Older than 65 years 

 

 

Q3  

What gender do you identify as? 

 

 Female 

 Male 

 Diverse/Non-binary 

 Prefer not to say 

 

 

Q4  
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What is the highest degree you have completed? 

 

 Bachelor's degree (BA, BSc,...) 

 Master's degree (MA, MSc,...) 

 Diploma (Mag.) 

 Doctorate (Dr., PhD) 

 Other, please specify as a comment:________________ 

 

 

Q5  

Please indicate the field in which you obtained that degree. 

 

 

 

 

Q6  

If you have a degree in translation studies/transcultural communication, please indicate your language combination. 

 

A language _______________________________________________________________ 

B language _______________________________________________________________ 

C language(s) _______________________________________________________________ 

 

 

Q7  

Please indicate your proficiency in English according to the Common European Framework of Reference for Languages 
(CEFR). 

 

 C2 - Proficient user (Mastery) 

 C1 - Proficient user (Effective operational proficiency) 

 B2 - Independent user (Vantage) 

 B1 - Independent user (Threshold) 

 A2 - Basic user (Waystage) 

 

 

Q8  
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Please indicate your proficiency in German according to the Common European Framework of Reference for Languages 
(CEFR). 

 

 C2 - Proficient user (Mastery) 

 C1 - Proficient user (Effective operational proficiency) 

 B2 - Independent user (Vantage) 

 B1 - Independent user (Threshold) 

 A2 - Basic user (Waystage) 

 

 

Q9  

How would you rate the amount of experience you have translating? 

 

 I have a lot of translation experience 

 I have some translation experience 

 I have no translation experience 

 

 

Q10  

What is your current profession? 

 

 

 

 

Q11  

How many years of professional experience in the translation sector do you have? 

 

 None 

 Up to 1 year 

 1 to 3 years 

 4 to 8 years 

 More than 8 years 

 

 

Q12  

How often do you use machine translation tools (e.g. DeepL, Google Translate, Microsoft Bing Translator, etc.)? 
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 Never 

 Up to 5 times per year 

 Once a month 

 Once per week 

 Several times per week 

 Daily 

 

 

Q13  

What do you use machine translation for? (please select all that apply) 

 

 Professional translation 

 Other work purposes 

 Privately 

 

 

Q14  

If you use MT, is there an MT system you prefer? If so, please indicate below which ones you prefer. 

 

 

 

 

Q15  

How satisfied are you with the machine translation results in general? 

 

 Very satisfied 

 Somewhat satisfied 

 Neither satisfied nor not satisfied 

 Not very satisfied 

 Not at all satisfied 

 

 

Q16  

In each of the following five sections, you will be shown a set of four German translations for one English paragraph. Please 
indicate which of the four translations - according to your opinion - is the best translation and which one the worst . You will 
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then be asked to rate the chosen options as well as to motivate your choice. Please do not select the same translation for 
best and worst option and make sure to only select one option as best and exactly one as worst, which means two options 
will remain unrated. Please find below an example of how it should be done (if there is one box selected in each of the 
columns, this is correct). 

 

 

 

 

Q17  

Set 1:  

English original: At the top of the Royal Household is the Lord Chamberlain, often likened to a non-executive chairman (it has 
yet to be a woman). He is appointed on a part-time basis to oversee the whole operation. 

 

 Best Worst 

An der Spitze des 
königlichen Haushalts 
steht der Lord 
Chamberlain, der oft mit 
einem nicht-exekutiven 
Vorsitzenden verglichen 
wird (es ist noch keine 
Frau). Er wird auf 
Teilzeitbasis ernannt, um 
den gesamten Betrieb zu 
beaufsichtigen. 

  

An der Spitze des 
Britischen Hofes steht der 
Lord Chamberlain, oft 
verglichen mit einem 
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 Best Worst 

nicht geschäftsführenden 
Vorsitzenden (eine Frau 
konnte sich für dieses 
Amt noch nicht 
durchsetzen). Er wird auf 
Teilzeitbasis eingestellt, 
um den gesamten Betrieb 
zu leiten. 

An der Spitze des 
Königshauses steht der 
Lord Chamberlain, der oft 
mit einem nicht 
geschäftsführenden 
Vorstandsvorsitzenden 
verglichen wird (eine Frau 
hat es noch nicht 
gegeben). Er wird auf 
Teilzeitbasis ernannt, um 
den gesamten Betrieb zu 
überwachen. 

  

An der Spitze des 
königlichen Haushalts 
steht der Lord 
Chamberlain, der oft mit 
einem nicht 
geschäftsführenden 
Vorsitzenden verglichen 
wird (eine Frau ist es 
bisher noch nicht). Er wird 
auf Teilzeitbasis ernannt, 
um den gesamten Betrieb 
zu überwachen. 

  

 

 

Q18  

On a scale from 0 (lowest score) to 4 (highest score) , how good would you rate the translation you selected to be the best 
one? 

 

 4 (highest score) 

 3 

 2 

 1 

 0 (lowest score) 
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Q19  

On a scale from 0 (highest score) to -4 (lowest score) , how bad would you rate the translation you selected to be the worst 
one? 

 

 0 (highest score) 

 -1 

 -2 

 -3 

 -4 (lowest score) 

 

 

Q20  

Pleasecomment on what makes the one translation the best and the other the worst in your opinion. Feel free to add any 
other commentsyou would like to share on this text or the translations. 

 

 

 

 

Q21  

Set 2:  

English original: My interest in books probably explains why I not only survived high school but arrived at Occidental College 
in 1979 with a thin but passable knowledge of political issues and a series of half-baked opinions that I’d toss out during late-
night bull sessions in the dorm. 

 

 Best Worst 

Mein Interesse an 
Büchern erklärt 
wahrscheinlich, warum 
ich nicht nur die 
Highschool überlebte, 
sondern 1979 auch mit 
einem dürftigen, aber 
passablen Wissen über 
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 Best Worst 

politische Themen und 
einer Reihe 
unausgegorener 
Meinungen, die ich 
während der nächtlichen 
Bullensitzungen von mir 
gab, am Occidental 
College ankam der 
Schlafraum. 

Mein Interesse an 
Büchern erklärt 
vermutlich, warum ich 
nicht  nur die Highschool 
überstand, sondern 1979 
beim Eintritt ins 
Occidental College über 
ein zwar dünnes, aber 
einigermaßen passables 
Politikwissen verfügte 
und ein paar halb gare 
Ansichten entwickelt 
hatte, die ich bei 
nächtlichen 
Diskussionsrunden im 
Studentenwohnheim zum 
Besten gab.  

  

Mein Interesse an 
Büchern erklärt 
wahrscheinlich, warum 
ich nicht nur die High 
School überlebte, 
sondern 1979 auch mit 
einem dünnen, aber 
passablen Wissen über 
politische Themen und 
einer Reihe von 
unausgegorenen 
Meinungen am 
Occidental College 
ankam, die ich während 
nächtlicher 
Bullensitzungen im 
Wohnheim ausstieß. 

  

Mein Interesse an 
Büchern erklärt 
wahrscheinlich, warum 
ich nicht nur die 
Highschool überlebte, 
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 Best Worst 

sondern 1979 am 
Occidental College 
ankam, mit einem 
dünnen, aber passablen 
Wissen über politische 
Themen und einer Reihe 
halbfertiger Meinungen, 
die ich während der 
nächtlichen 
Bullensitzungen im 
Studentenwohnheim in 
die Runde warf.  

 

 

Q22  

On a scale from 0 (lowest score) to 4 (highest score) , how good would you rate the translation you selected to be the best 
one? 

 

 4 (highest score) 

 3 

 2 

 1 

 0 (lowest score) 

 

 

Q23  

On a scale from 0 (highest score) to -4 (lowest score) , how bad would you rate the translation you selected to be the worst 
one? 

 

 0 (highest score) 

 -1 

 -2 

 -3 

 -4 (lowest score) 

 

 

Q24  
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Pleasecomment on what makes the one translation the best and the other the worst in your opinion. Feel free to add any 
other commentsyou would like to share on this text or the translations. 

 

 

 

 

Q25  

Set 3:  

English original: The launch of Bitcoin set off a revolution in blockchain and cryptocurrency. There are now more than 13,000 
different cryptocurrencies. (Most, be warned, are essentially valueless and will remain that way.) 

 

 Best Worst 

Der Start des Bitcoin-
Netzwerks löste eine wahre 
Blockchain- und 
Kryptowährungsrevolution 
aus. Inzwischen gibt es über 
13.000 verschiedene 
Kryptowährungen. 
(Achtung, die meisten 
davon sind im 
Wesentlichen wertlos und 
werden es auch bleiben!) 

  

Die Einführung von Bitcoin 
löste eine Revolution in der 
Blockchain und 
Kryptowährung aus. 
Mittlerweile gibt es mehr 
als 13.000 verschiedene 
Kryptowährungen. (Die 
meisten, seien Sie gewarnt, 
sind im Wesentlichen 
wertlos und werden es 
auch bleiben.)  

  

Die Einführung von Bitcoin 
löste eine Revolution im 
Bereich Blockchain und 
Kryptowährung aus. 
Inzwischen gibt es mehr als 
13.000 verschiedene 
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 Best Worst 

Kryptowährungen. (Die 
meisten, seien Sie gewarnt, 
sind im Wesentlichen 
wertlos und werden es 
auch bleiben.) 

Die Einführung von Bitcoin 
löste eine Revolution in der 
Blockchain und 
Kryptowährung aus. 
Mittlerweile gibt es mehr 
als 13.000 verschiedene 
Kryptowährungen. (Die 
meisten, seien Sie gewarnt, 
sind im Wesentlichen 
wertlos und werden es 
auch bleiben.)  

  

 

 

Q26  

On a scale from 0 (lowest score) to 4 (highest score) , how good would you rate the translation you selected to be the best 
one? 

 

 4 (highest score) 

 3 

 2 

 1 

 0 (lowest score) 

 

 

Q27  

On a scale from 0 (highest score) to -4 (lowest score) , how bad would you rate the translation you selected to be the worst 
one? 

 

 0 (highest score) 

 -1 

 -2 

 -3 

 -4 (lowest score) 
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Q28  

Pleasecomment on what makes the one translation the best and the other the worst in your opinion. Feel free to add any 
other commentsyou would like to share on this text or the translations. 

 

 

 

 

Q29  

Set 4:  

English original: You can think about energy efficiency like a budget. A financial budget tracks money as it’s earned and spent. 
A budget for your body similarly tracks resources like water, salt, and glucose as you gain and lose them. 

 

 Best Worst 

Sie können sich die 
Energieeffizienz wie ein 
Budget vorstellen. In 
einem Finanzbudget 
werden die Einnahmen 
und Ausgaben des Geldes 
erfasst. Ein Budget für 
Ihren Körper erfasst in 
ähnlicher Weise 
Ressourcen wie Wasser, 
Salz und Glukose, wie Sie 
sie zu- und abnehmen. 

  

Am besten stellen Sie sich 
die Frage der 
Energieeffizienz so vor, 
als würden Sie ein 
Haushaltsbuch führen: 
Dabei notieren Sie, wie 
viel Geld hereinkommt 
und wie viel ausgegeben 
wird. Für Ihren Körper 
heißt das, dass Sie 
Ressourcen wie Wasser, 
Salz und Glukose 
eintragen und festhalten, 
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 Best Worst 

wie viel Sie davon 
aufnehmen oder 
verbrauchen. 

Sie können sich 
Energieeffizienz wie ein 
Budget vorstellen. Ein 
Finanzbudget verfolgt, 
wie Geld verdient und 
ausgegeben wird. Ein 
Budget für Ihren Körper 
verfolgt in ähnlicher 
Weise Ressourcen wie 
Wasser, Salz und Glukose, 
während Sie sie gewinnen 
und verlieren. 

  

Sie können sich 
Energieeffizienz wie ein 
Budget vorstellen. Ein 
Finanzhaushalt erfasst das 
verdiente und 
ausgegebene Geld. Ein 
Budget für Ihren Körper 
erfasst in ähnlicher Weise 
Ressourcen wie Wasser, 
Salz und Glukose, 
während Sie diese 
aufnehmen und verlieren.  

  

 

 

Q30  

On a scale from 0 (lowest score) to 4 (highest score) , how good would you rate the translation you selected to be the best 
one? 

 

 4 (highest score) 

 3 

 2 

 1 

 0 (lowest score) 

 

 

Q31  
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On a scale from 0 (highest score) to -4 (lowest score) , how bad would you rate the translation you selected to be the worst 
one? 

 

 0 (highest score) 

 -1 

 -2 

 -3 

 -4 (lowest score) 

 

 

Q32  

Pleasecomment on what makes the one translation the best and the other the worst in your opinion. Feel free to add any 
other commentsyou would like to share on this text or the translations. 

 

 

 

 

Q33  

Set 5:  

English original: Physics in the late 19th and early 20th centuries was concerned with the spectrum of light being emitted by 
black bodies. A black body is a piece of material that radiates corresponding to its temperature — but it also absorbs and 
reflects light from its surroundings. 

 

 Best Worst 

Die Physiker 
beschäftigten sich im 
späten 19. und frühen 20. 
Jahrhundert vor allem mit 
dem Lichtspektrum, das 
von sogenannten 
schwarzen Körpern 
ausgesendet wird. Ein 
schwarzer Körper ist ein 
Stoff, der wie alle 
anderen Körper seiner 
Temperatur entsprechend 
strahlt, aber auch Licht 
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 Best Worst 

aus seiner Umgebung 
absorbiert und reflektiert. 

Die Physik des späten 19. 
und frühen 20. 
Jahrhunderts beschäftigte 
sich mit dem 
Lichtspektrum, das von 
schwarzen Körpern 
abgestrahlt wird. Ein 
schwarzer Körper ist ein 
Stück Material, das 
entsprechend seiner 
Temperatur strahlt - aber 
auch Licht aus seiner 
Umgebung absorbiert und 
reflektiert. 

  

Die Physik des späten 19. 
und frühen 20. 
Jahrhunderts beschäftigte 
sich mit dem Spektrum 
des Lichts, das von 
Schwarzen Körpern 
emittiert wird. Ein 
schwarzer Körper ist ein 
Stück Material, das 
entsprechend seiner 
Temperatur strahlt – aber 
es absorbiert und 
reflektiert auch Licht aus 
seiner Umgebung. 

  

Die Physik im späten 19. 
und frühen 20. 
Jahrhundert befasste sich 
mit dem Spektrum des 
von schwarzen Körpern 
emittierten Lichts. Ein 
schwarzer Körper ist ein 
Stück Material, das 
entsprechend seiner 
Temperatur strahlt – aber 
auch Licht aus seiner 
Umgebung absorbiert und 
reflektiert.  

  

 

 

Q34  
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On a scale from 0 (lowest score) to 4 (highest score) , how good would you rate the translation you selected to be the best 
one? 

 

 4 (highest score) 

 3 

 2 

 1 

 0 (lowest score) 

 

 

Q35  

On a scale from 0 (highest score) to -4 (lowest score) , how bad would you rate the translation you selected to be the worst 
one? 

 

 0 (highest score) 

 -1 

 -2 

 -3 

 -4 (lowest score) 

 

 

Q36  

Pleasecomment on what makes the one translation the best and the other the worst in your opinion. Feel free to add any 
other commentsyou would like to share on this text or the translations. 

 

 

 

 

Q37  

How easy/difficult was selecting the best translation in general for you? 

 

very easy somewhat easy neutral somewhat difficult very difficult 
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Q38  

How easy/difficult was rating the best translation for you? 

 

very easy somewhat easy neutral somewhat difficult very difficult 

     

 

 

Q39  

How easy/difficult was selecting the worst translation in general for you? 

 

very easy somewhat easy neutral somewhat difficult very difficult 

     

 

 

Q40  

How easy/difficult was rating the worst translation for you? 

 

very easy somewhat easy neutral somewhat difficult very difficult 

     

 

 

Q41  

What do you think about this comparative approach of picking out the best and the worst translation? 

 

 

 

 

Q42  

What is your experience with assessing (human or machine) translation quality? 
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Q43  

Was there anything about the survey you particularly liked or disliked? Please also add any other comments you would like to 
share on the topic. 

 

 

 

 

Q44  

You have reached the end of the survey. Thank you very much for taking the time to participate. Please click End in order to 
submit your responses. 

Thank you! 
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Abstract

In spite of recent successes in improving
Machine Translation (MT) quality over-
all, MT engines require a large amount
of resources, which leads to markedly
lower quality for lesser-resourced lan-
guages. This study explores the case of
translation from English into Igbo, a very
low resource language spoken by about 45
million speakers. With the aim of improv-
ing MT quality in this scenario, we inves-
tigate methods for guided detection of crit-
ical/harmful MT errors, more specifically
those caused by non-compositional multi-
word expressions and polysemy. We have
designed diagnostic tests for these cases
and applied them to collections of medical
texts from CDC, Cochrane, NCDC, NHS
and WHO.

1 Introduction

In recent years, there has been increased research
into improving the quality of machine translation
(MT) outputs (Wu et al., 2016; Hassan et al., 2018).
Evidenced by the switch from rule-based and sta-
tistical MT systems to neural MT systems, this
has led to visible improvement of MT outputs.
However, these improvements are more common
with ‘high-resourced languages’ that have suffi-
cient data resources for training MTmodels. Thus,
‘low/under-resourced languages’ like Igbo, lag be-
hind in this progress. The Igbo language (Ásusu
Ìgbò) is one of the three major languages spoken in
Nigeria, it is the native language of the Igbo peo-
ple, an ethnic group in South-Eastern Nigeria. It is
© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

also, a recognised minority language in Equatorial
Guinea and Cameroon1.
Regarding language resources, Igbo language,

for instance, has only 18,369 Wikipedia articles as
of 02 October 2023 unlike the English and French
languages that are in the top 5 languages used in
Wikipedia with 6,722,185 and 2,557,357 articles
respectively. Additionally, there are no single par-
allel corpora with Igbo language as a language
pair in Sketch Engine2 and only a few available in
OPUS3. The amount of parallel data that includes
Igbo language as one of the language pairs remains
limited. Thus, “Igbo – any language” is a low-
resource language pair.
Another critical aspect of the research into MT

output is the evaluation of MT for health domains.
This is especially important given the recent ex-
perience with the COVID-19 pandemic where the
majority of the world’s population had to be con-
fined in isolation. Prior to the COVID-19 pan-
demic, there had been calls for increased research
into translation in time of crisis championed by the
International Network on Crisis Translation.4 One
of the goals of this network was “to makemeaning-
ful and effective contributions ... that enable accu-
rate and timely translation-enabled crisis commu-
nication, with a particular focus on health-related
content”.
In crisis, access to information in one’s L1 can-

not be over-emphasized, and given the speed, cost-
effectiveness, and easy availability of MT during
crisis or in situations like the self-isolation neces-
sitated by the coronavirus pandemic, it is safe to

1https://www.africanexponent.com/8-most-spoken-local-
languages-in-africa/
2https://app.sketchengine.eu/
3https://opus.nlpl.eu/
4https://cordis.europa.eu/project/id/734211
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assume as pointed out by O’Brien (2022), that MT
would be the most logical ‘go-to’ tool for users.
This has been evidenced many times, the most re-
cent being the massive deployment of MT during
the Ukraine crisis (Cirule, 2022)
Regarding the reliability of theseMT tools, there

have been recent claims comparing MT quality to
be relatively close to human translations (Wu et
al., 2016; Hassan et al., 2018). However, there
are still some reservations on the perceived high
quality of machine translation based on some qual-
itative evaluations (Läubli et al., 2020; Wang et
al., 2021). These evaluations, which were carried
out on news texts, found that translating between
languages with varying word orders posed a chal-
lenge for machine translation systems. They also
reported MT systems’ weak error tolerance, which
makes them susceptible to inaccurate translations
due to minor punctuation or spelling errors that
might be overlooked by a human. The inability
to discern what should be emphasised or omitted;
and data sparsity in low-resource language pairs
and domains were also identified as hindrances
to human-machine parity in machine translation.
Dew et al. (2018) noted that for statistical-based
machine translation systems, language resources
matter, as they are known to perform better with
language pairs that are well represented online.
Other studies on neural machine translation sys-
tems (Lakew et al., 2018; Murthy et al., 2018;
Singh and Singh, 2022) also agree that MT qual-
ity into low-resourced languages is relatively low.
In his empirical evaluation of the quality of

machine translation of 20 phrases from English
into 107 languages, using Google Translate (GT),5
Benjamin (2019b)’s study recorded good, almost
perfect outputs for high-resourced languages and
lesser quality outputs for low-resourced languages.
For Igbo language, he reported that 47.5 per cent
of the texts were accurately translated while not-
ing that GT was able to provide fairly meaningful
translations 60 per cent of the time. Even so, his
study was on short non-ambiguous phrases of com-
mon usage.
More studies to evaluate and improve MT qual-

ity for health domain and especially into/from low-
resourced languages is therefore considered imper-
ative as the accuracy of health information received
in times of crisis is vital. Our aim here is to pro-
vide evaluation of specific phenomena for auto-

5https://translate.google.com/

matic identification of translation problems. As
such, an integral part of this research includes high-
lighting problem areas that negatively affect MT
quality of health-related texts from English – Igbo,
as this area has not yet been explored.
In our preliminary studies, we have identified

MWEs and polysemy as the most common causes
of critical errors.
Research questions:

• What proportion of critical errors can be iden-
tified via automatic detection of MWEs and
polysemy?

• What is the most appropriate granularity for
error detection: sentence, segment or full
text?

2 Related Work

Multi-Word Expressions (MWEs): Multi-
word expressions (MWEs) have been defined
by Sag et al (2002) as a combination of words
for which syntactic or semantic properties of
the whole expression cannot be obtained from
its parts. They are lexicalized combinations of
two or more words that are exceptional enough
to be considered as single units in the lexicon
(Schneider et al., 2014). Non-compositionality in
phraseology (difficulty in deriving meaning from
individual components) and non-substitutability
(components cannot be replaced with synonyms)
have been reported by Premasiri and Ranasinghe
(2022) as features of MWEs that are challenging
for NLP (Natural Language Processing).
Zaninello and Birch (2020) in evaluating the ef-

fect of annotation and data augmentation in the
English – Italian translation of MWEs in a neu-
ral machine translation system, note that for non-
compositional MWEs, the translation quality was
especially low. They report that following their
study, there is clear indication that NMT sys-
tems find it difficult to translate non-compositional
MWEs even for high-resourced languages, and that
focusing on improving MWEs in a text can not
only improve the quality of translation of MWEs
in the text but also the overall machine translation
quality. Arvi (2018) in his comparison of a rule-
based machine translation system, (SALAMA),
and Google Translate’s translations of multi-word
expressions in news texts from English – Swahili,
discovered that Salama performed better than GT
in translating MWEs. He therefore advocated the
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investment into rule-based system for translating
highly inflectional low-resourced languages, as the
rules can be adapted to similar languages and the
accuracy of the translation would not be dependent
on large parallel data.
Polysemy:Abdelaal and Alazzawie (2020) posit

that Arnold et al. (1994)’s stance that ambigu-
ity is a big challenge for MT no longer holds true
for Google Translate since its switch to a neu-
ral system. Nevertheless, Xie et al (2021) re-
port the occurrence of inconspicuous yet clinically
significant medical and health (English–Chinese)
machine translation mistakes suspected to be due
to the limited ability of current neural MT sys-
tems to correctly interpret the meaning of pol-
ysemous words. Thus, leading to an increase
in risks for end-users of machine translation sys-
tems. Meenal and Govindarajan (2023) whose re-
search was on the challenge of machine translating
polysemous words across various domains from
French–English on Google Translate, concluded
that the translations confirmed MT’s current inca-
pability to correctly translate polysemy even for a
high-resourced language pair like French and En-
glish.
The above cases show that polysemy is a chal-

lenge for MT in high-resourced languages. This is
also the case for low-resourced languages as seen
in other studies. For instance, in their evaluation of
machine translated texts into Lithuanian across two
MT systems, Google Translate and VDU, Petke-
vičiūtė and Tamulynas (2011) report that the two
systems recorded similar significant challenges in
their translation of polysemous words. Likewise,
Tudor (2017)’s research on machine translating
polysemous Croatian words into English language,
revealed a low level of translation accuracy. Ab-
dulaal (2022) also reports that polysemous words
should be considered while machine translating lit-
erary texts fromEnglish toArabic as the texts could
contain errors due to the machine translation sys-
tem’s inability to properly translate such linguistic
phenomenon.

3 Methodology

3.1 Detection of MWEs

There have been a few studies on the detection and
classification of MWEs for use in NLP. Zaninello
and Birch (2020) report that they used manually
compiled entries from a bilingual and a monolin-
gual dictionary, instead of an automatic tool to ex-

tract MWEs in order to maximise accuracy during
the extraction process. Simkó et al (2017) used
POS tagging and dependency parsing to detect ver-
bal MWEs.
For MWE identification, we treated them on the

basis of syntax. We noted that our data (see 3.3)
contained terminological units, named entities and
light verb constructions. Thus to detect and ex-
tract MWEs in our study, Spacy’s POS tagger and
dependency parser were used to identify syntactic
patterns on the texts. Due to the multi-word named
entities in the texts, we did not apply n-gram re-
strictions during the extraction process. After tag-
ging the texts, we subsequently extracted the error
bearing segments and manually tagged them as a
test set to compare Spacy’s accuracy. We deter-
mined a precision and recall score of 0.91 each,
which corresponds to Spacy’s accuracy evaluation
claim.

3.2 Detection of Polysemy
Analysis of the Corpus of Contemporary Amer-
ican English shows that most common English
words have at least two senses, which produces
50/50 odds in the possible case that the target
language uses different words for those different
senses (Benjamin, 2019a). The word “back” for
instance is reported to have 36 different senses,
multiplying its translation possibility by 36 if each
sense correlates to a different word in a target lan-
guage. There are at least 6 different translations
for “back” in Igbo (“azu”, “nkezu” “nke gara aga”,
“n’azu”, “ikwado”, “ebe azu”). Amongst these six
translations, “azu” can also mean at least 8 differ-
ent things; (back, fish, train, behind, bum, shark,
retreat, rear). Scenarios like this could lead to what
Benjamin (2019a) describes as the multiplication
effect of polysemy in translation.
To identify polysemous words in our corpus, we

used NLTK’s WordNet Interface (Miller, 1990), to
identify the number of their word senses. We also
incorporated the use of domain statistics (Hamil-
ton et al., 2016) and used Word2vec-google-news-
300 to identify the number of contexts/domains a
polysemous word can occur in. This we did to de-
termine if the number of word senses and number
of contexts a word has, affects English–Igbo MT
accuracy.

3.3 Data
We collated a total of 123 English texts, approxi-
mately 200,000words, from theUnited States Cen-
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ters for Disease Control and Prevention (CDC)6,
Cochrane7, the Nigeria Centre for Disease Control
(NCDC)8, the United Kingdom’s National Health
Service (NHS)9 and the World Health Organiza-
tion (WHO)10 websites. These texts, published be-
tween 2019 and 2022, are primarily about COVID-
19 and are either instructional or informative texts
with the exception of the Cochrane text which is
majorly professional and academic. The first phase
of this research involved a preliminary study. For
this preliminary study, we selected one text from
each source, comprising a total of 168 sentences
and 2000 words . We thereafter grouped the se-
lected data into two, considering variety in termi-
nology. Flesch reading ease score was used to as-
sess the linguistic difficulty of the English texts:
a) Reference Information texts for Health Pro-

fessionals (henceforth ‘PROF’): This text con-
tained a lot of medical terminology. The Flesch-
Kincaid score for this text is 27.2 and the Flesch-
Kincaid Grade level is 13.2, and thus classed as
very difficult to read for non-professionals. 28 of
our selected sentences had this classification.
b) Instructional and Informative texts for Pub-

lic/Patients (henceforth ‘Info’): The Flesch-
Kincaid reading ease score for this text is 57.2 and
the Flesch-Kincaid Grade level is 8.5. The text is
classed as a simple text with simple syntax. It is in-
tended to be informative for the public and there is
minimal use of highly specialised terminology and
acronyms. Some part of the text also contains in-
structions. There were 140 sentences in the “Info”
text.
Our study is based on output fromGoogle Trans-

late as in our preliminary evaluation of three MT
systems, it emerged as the best tool for the English–
Igbo language pair.
Given our aim to find which detection parame-

ters from Sections 3.1 and 3.2 provides the most
appropriate granularity for error-detection, we also
vary the window for detection from tokens to seg-
ments and to full texts. For the word-level evalu-
ation, our data contained 1490 tokens for the Info
text and 388 for the PROF text. We also divided the
texts into segments of meaning; 171 segments for
the Info text and 45 segments for the PROF text.

6https://www.cdc.gov/
7https://www.cochrane.org/
8https://ncdc.gov.ng/
9https://www.nhs.uk/
10https://www.who.int/

3.4 Annotation Guidelines and Classification
of Error Categories

Annotation guidelines were prepared to improve
uniformity of MT quality evaluation across the
texts. Given the absence of parallel data for our se-
lected texts, we human translated the selected En-
glish texts into Igbo, as a gold standard for evalua-
tion. For the error classification, we combined both
linguistic and medical errors; linguistic errors here
are errors that border on language fluency whereas
medical errors refer to errors that though being lin-
guistically fluent, contain errors that are medically
significant and can cause harm. We thus grouped
the MT errors into three error categories vis gen-
eral errors, syntactic errors and terminology errors.
So, if an error is neither a terminology nor syntac-
tic error, it is tagged as a general error. Thereafter,
if there are a lot of major and critical errors that
have been classed as general errors, the error- caus-
ing words will then be further analysed. This phase
aims to confirm Xie et al (2021)’s claim that termi-
nology is not the major challenge in machine trans-
lation of health texts and also confirm if major and
critical syntactic errors are made during English–
Igbo MT. For the three error classes, if a segment
hadmore than one error category, the category with
the higher error severity was applied.
An error penalty was also associated to each er-

ror category according to the severity of the error.
We carried out a three-level assessment scale for
this study by modelling the error severity guide-
lines described by O’Brien (2012) and Comparin
and Mendes (2017) which were adopted from the
Multidimensional Quality Metrics (MQM) frame-
work and Localization Quality Evaluation (LQE).
Following the description of each level (written be-
low), we found the three-level assessment to be a
good fit for the preliminary error analysis. Error
categories/potential for harm from inaccurate ma-
chine translations were thus grouped into three lev-
els (Minor/no potential for harm, Major/potential
for harm, Critical errors/life-threatening/ catas-
trophic/harmful). We also favoured an arithmetic
progression of error penalty score (1,2,and 3) in
place of the geometric scores used by Comparin
andMendes (2017)because we wanted to make lin-
ear distinctions among the error categories, thus
making the difference between categories easier to
interpret and apply consistently.
i) Minor: linguistically,the output is wrong, but

the reader can decode the meaning of the sentence;
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medically, the output is wrong but does not affect
understanding nor cause any harm. Minor errors
have a score of 1.
ii) Major: linguistically, this is a wrong output

that hinders the understanding of the text; medi-
cally, the output can cause a degree of harm that is
not life-threatening. Major errors carry aweighting
of two points.
iii) Critical errors: errors that make the text in-

comprehensible, can cause harm or that connote
meaning that is opposite of the source text. 3 points
are assigned to each critical error. For instance:

• Source Text (ST): even if you’ve had a posi-
tive test result for COVID-19 before.

MT: ọbụlagodi na ị nwetala nsonaazụ nyocha
dị mma maka COVID-19 na mbụ.

Back Translation (BT): Even if you have had
a negative test result for COVID-19 before.

This segment was annotated as a terminolog-
ical error and had an error score of “3” be-
cause the error is a critical error and could
cause life threatening harm.

• ST: If you book for someone:...

MT: Ọ bụrụ na ị na-ede akwụkwọ maka 
mmadụ: 

BT: If you are writing about someone

This segment containing a linguistic error was
annotated as a general error with an error
score of “2”.

• ST: Have a high temperature

MT: Nwee okpomọkụ dị elu

BT: Have a high hotness

This segment was annotated as a terminolog-
ical error with an error score of “1” as the
meaning can be deduced.

Quantifying Error Severity
A cross-genre similarity is also identified, as er-
ror severity follows the same pattern for both the
PROF and Info texts. The results in Table 1 in-
dicate that there are more major and critical gen-
eral errors, causing about 51 per cent of total er-
rors annotated. Terminology based major and crit-
ical errors constitute about 24 per cent of total er-
rors. We find that the MT system did not record
any major or critical syntactic errors, as the only

syntactic errors were minor and did not distort the
meaning of the text. This conforms with Xie et al.
(2021)’s opinion, that terminology is not the ma-
jor challenge in machine translation of health texts
whichwe sought to test its applicability to English–
Igbo machine translation and thus decide if a fine-
grained analysis on the exact typology of these er-
rors would be beneficial. Subsequent to this find-
ing, the next section is dedicated to an in-depth
analysis of these errors.

3.5 Analysis of Major and Critical MT Errors
In this phase, we merge major and critical errors
into one label (harmful) thus narrowing the criteria
to either a negligible error or a harmful error. We
also run further in-depth harmful-error analysis on
the level of tokens. We therefore used Spacy’s POS
tagger to identify the parts of speech and dependen-
cies of the tokens that caused harmful MT errors.
As evident in Table 2, adverbs and adjectives

cause the highest amount of harmful errors in the
Info text, whereas nouns and verbs account for the
most errors in the PROF text (Table 3). Given
the fact that the PROF text contains a lot of medi-
cal terminology which are mainly nouns and verbs
and the Info text has a lot of descriptions as an in-
formative text, we find that these distinctive fea-
tures contribute to the difference in the ranking
of the top 5 error-causing parts of speech for the
two texts. However, a notable similarity in this
scenario is that the error causing parts of speech
for the Info also features in the top 5 harmful
error causing parts of speech for the PROF text
[ADV,ADJ,NOUN, VERB,PROPN]. We therefore
analyse the features of the error-causing words to
determine if there are more definite similar features
between the cause of harmful errors for both text
types.

3.6 Multi-word Expressions and their Impact
as Cause of Critical Errors in
English–Igbo MT

One other distinctive feature of the error-causing
POSs was that they formed part of multi-word ex-
pressions. This part of the experiment thus served
to reveal if the top error-causing parts of speech
for both text types have similar linguistic classifi-
cations as part of MWEs.
Thus, to analyse the effect of multi-word ex-

pressions on English–Igbo MT, we would focus
on their frequency, syntactic constructions and se-
mantic properties in the source text.
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Text Type General Errors Syntactic Errors Terminology Errors
Negligible** Harmful*** Negligible Harmful Negligible Harmful
Min. Maj. Crt. * Min. Maj. Crt. Min. Maj. Crt.

PROF 10 13 8 1 0 0 0 10 5
Info 24 38 26 5 0 0 2 13 12

Table 1: Error severity by segments. *Critical errors **Negligible: scores< 2 *** Harmful errors: scores
≥ 2

POS Freq. Harmful Error % Error
ADV 71 15 21.13%
ADJ 118 24 20.34%
NOUN 330 45 13.64%
VERB 246 29 11.79%
PROPN 72 8 11.11%
AUX 72 5 6.94%
SCONJ 50 3 6.00%
ADP 161 9 5.59%
DET 78 4 5.13%
PRON 149 7 4.70%
PART 52 2 3.85%
CCONJ 73 2 2.74%
NUM 14 0 0.00%
X 2 0 0.00%

Table 2: Frequency of Harmful-Error causing POS
(Info)

POS Freq. Harmful Error % Error
NOUN 127 40 31.50%
VERB 47 13 27.66%
PROPN 20 4 20.00%
ADJ 34 6 17.65%
ADV 10 1 10.00%
ADP 43 3 6.98%
CCONJ 26 0 0.00%
DET 22 0 0.00%
AUX 16 0 0.00%
PRON 15 0 0.00%
PART 10 0 0.00%
SCONJ 8 0 0.00%
NUM 6 0 0.00%

Table 3: Frequency of Harmful-Error causing POS
(PROF)

Frequency Distribution of MWEs in Source
Text: Further analysis of the syntactic informa-
tion of the error causing POSs and their collocates
highlights that they form part of MWEs. Table 6
shows the frequency of these MWEs and the per-
centage errors caused by the MWEs for both text
types.

Syntactic Properties of Harmful Error-causing
MWEs: Classes of error-causing MWEs were
distinguished based on their categorical properties
and their syntactic features. It is note-worthy that
most compounds in the data used are open (i.e. the
compound words are written with spaces), non-

compositional and non-hyphenated. This could
contribute to a machine translation system’s inabil-
ity to properly distinguish its linguistic features and
give an accurate translation. This was the case for
38 per cent of open compounds in the PROF text.
Using Spacy’s syntactic dependency parser, we

also analysed the dependency tags (Schuster and
Manning, 2016) of the words that caused harmful
errors in the MT output.

Dep Count Error % Error
quantmod 5 2 40%
oprd 3 1 33%
acomp 20 5 25%
appos 4 1 25%
amod 99 20 20%
ccomp 28 5 18%
advmod 88 15 17%
nsubjpass 6 1 17%
dobj 141 23 16%
xcomp 31 5 16%
relcl 19 3 16%
npadvmod 13 2 15%
pcomp 14 2 14%
pobj 131 17 13%
advcl 53 6 11%
auxpass 10 1 10%
conj 114 10 9%
compound 81 7 9%
neg 12 1 8%
acl 13 1 8%
mark 29 2 7%
prep 152 9 6%
det 77 4 5%
aux 80 4 5%
nsubj 92 4 4%
cc 73 2 3%

Table 4: Error Frequency>1 by Dep. (Info)

We see in Table 4 and Table 5 that modi-
fiers e.g. “quantmod”, “amod”, and complements
e.g. “acomp”, “xcomp” which form part of noun
phrases, compound nouns and verb phrases are fre-
quent causes of harmful errors.

Noun Phrases (NP) and Compound Nouns:
Syntactically, compound nouns in English are typi-
cally left-branching i.e., the modifiers come before
the noun whereas the reverse is the Igbo language
case (right-branching: the modifiers come after the
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Dep Count Error % Error
prt 1 1 100%
acl 4 3 75%
npadvmod 3 2 67%
xcomp 4 2 50%
conj 23 10 43%
compound 34 14 41%
amod 31 11 35%
pobj 41 12 29%
dobj 25 5 20%
relcl 6 1 17%
advmod 13 2 15%
advcl 8 1 13%
prep 39 2 5%
ROOT 21 1 5%

Table 5: Error Frequency>1 by Dep. (PROF)

noun) e.g., hand-cream: ude aka (ude=cream, aka=
hand). For noun phrases, English language accepts
both forms of modification whereas Igbo accepts
only post-modification. (Orji et al., 2022).
We find that 33 and 44 per cent of compound

nouns and noun phrases in the Info and PROF text
are causes of harmful errors, these errors neverthe-
less were not caused by the syntactic difference be-
tween compound nouns and noun phrases in En-
glish and Igbo (see Table 6).

Compound Verbs, Verb Phrases (VP) and
Light Verb Constructions (LVC): Syntacti-
cally, compound verbs in English are typically
right-branching i.e. the modifiers come after
the verb, however English language accepts both
forms of modification e.g. double-click (pre-
modified) or throw up (post-modified). Whereas
in Igbo, compound verbs are strictly post-modified
e.g.“weta = we-ta [to bring]”. Despite this syntac-
tic difference between English and Igbo, we did
not record any harmful compound verb/VP/LVC
syntactic translation error in both texts. Babych et
al. (2009)’s observation that rule-based MT often
mistranslates LVCs, still holds true in this English–
Igbo neural MT experiment as seen in Table 7 and
this mistranslation was caused by the semantic im-
plication of LVCs.

Multi-Word Named Entities: Our experiments
proved single word named entities did not cause
any harmful errors. Multi-word named entities, on
the other hand, were responsible for some harmful
errors (20 per cent in PROF text). Thus, the need
to have (multi-word) named-entities as part of the
multi-word expressions. Results from our syntac-
tic analysis of multi-word named entities further
proved that the major challenge of English–Igbo

MT is not primarily syntactic as Google Translate
did not output any significant syntactic errors in its
translation of MWEs.

Semantic Properties of Harmful-Error Causing
MWEs: Given the results above,we thereafter
investigated the semantic properties of the MWEs
in our data. Dickins (2020) defined multi-word
expressions in relation to their semantic composi-
tions. He also classified them into three viz: “Type
1: fully non-compositional, i.e. none of the words
has an independent sense; Type 2: at least one of
the words has a sense which is independent but is
only found in the context of this expression; and
Type 3: at least one of the words has a sense which
is independent but is only found in definable lim-
ited contexts of which this context is one.”
A greater percentage of the MWEs in our data

are open compounds and endocentric or copula-
tive, this corresponds with Dickins (2020)’s type
2 and 3 MWEs. Less than 5 per cent of our dataset
contained closed compounds (i.e. the compound
words are written with no spaces or punctuation)
and these closed compounds did not cause any
harmful errors. One other semantic feature of note
is that some harmful-error causing multi-word ex-
pressions which are type 2 and type 3 compounds
(independent contextual senses) contained individ-
ual polysemous words e.g. ‘positive test result’.
This will be discussed in the next section.

3.7 Polysemy and its Impact as a Cause of
Critical Errors in English–Igbo MT

Collocational relations and context are meant to
be helpful in neural machine translation systems;
nonetheless, polysemy is one of the linguistic phe-
nomena that has been noted as a challenge to MT
especially when the probability of the accurate
translation of theword in context is statistically low
i.e. not the most frequent sense, or its sense is in-
significant in the MT system’s training data for the
languages in contact.

Error severity by word senses: In Table 8 and
Table 9, we record the frequency and severity of
the polysemous words in the data by their word-
senses. We investigated if the error- causing rate
of a polysemous word is directly proportional to
the number of word-senses it has. One constant is
that there is a similar frequency in the percentage
of the errors/harmful errors caused by polysemous
words in both text types. Furthermore, in at least 76
per cent of the time across all word-senses and text
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MWE Freq Info Errors Error % Freq Prof Errors Error %
Compound Nouns/NP 82 27 33% 41 18 44%
Compound Verbs 23 9 39% 1 1 100%
Multi-Word Named Entities 24 1 4% 5 1 20%

Table 6: Manually annotated MWE errors in both texts

Source Text Machine Translation Back Translation
Take a break Were ezumike Collect a break
Get Vaccinated Were ogwu mbochi Collect a vaccine

Table 7: Example cases of inaccurate machine translation of VPs and LVCs

Info ≥2 ≥5 ≥7 ≥10 ≥15 ≥20
Frequency 807 418 307 227 133 67
Error (201) 133 98 70 50 30 13
Harmful Error (153) 106 82 57 38 24 10
% of error is polysemous 66% 49% 35% 25% 15% 6%
% of harmful error is polysemous 69% 54% 37% 25% 16% 7%
% of Polysemous word is a harmful error 13% 20% 19% 17% 18% 15%
% of polysemous error is harmful 80% 84% 81% 76% 80% 77%

Table 8: Error severity by word senses (Info)

Prof ≥2 ≥5 ≥7 ≥10 ≥15 ≥20
Frequency 220 105 80 43 24 3
Error (82) 61 40 32 14 5 1
Harmful Error (67) 55 39 31 14 5 1
% of error is polysemous 74% 49% 39% 17% 6% 1%
% of harmful error is polysemous 82% 58% 46% 21% 7% 1%
% of Polysemous word is a harmful error 25% 37% 39% 33% 21% 33%
% of polysemous error is harmful 90% 98% 97% 100% 100% 100%

Table 9: Error severity by word senses (PROF)

types, the polysemous error is a harmful error. This
reveals that polysemous words do not just cause
MT errors; they cause harmful errors in English –
Igbo machine translation of medical texts. Another
important point is that the percentage of errors for
polysemous words of word-senses greater than 10
is comparatively lower than words of word- senses
7 and below.

Error severity by Polysemy domain/context:
This part of the study sought to analyse if the
error- causing rate of a polysemous word is di-
rectly proportional to the number of domains or
contexts (con) it occurs in. We thus varied our ex-
periments to account for different context lengths;
words occurring in greater than “1,2,5,and 10” do-
mains/contexts. However, the results show that at
least 30 per cent of the polysemous words in both

the Info and PROF texts were causes of harmful er-
rors irrespective of the number of contexts the pol-
ysemous word has. For the PROF text, all the pol-
ysemous words that had up to ten contexts caused
not just errors but harmful errors (Table 10 and Ta-
ble 11).

Below are examples of errors caused by polyse-
mous words in this study.
i) Source Text (ST): Always call before visiting

your doctor or health facility.
Machine Translation (MT): Na-akpọ oku mgbe

niile tupu ịga leta dọkịta gị ma ọ bụ ụlọ ọrụ ahụike.
Back Translation (BT): Always call before you

pay a social visit to your doctor or health facility.
The idea here is one of going to a health centre

to be seen by the health professional, not a ‘social
visit’ as translated.
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No of Domain ≥1 ≥2 ≥5 ≥10
Frequency 213 167 46 10
Error (201) 97 78 20 4
Harmful Error (153) 75 63 15 3
% of error is con 48% 39% 10% 2%
% of harmful error is con 49% 41% 10% 2%
% of con word is harmful error 35% 38% 33% 30%
% of con error is harmful 77% 81% 75% 75%

Table 10: Error severity by no. of domains (Info)

No of Domain ≥1 (77) ≥2 (56) ≥5 (17) ≥10 (5)
Frequency 77 56 17 5
Error (82) 48 34 10 5
Harmful Error (67) 42 29 9 5
% of error is con 59% 41% 12% 6%
% of harmful error is con 63% 43% 13% 7%
% of con word is a harmful error 55% 52% 53% 100%
% of con error is harmful 88% 85% 90% 100%

Table 11: Error severity by no. of domains (PROF)

ii) ST: ...such as the emergency department or
dedicated COVID�19 clinics.
MT: dị ka ngalaba mberede ma ọ bụ ụlọ ọgwụ

COVID-19 raara onwe ya nye.
BT: Such as the emergency unit or COVID-19

hospital that has committed itself.
The translation of ‘dedicated’ here is that of a

person instead of an allocated item.
iii) ST: ... at both title and abstract, and full�text

stage.
MT: ... ma aha ma nke nkịtị na ọkwa ederede

zuru oke.
BT: ... at both title and normal, and full-text

podium . ‘Stage’ is translated as a theatre stage
instead of its accurate connotation of a process.
iv) ST: Cough or sneeze into a tissue.
MT: Ukwara ma ọ bụ uzere n’ime anụ ahụ.
BT: A cough or a sneeze into the body.
‘Tissue’ translated as ‘anụ ahụ’: body tissue, in-

stead of its implied context of ‘tissue paper’
v)ST: Talk about your concerns – anxiety at this

time is normal.
MT:Kwuo banyere nchegbu gị - nchegbu n’oge

a bụ ihe nkịtị.
BT: Talk about your concerns- anxiety at this

time is insignificant.
Here the polarity of ‘normal’ is misinterpreted.

The translation does not adequately represent the
sentiments expressed. It unfortunately stifles the

emotions of anxiety.
vi) ST: even if you’ve had a positive test result

for COVID-19 before.
MT: ọbụlagodi na ị nwetala nsonaazụ nyocha dị

mma maka COVID-19 na mbụ.
BT: Even if you have had a negative test result

for COVID-19 before.

4 Discussion

Ambiguity in MWEs: Even though most of the
MWEs in the source texts were endocentric, 50 per
cent of the MWEs in the PROF text contained at
least one polysemous word (type 3 MWE) which
posed a challenge for MT and made the semantics
not easily predictable from the expression. This
caused an error in at least 64 per cent of MWEs
with polysemous constituent words. Examples
ii, iii and vi above highlight some of the cases.
Google Translate was unable to recognise cases in
which expressions with seemingly positive conno-
tations are used for expressing a negative idea e.g.,
positive covid-19 test result in example (vi) was
translated as ‘nyocha dị mma maka COVID-19’
implying a negative test result, as the MT system
uses the connotation that ‘positive’ implies some-
thing good. This is different to its medical meaning
showing the presence of an organism/disease. This
reveals that polysemous words and multi-word ex-
pressions are to be analysed independently as pol-

545



ysemous words can be part of MWEs but not vice
versa. The results from our study can also aid
in evaluation-guided pre-editing (Babych et al.,
2009) for English – Igbo machine translation and
the resulting MT output could be re-evaluated to
quantify pre-editing impact.

5 Conclusion and Future Work

In our paper, we have identified and quantified
what linguistic features of English as a source lan-
guage, create challenges for a machine translation
system to accurately translate a medical text into
Igbo. Our findings confirm that a medical text
filledwithmulti-word expressions and polysemous
words is not suitable for English to Igbo machine
translation as Google Translate is still unable to
correctly translate such linguistic properties from
English to a low-resource language like Igbo. We
also find that syntactic differences between the two
languages do not contribute to harmful MT errors.
For polysemous words, focusing on their word
senses reveals an error- peak point of seven word
senses, whereas all levels of domain/context num-
bers had a high percentage of harmful errors. As
such, future work to determine if these challenges
will still persist on a larger data set will be primar-
ily on word-senses less than and equal to seven and
there will be no focus on the number of contexts.
Token- level analysis of our data resulted in more
detailed findings and would also form the guide-
line of further work. As part of our wider objec-
tives, we intend to use the results from this prelim-
inary study to develop machine learning classifiers
in order to predict medical texts that could be catas-
trophic for MT users to machine translate from En-
glish to Igbo. Finally, we hope our findings can
also serve as a guide to evaluate/detect causes of
critical MT errors for low-resourced languages es-
pecially other Niger-Congo language families.
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tions and comments.
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Abstract

With the advent and success of train-
able automatic evaluation metrics, creating
annotated machine translation evaluation
data sets is increasingly relevant. How-
ever, for low-resource languages, gather-
ing such data can be challenging and fur-
ther insights into evaluation design for op-
portunistic scenarios are necessary. In
this work we explore an evaluation initia-
tive that targets the Spanish—-Basque lan-
guage pair to study the impact of design
decisions and the reliability of volunteer
contributions. To do that, we compare the
work carried out by volunteers and a trans-
lation professional in terms of evaluation
results and evaluator agreement and exam-
ine the control measures used to ensure re-
liability. Results show similar behaviour
regarding general quality assessment but
underscore the need for more informative
working environments to make evaluation
processes more reliable as well as the need
for carefully crafted control cases.

1 Introduction

Particularly since trainable neural automatic met-
rics took centre stage in the WMT metrics shared
task in 2022 (Freitag et al., 2022) machine transla-
tion (MT) evaluation data sets annotated for qual-
ity are becoming essential to develop accurate
models. If availing of parallel data with profes-
sional references was not difficult enough, we are
currently faced with the need to collect data that is

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

not otherwise produced, in other words, while par-
allel data could be gathered from previously pub-
lished translations, a sentence-(or text-)level nu-
meric quality assessment most usually needs to be
generated for the specific task of metric training.

This situation poses a particular challenge for
low-resource languages which widens the gap be-
tween high- and low-resource scenarios. Firstly,
because pre-trained models such as COMET (Rei
et al., 2020) might not include language-specific
data for small languages and therefore quality pre-
dictions can be unreliable, and secondly, because
collecting relevant annotated data requires a heavy
investment. In this context, resorting to oppor-
tunistic data collections with crowd volunteers is
increasingly tempting.

This new scenario is yet an added reason to in-
crease research efforts on evaluation design. More
rigorous considerations of evaluation methodolo-
gies and design decisions emerged with claims
of human and super-human parity of MT perfor-
mance (Hassan et al., 2018; Barrault et al., 2019).
Researchers claimed that evaluations were not rig-
orous and pointed out issues such as raters’ lack of
translation expertise, the quality of reference trans-
lations, target language interference in source sen-
tences and non-contextualised evaluations as as-
pects that skewed results in favour of MT con-
tenders (Läubli et al., 2018; Toral et al., 2018).

Reports of large evaluation initiatives and third-
party reviews have shown that little by little eval-
uation approaches take into account some con-
siderations (Toral, 2020; Popel et al., 2020) and
reference campaign such as the annual WMT
share task have taken steps to follow best prac-
tices for reliable evaluations (Kocmi et al., 2023).
Adding to this, research on design-related top-
ics are emerging, such as error methods to opti-
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mise test set configuration to reduce evaluation ef-
fort (Saldı́as Fuentes et al., 2022), classification
schemes adapted to identifying critical errors in
neural MT (Sudoh et al., 2021), document-level
and context-aware agreement and effort (Castilho
et al., 2020; Castilho, 2021), detection of post-
edited reference translations (Kloudová et al.,
2021) and differences between expert and non-
expert evaluators (Graham et al., 2013; Freitag
et al., 2021). Several crowd evaluation initiatives
have also been reported over the years (Bentivogli
et al., 2011; Graham et al., 2017) even for low-
resource languages (Aranberri et al., 2017; Toral
et al., 2017) that cover a number of design deci-
sions. And yet, best practice and efficiency rec-
ommendation guidelines are limited and it is not
uncommon that evaluation initiatives specially for
low-resource scenarios lack the rigour that would
benefit the outcomes the most. In this context, the
current analysis is only a small step towards study-
ing the characteristics of crowd-based evaluations
within minority language communities.

The remaining of this paper is divided as follows
Section 2 provides a brief description of the eval-
uation set-up from where the data set under study
originated together with the obtained results; Sec-
tion 3 outlines the specific details of the evaluation
set-up used to obtain a professional evaluation of
the said set as well as the qualitative feedback col-
lected on the task and reports a comparison of eval-
uation results and the agreement analysis between
the crowd volunteers and the professional evalua-
tor; Section 4 examines the reliability of the con-
trol measures included in the set to identify outlier
evaluators; finally, Section 5 draws a number of
conclusions from the study.

2 Description of the Original Evaluation
Initiative

The data set studied in this work is the prod-
uct of an evaluation initiative to obtain human
assessments of MT for two low-resource lan-
guages, namely, Basque and Maltese (Falcão et
al., 2024). The authors aimed to collect sentence-
level direct assessments to test the potential im-
provement of the trainable COMET metric with
language-specific data. The resulting data set for
the Spanish–Basque pair was kindly made avail-
able by the researchers for further analysis.1

1Access to the data set will be open upon publication of their
work.

In this section, we briefly describe the evalua-
tion setup used by the original research (for fur-
ther details, see Falcão et al. (2024)) and report the
overall results for later comparison.

2.1 Evaluation Set-up

Dataset: The evaluation set prepared for the
campaign consisted of 400 Spanish source sen-
tences and Basque translations. They were ex-
tracted from various existing sets and sources
such as FLORES-2002, TED2020 (Reimers and
Gurevych, 2020), OpenSubtitles (Lison and Tiede-
mann, 2016), the Elhuyar Corpus3 and the HAC
parallel corpus4, which cover text from web arti-
cles to subtitles and literature. Note that the Span-
ish source sentences in these sets can include both
original and translated text.

Translation sources: The Basque translations
paired with the Spanish sentences were obtained
from multiple sources. Three MT systems were
used to translate the set automatically. Addition-
ally, damaged translations –MT system outputs
with an embedded Spanish sequence of words- and
reference translations –obtained from the parallel
data sets– were also included in the final set as a
means to identify unreliable evaluators.

Task: Distributed through the Appraise5 plat-
form (Federmann, 2012), the task involved eval-
uators assessing the translation quality in a contin-
uous scale of 0 to 100. Directed towards a non-
specialist participant profile, the description of the
task highlighted a series of attributes, including
meaning, information, clarity, correctness, gram-
maticality, and naturalness.6 It could be argued

2https://github.com/facebookresearch/
flores/blob/main/flores200/README.md
3https://elhuyar.eus/en/services/
language-services-and-basque-plan/
translation-and-language-resources/
corpus
4https://www.ehu.eus/ehg/hac
5https://github.com/cfedermann/Appraise/
https://github.com/AppraiseDev/Appraise
6The original English text provided in the platform in the rel-
evant languages was as follows: “For each item, you will be
shown an original sentence in Spanish and a translation can-
didate in Basque. You will then be asked to rate the quality of
the translation on a scale of 0 to 100, based on how well you
believe the translation expresses the full meaning of the orig-
inal sentence. A rating of 100 means that the candidate is a
perfect translation: it expresses the same thing as the original
sentence, in a clear and correct manner. A candidate should be
rated lower if it contains grammatical or orthographic errors,
if it’s missing information, if it sounds unnatural or weird, and
so on.” (personal communication, J. Falcão, July 2023)
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that the explanation aimed for a general definition
of quality rather than a specific aspect. To perform
the assessment, evaluators were provided with a
source sentence and its corresponding translation.
The sentences were provided without context. Par-
ticipants were free to annotate as many pairs as
they wished. No further guidelines were provided
as to how to perform the task.

Evaluators: Crowd volunteers were sought by
promoting the initiative through university and
translator distribution lists, and social media.
Therefore, the linguistic profiles of potential eval-
uators ranges from professional translators to gen-
eral users with no dedicated training in languages.
The evaluators were asked to report their Spanish
and Basque language competence to exclude those
without an advanced level of both languages. None
such cases were reported by the researchers.

2.2 Evaluation Results

A quick analysis of the metadata reveals that 44
crowd volunteers contributed with a total of 1,186
evaluations (an average of 26.95 evaluations per
person, with a median of 11. As shown in Ta-
ble 1, their work is divided as follows: a total of
742 sentence pairs were evaluated,7 389 (%52.42)
of which were assessed once, 285 (%38.41) twice
and 76 (%10.24) received between three and five
annotations. This allowed to collect annotations
for about 200 sentences for each MT system (MT1,
MT2, MT3), a total of 78 damaged translations,
about 25 for each brand of damaged cases (D-
MT1, D-MT2, D-MT3), and 53 sentence pairs
containing reference translations (Ref).

According to the annotations, MT1 and MT2
score very similarly with results of 77.81 and 78.45
points, respectively (see Table 2).8 MT3 lags be-
hind, over 16 points lower. As anticipated, dam-
aged translations score considerably lower, yet fol-
lowing the ranking for the MT systems. Unex-
pectedly, reference translations score lower than
the system averages. As a general trend, the av-
erage scores tend to be higher for sentence pairs
with a single annotation than for those with mul-
tiple annotations. These comparisons should be
taken with caution as the sentences annotated for
each subgroup are not exactly the same.

7Note that this does not cover the over 1,200 pairs in the eval-
uation set.
8Scores for sentence pairs with more than one evaluation were
calculated separately; no average was applied.

Evaluations
Trans. source Sentences 1 2 +2 Total
MT1 213 112 78 23 341
MT2 207 97 89 21 342
MT3 191 112 64 15 286
D-MT1 28 14 9 5 48
D-MT2 26 13 10 3 44
D-MT3 24 15 5 4 39
Ref 53 26 22 5 86
Total 742 389 285 76 1186

Table 1: Number of evaluated sentences and collected eval-
uations, where Trans. source refers to the source from where
the translations were obtained, Sentences refers to the number
of unique sentence pairs assessed, and evaluations 1, 2 and +2
refer to the number of sentences that obtained the stated num-
ber of evaluations.

3 Professional Evaluation

In order to explore the similarity between crowd
and professional evaluators and their reliability, the
author performed the same evaluation task for the
complete set. She is a specialist in translation, na-
tive speaker of Basque (accredited C2-level) and
Spanish, and has experience in MT evaluation. She
will be referred to as the professional evaluator.
While the feedback from a single professional is
not necessarily indicative of the true annotations
the sentence pairs should receive, it can be argued
that it provides an educated guess that is consistent
across the set to the extent this is possible in human
judgement.

3.1 Evaluation Set-up
As in the original evaluation, the evaluator was
presented with source and translation pairs to as-
sess in a rage of 0-100. The evaluation set con-
sisted of the sentence pairs annotated by the crowd
volunteers and 40 additional repeated segments to
account for intra-evaluator reliability. The sen-
tence pairs were randomly ordered in a spreadsheet
to avoid potential bias and with no access to any
additional information (translation source, crowd
annotations, etc).

3.2 Qualitative Feedback
Before looking at evaluation results, this section
outlines several impressions of the evaluator, noted
during the task in an additional column of the
spreadsheet, which have been further developed at
write–up. While most have already been discussed
elsewhere in the literature, this is yet another op-
portunity to underscore the relevance of evaluation
design for reliable and sustainable results.

550



All evaluations 1 evaluation + evaluations 2 evaluations
Trans. source Mean SD Mean SD Mean SD Mean SD
MT1 77.81 23.73 78.93 24.62 77.26 23.32 77.84 23.16
MT2 78.45 23.32 84.83 21.64 75.92 23.52 74.36 23.73
MT3 61.20 29.17 65.35 27.79 58.53 29.79 57.37 29.36
All MT 73.13 26.45 75.97 26.17 71.72 26.49 70.83 46.57
D-MT1 19.89 21.71 23.78 26.87 18.29 19.44 14.39 16.11
D-MT2 21.59 23.91 22.15 23.87 21.35 24.31 21.20 28.31
D-MT3 12.28 18.30 19.93 24.87 7.50 10.72 6.10 7.00
All D-MT 18.20 21.75 19.88 24.69 16.45 20.12 15.50 21.46
Ref 65.99 28.11 75.08 24.59 62.05 28.82 62.25 27.48

Table 2: Overall evaluation results for each translation source (MT systems, damaged outputs and references) reported as
quality mean and standard deviation (SD) broken down per number of evaluations collected for each sentence pair (1, 2 or more
and only 2).

The effect of (lack of) context. One of the first
topics addressed in translator training is text analy-
sis. Numerous scholars have put forward text anal-
ysis frameworks to assist translators in this task.
To mention an example, the model for translation-
oriented text analysis proposed by Nord (1991)
establishes that both extratextual factors (author,
sender intention, recipient, medium, place and
time of production and reception, motive and func-
tion) and intratextual factors (subject matter, hier-
archy of content and knowledge presuppositions)
should be carefully considered as a first step to-
wards drafting a translation proposal. We see,
in fact, that a fully developed translation brief
involves information that goes beyond providing
the surrounding paragraphs or full text where the
translated sentence belongs. And it is only af-
ter gathering all those details that a translator can
make an informed decision on the adequate regis-
ter, tone, translation strategies, etc. to be used in
their target text. The current evaluation set-up pre-
sented sentences in isolation (against the recom-
mendation of the latest WMT campaigns, among
others). Reportedly, the result of working without
context seems to be that the evaluator favours di-
rect translations, which allow to confirm whether
all content and nuances of the source are present in
the target language, whereas in a contextual eval-
uation freer translations that move away from the
source to display a more natural use of language
and better flow of the text would be accepted and
even rewarded. This would be possible because
the evaluator would be more informed about the
importance of the different contents and formal
nuances in the sentences. Conversely, without a
clear context, these freer translations can appear

less accurate and may receive a lower score. This
behaviour can potentially promote target language
words and structures that are more similar to the
source language while discouraging the use of ex-
pressions that are natural and specific to the target
language. Yet another issue brought by the lack
of context seems to be that there are cases where
it is not easy to judge the correctness of a transla-
tion because of ambiguity or incomplete syntactic
structure of the source (that is complemented with
a previous or following sentence).

The effect of the source. Aggravated in cases
where no context is provided and when non-
professionals are involved, the source sentence
can become somewhat too referential as to what
the best translation would be, and might have
an impact on scoring, with the evaluator unfairly
supporting close wordings (that are grammatical)
while undermining more open possibilities that
might be more natural and align better with the
tone, register and information flow of a text. This
can be of particular interest in language pairs for
which language contact –and interference into the
minority language– is strong and where the vast
majority of speakers of the target minority lan-
guage are also native speakers of the hegemonic
language. A (grammar permitting) word for word
translation not displaying any target-language spe-
cific expressions and structures could be consis-
tently assessed as excellent translations.

The effect of fluency. Accounting for con-
tent transfer in translation can be challenging
when sentences use complex structures and when
subject-knowledge is needed to fully understand
the meaning of the source. In these cases, a fluent
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translation can be misleading, as extra care is nec-
essary to ensure that all the intended information is
present and that no sequences are erroneously in-
terpreted or omitted. This raises the issue of the
complexity and thematic typology different evalu-
ator profiles can adequately address.

The precision of the evaluation scale. As a first
impression, a 0-100 range seemed very hard to
use in the sense that it provided the opportunity
to assess quality at a very fine-grained level, while
the extent to which mistakes should be penalised
seemed greatly subjective. There was a feeling
that being consistent with penalisations across the
whole evaluation set was hard (see Section 3.3
for agreement results). Admittedly, the evaluator
felt more confident with the scale as the number
of evaluations performed increased. However, for
volunteer work where not a large amount of re-
sponses are expected from each individual, a 100-
point scale might be a somewhat overwhelming.
Note that the professional evaluator wrote a num-
ber within an spreadsheet while crowd workers
could slide the cursor along a bar, and this might
have a impact as well. Additionally, it remained
unclear whether the range should be taken as a
continuum or a pass/fail threshold should also be
considered at 50 points. The annotations collected
without the consideration that a score below 50
means that, for example, the translation is unac-
ceptable in a particular situation might differ from
those where no such abrupt distinction is made. A
similar effect might emerge from scales that use
named categories or milestones.

The severity of penalisations. The evaluator re-
ported on the challenge of deciding on a fair penal-
isation for mistakes. Are 5 points a fair penalisa-
tion for an incorrect declension mark? Or should
it be 10? 20? 50? Of course, it should depend on
the impact it has on the transfer of meaning and on
the effect on the form. Even with a context, this is
not easy to judge. In fact, impressions noted dur-
ing the evaluation include a reference to the fact
that, not having anchor points to judge the impact
of the mistakes and depending on the sentence pair,
it would be possible to argue for a score 20 points
higher or lower than the one assigned. Moreover, it
is not clear whether a penalty should be applied per
identified mistake or whether the assigned score
should be based on the general impression of the
translation quality. To bring a couple of partic-

ularly challenging examples, let us consider the
cases where incorrect words or short expressions
are encountered that do not align with the over-
all (good) quality of the rest of the sentence; or
cases where a fluent translation that does not con-
vey the same meaning of the original but parts of
it are completely correct. Unless the texts are for a
specific internal use, sentences with any type of er-
ror would most probably be deemed unacceptable.
They do not fulfil the intended function of the text.
As such, a sentence with a meaning or grammar
issue would hardly score above a pass threshold in
a professional setting. However, when presented
with a sentence and a 100-point scale, one might
one might penalise a mistake with several points
but still assign it a good overallpass. Sentences
might be evaluated in chunks rather than as a unit.

The effect of the perceived translation compe-
tence of evaluators. An idea that emerged dur-
ing assessment was the extent to which the eval-
uator’s perceived language capacity and transla-
tion skills could affect the scoring, in other words,
whether evaluators project their own translation
competence against the translation provided for
assessment and judge according to a self-centred
threshold. An evaluator might consider any trans-
lation that closely approaches to the quality of
what they would produce as a good (or not) transla-
tion and score consequently; anything better would
be highly valued and weaker sequences of that per-
sonal threshold penalised. If this risk exists, it
might be pertinent to collect information on the
self-perceived translation competence (or actual
experience) together with linguistic knowledge.

The post-editing effect. Linked to the issue of
error severity is the reported temptation to be more
lenient towards important mistakes that are easily
fixed and to not assign them a heavy penalisation.
The incorrect use of a noun or a preposition that
changes the meaning of the whole sentence, for ex-
ample, but can effortlessly be substituted by an ad-
equate noun or preposition without having to tinker
with the rest of the sentence elements can feel less
damaging. However, in terms of translation qual-
ity, the impact of that incorrect element is crucial.
If the aim is to collect quality information, ensur-
ing that evaluators can clearly distinguish between
translation adequacy and post-editing effort might
be relevant.
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The quality of the source segments. During the
evaluation task, a considerable amount of source
sentences was flagged as including grammar or
spelling mistakes. While some did not hinder com-
prehension, others could obscure the correct inter-
pretation of the intended message. An evaluator
will not be able to adequately assess the transla-
tion quality of a source sentence they cannot un-
derstand. For those sentences that could be (ad-
equately) interpreted despite the mistakes, some
translations showed no trace of irregularities and
were properly resolved. However, at times, the
translations do presents mistakes. The question
here is whether we want to penalise a translator’s
inability to overcome issues in the source. The
presence of problematic source sentences raises
the question of the importance of the configuration
of the training or evaluation set we aim to gather. It
will probably be a good idea to consider the scale
of the evaluation (how much data we can collect)
and the specific definition of quality we seek and
consciously decide whether we want to include
not only correct source sentences but also incor-
rect ones and even variations and levels of well-
writtenness.

3.3 Evaluation Results

The evaluator assessed a total of 782 segments.
The intraclass correlation coefficient (ICC)9 cal-
culated with the repeated segments is 0.896 (95%
upper bound 0.803 and 95% upper bound 0.9476)
which we can interpret as (almost) excellent inter-
nal agreement. We visualize these results in an
Bland-Altman plot (see Figure 1), where agree-
ment is represented based on the mean difference
and by depicting the limits of agreement (Altman
and Bland, 1983). If we consider the bias, on av-
erage, the second rating of the segments is 2.275
lower, which can be interpreted as a small differ-
ence. The data points appear scattered across the
graph, indicating the absence of proportional bi-
ases or heteroscedasticity. It is also important to
note that the great majority of points fall within the
limits for the 95% confidence interval, which in-
dicates that the evaluator performs almost equally
with the repeated segments. These results can be
taken as an indication of consistency in the assess-
ment across the data set. Based on this, we could
conclude that the evaluator was able to remain con-

9Calculated using a two-way mixed model for absolute agree-
ment for a 95% confidence interval).

Figure 1: Bland-Altman plot for intra-evaluator agreement
for the professional evaluator where the difference between
the first and second annotation of the repeated segments is
displayed in the Y axis and the average of both annotations is
represented in the X axis.

Trans. source Sent. Mean SD Min. Max.
MT1 222 78.05 23.07 8 100
MT2 213 79.89 20.94 13 100
MT3 201 58.73 25.26 1 100
All MT 636 72.56 24.94 1 100
D-MT1 32 9.94 8.99 1 30
D-MT2 30 11.07 10.20 1 38
D-MT3 25 8.80 8.71 1 35
All D-MT 87 10.00 9.28 1 38
Ref 59 84.07 18.43 35 100
Total 782 66.47 30.81 1 100

Table 3: Overall evaluation results for each translation source
reported as quality mean, standard deviation (SD), minimum
score and maximum score according to the annotations of the
professional evaluator.

sistent despite the difficulties encountered in the
evaluation task and the subjectivity involved in it
as described in Section 3.2.

Evaluation results are displayed in Table 3. We
can observe that the average score for each of
the MT systems is very similar to the scores ob-
tained from the crowd volunteers. These results
seem to indicate that overall system quality re-
sults would be very similar when evaluated by a
translation professional and by (our particular pool
of) crowd participants. This is an interesting out-
come that might be worth exploring in other eval-
uation initiatives, as it might be particularly rele-
vant for low-resource scenarios where no funding
or professional resources are available for evalu-
ation. It is worth noting that the standard devia-
tions, while large, are slightly smaller than those
registered for crowd volunteers and fall within the
perceived range of potential variation reported by
the evaluator (see Section 3.2).

The results for the damaged sentences, however,
are up to 10 points lower and all three revolve
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Figure 2: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
where the difference between their annotations is displayed in
the Y axis and the average of both annotations is represented
in the X axis.

around 10 points. Interestingly, even in this case,
the ranking for the different damaged sentences
follows that of the MT systems that were used
to create them. Clearly, the professional transla-
tor penalised these cases harsher than volunteers.
In contrast, overall, reference translations were as-
sessed almost 20 points higher by the professional
evaluator. The differences in these two types of
control sentences might indicate that the profes-
sional was better equipped to identify the extreme
cases and judge them accordingly (see Section 4
for a more thorough analysis of control cases).

In addition to examining quality evaluation re-
sults, we also explore the agreement between
crowd volunteers and the professional evaluator
with respect annotations. Considering all anno-
tations in the data set, the total ICC score is
0.768 (95% lower bound 0.741; 95% upper bound
0.792), which indicates a good agreement (see, for
example, Koo and Li (2016) for ICC interpreta-
tion). Figure 2 shows a Bland-Altman plot to visu-
alise the overall agreement. The mean difference
bias is very close to zero at -0.3125 and we see
a random scatter around the mean, mostly within
the 95% confidence interval limits. This indicates
that the evaluations provided by the two methods
observed, that is, a mix of crowd volunteers and a
professional evaluator are similar.

If we look more closely, we see that out of the
44 crowd volunteers, when compared with the pro-
fessional evaluator, three can be assigned an ICC
score below 0.5 (poor agreement), 12 an score be-
tween 0.5 and 0.75 (moderate agreement), 19 a
score between 0.75 and 0.9 (good agreement), and
nine a score above 0.9 (excellent agreement).10 We

10One evaluator only contributed with one evaluation and was

Agreement level ICC 95% lower bound 95% upper bound
Poor -0.044 -0.729 0.381
Moderate 0.700 0.633 0.754
Good and excellent 0.829 0.804 0.851

Table 4: ICC inter-evaluator agreement between the crowd
volunteers and the professional evaluator grouped according
to the agreement obtained individually.

calculated the ICC scores for the professional eval-
uator and the groups of crowd volunteers based on
the individual level of agreement obtained. The re-
sults show that the ICC agreement with the three
evaluators with whom the agreement was poor is
actually remarkably poor (-0.044), the ICC agree-
ment with those within the moderate range is rather
high within that range (0.7) and the ICC agreement
with those within the good and excellent range is
very good reaching a 0.829 (see Table 4).

If we consider the individual Bland-Altman
plots for each subgroup (Figures 3, 4 and 5), we
observe that the bias is moving away from zero
as evaluators with a lower agreement are repre-
sented in the Figures. The scatter seems to widen
when comparing the good and excellent group to
the moderate group, but it still shows a random pat-
tern. However, the scatter is clearly not random for
the evaluators with a poor ICC agreement.

Table 5 shows the evaluation results in terms
of translation quality for the crowd volunteers and
the professional translator according to the ICC
agreement level groups. We can observe that the
average quality assigned by agreeing volunteers
is similar, whereas the average of the volunteers
which agree poorly with the professional differs
in over 12 points. However, what is interesting
is that across the groups, the stronger disagree-
ments appear for damaged and reference transla-
tions, that is, sentences introduced as control ele-
ments to identify evaluator reliability. Differences
in MT translations remain the most similar and
only appear occasionally as agreement levels de-
crease. We will consider the performance of these
control sentences in more detail in Section 4.

4 Discarding Participants

When evaluators are not asked to work on a mini-
mum number of sentences, it becomes highly chal-
lenging to identify outliers because it is not pos-
sible to perform consistent comparisons. As an
approximation to uncover unreliable participants,

therefore not possible to calculate an individual agreement
score.

554



Figure 3: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
for which good and excellent ICC agreements were obtained
individually, where the difference between their annotations
is displayed in the Y axis and the average of both annotations
is represented in the X axis.

Figure 4: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
for which moderate ICC agreements were obtained individ-
ually, where the difference between their annotations is dis-
played in the Y axis and the average of both annotations is
represented in the X axis.

Figure 5: Bland-Altman plot for inter-evaluator agreement
between the crowd volunteers and the professional evaluator
for which poor ICC agreements were obtained individually,
where the difference between their annotations is displayed in
the Y axis and the average of both annotations is represented
in the X axis.

some works have included in the evaluation set
sentence pairs for which the quality is known. It
usually involves pairing source segments with ar-
tificially damaged translations as examples of bad
quality output which should be assessed low, and
it can also include source sentences paired with
their reference translation as examples of excel-
lent quality pairs. Evaluators who fail to assess
them as poor and good cases within a reasonable
range are removed from the task and their con-
tributions excluded from the collection. As de-
scribed in Section 2.2, this is precisely the ap-
proach taken by the researchers when running the
evaluation task for the data set under study. We
looked into these cases to check if these so-called
control sentences allow to identify the crowd vol-
unteers which agreed poorly with the professional
evaluator.

Out of the 131 damaged sentences included in
the data set, 18 were evaluated with a score of 50 or
above by 8 crowd evaluators. Out of those 8 eval-
uators, three have an ICC score ranging between
0.75 and 0.80, that is, a good agreement with the
professional evaluator; four have an ICC between
0.61 and 0.72, a moderate agreement; and one of
them a low agreement of 0.085, the lowest of all
participants. Two out of the three evaluators with
a poor ICC agreement with the professional evalu-
ator did not assess any damaged translations. The
one who did scored both cases shown with scores
above 70 points. This might mean that the inclu-
sion of damaged sentences and its implementation
was not particularly accurate in this specific set to
filter out deviant evaluators.

To start, not all evaluators assessed damaged
sentence pairs. Out of the 44 participants, 36 as-
sessed at least one case. Eight were presented with
one damaged sentence pair, 28 were presented
with 2 to 11 damaged sentence pairs (Pearson cor-
relation between the total number of evaluations
and damaged sentence evaluations is 0.95). Out
of them eight failed to pinpoint them as bad qual-
ity translations. Only five evaluators with multiple
damaged sentence pairs scored them 50 or above
more than once. The professional evaluator as-
signed a low score to all the damaged sentences
with scores ranging between 1 and 38.

If we were to discard crowd annotations based
on the assessments of damaged sentences, we
would be discarding 373 annotations. If we de-
cided to exclude the work of the 8 evaluators who
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poor ICC moderate ICC good and excellent ICC
crowd professional crowd professional crowd professional

Trans. source N Mean SD Mean SD N Mean SD Mean SD N Mean SD Mean SD
MT1 17 79.47 26.77 71.82 29.64 112 74.62 25.37 78.94 21.18 232 79.07 23.17 77.33 22.86
MT2 15 64.53 31.94 71.93 22.32 108 71.93 25.95 77.93 22.70 228 81.13 22.18 81.62 19.92
MT3 17 66.35 30.91 42.82 24.94 93 62.82 28.57 63.73 25.73 193 59.42 29.42 57.66 24.89
All MT 49 70.35 30.01 61.80 28.99 313 70.74 26.922 74.02 24.02 653 73.98 26.58 73.01 24.66
D-MT1 0 – – – – 21 22.48 30.23 9.33 8.53 31 19.32 18.21 10.55 9.80
D-MT2 3 86.33 11.55 8.67 2.08 10 28.30 22.91 8.00 11.26 37 15.24 18.10 14.68 12.88
D-MT3 0 – – – – 17 19.47 26.25 9.76 10.03 23 8.87 10.60 6.48 5.97
All D-MT 3 86.33 11.55 8.67 2.08 48 22.63 27.10 9.21 9.48 91 15.02 16.885 11.20 10.57
Ref 1 76.00 – 68.00 – 24 58.96 29.84 83.79 16.19 68 71.00 26.98 83.06 19.19
Total 53 71.36 29.17 58.91 30.52 385 63.55 31.28 66.59 31.164 812 67.13 31.676 66.93 30.52

Table 5: Overall evaluation results for each translation source reported as quality mean and standard deviation (SD) for crowed
volunteers and the professional evaluator for evaluator groups based on ICC agreements.

were not presented with any damaged translations,
we would have to remove another 47 evaluations.
This would leave us with a total of 766 evalua-
tions, 64.59% of the total collected. If the dam-
aged translations would have served to accurately
identify the outliers (based on the ICC score), we
would have only discarded 49 and 47 evaluations,
8.1% of the total evaluations collected.

Let us briefly consider the approach used to cre-
ate the damaged translations. According to the re-
searchers, these were obtained by translating the
source sentences with the three MT systems used
to create the remaining data set and by replacing a
random sequence of words with a sequence of an-
other source sentence. This approach can result in
different types of output, from poor quality target
sequences mixed with source language sequences
to very good quality target sequences mixed with
the source language (note that the quality of the
MT systems has been rated within an overall range
of 61–78 points). Evaluators trained in translation
might be more aware of the importance of the text
as a unit and clearly see that such sentences would
be unacceptable for the great majority of contexts.
Yet this might not be the case for people without
translation training. Without a context to consider,
it is possible that evaluators do not just penalise
the translations for the presence of the source but
also feel that they should provide positive points
for the sequences with a good quality translation.
Depending on the length of the sentences and the
proportion of source words, their location within
the sentence and the amount of meaning contained
in the correct target sequences, it is possible that
some evaluators feel that they are being fair by
providing a score above 50 to those translations
even when they are fully aware of the truncated
sequences. Overall, the different results gathered

for damaged sentences in this study might indicate
that their current design is probably not the most
favourable to serve as reliable control sentences.

Together with damaged translations, reference
translations were also included in the data set as
a control measure. In total, 86 sentence pairs with
references were evaluated. Out of the 44 evalua-
tors, 21 were presented with this type of transla-
tions: six assessed one case and the remaining 15
assessed from two to 10 cases. Out of the 86 ref-
erence sentences, 26 were evaluated with a score
of 50 or below by 13 crowd evaluators. Eight of
them, which evaluated two or more of such cases,
only assigned this score once, whereas the remain-
ing five assigned a low score in multiple occasions.
The professional evaluator assessed 11 of the 86
translations with a score of 50 or lower.

Out of those 13 evaluators, three have an ICC
score above 0.9, that is, an excellent agreement
with the professional evaluator; 11 have an ICC
between 0.76 and 0.87, a good agreement; six have
an ICC between 0.61 and 0.74, a moderate agree-
ment, and one of them a poor agreement of 0.085,
the lowest of all participants. Once again, two out
of the three evaluators with a poor ICC correlation
with the professional evaluator did not assess any
reference translations. The one who did scored the
single case presented with a good score of 76, pass-
ing the test. This means that the inclusion of refer-
ence sentences was not useful in this specific set to
filter out unreliable volunteers, on the contrary, by
following this test, we would discard good annota-
tions and keep outlier contributions.

As was the case with damaged translations, not
all evaluators assessed reference sentences. Out of
the 44 participants, 21 assessed at least one case.
Six were presented with one reference sentence
pair, 15 were presented with two to ten (Pearson
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correlation between the total number of evalua-
tions and damaged sentence evaluations is 0.93).
Out of them 13 failed to pinpoint them as good
quality translations. Up to five evaluators with
multiple reference sentence pairs scored them 50
or below more than once.

If we were to discard crowd annotations based
on the assessments of reference sentences, we
would be discarding 632 annotations. If we de-
cided to exclude the work of the 23 evaluators who
were not presented with any reference translations,
we would have to remove another 374 evaluations.
This would leave us with a total of 180 evalua-
tions, 15.18% of the total collected. If the refer-
ence translations would have served to accurately
identify the outliers (based on the ICC score), we
would have only discarded 49 and 47 evaluations,
8.1% of the total evaluations collected.

If we take both control measures into account
and combine the performance information of the
crowd volunteers, we can account for 37 evaluators
out of the 44. If we exclude the work carried out by
those who failed any of the tests, we would have to
remove the contribution of 18 evaluators, that is, a
total of 837 evaluations.

Let us briefly consider the case of reference
translations. They were extracted from established
sets or other bilingual data published as parallel
corpora (Falcão et al., 2024). The quality of ref-
erence translations included in test sets has often
been questioned and so this was investigated fur-
ther. If we consider the assessment of the profes-
sional evaluator, we see that a score of 50 or below
was assigned to seven reference translations out of
the 59 presented with scores ranging between 37
and 49. The scores assigned to the remaining ref-
erences varied from 69 to 100. The range is even
wider for crowd volunteers, between 51 and 100.
This can be a clear indication that the quality of
the reference translations was either not always at
a professional level or could not be judged as such
out of context. Again, this might mean that care-
fully choosing high quality references and an eval-
uation set-up that allows to properly assess their
quality is important in order to implement an ef-
ficient control measure for non-professional initia-
tives in particular.

5 Final Remarks

In this work we have explored an opportunistic
evaluation initiative that targeted a low-resource

language pair (Spanish–Basque) to study the im-
pact of design decisions and the reliability of vol-
unteer participants. A translation professional per-
formed the same evaluation task carried out by vol-
unteers. Next, evaluation results and agreements
were compared and the role of control measures
that ensure evaluator reliability analysed.

For the analysed set, we can conclude that the
overall quality assigned to a MT system might not
vary considerably when evaluated by crowd volun-
teers or a professional evaluator. It remains to be
tested if sentence-level accuracy is also as reliable.

In terms of task design, we gathered several is-
sues to consider. Task design is key in providing a
working environment that will allow the evaluator
to reduce the level of subjectivity and increase con-
sistency. The feedback from a professional evalua-
tor pointed at the benefit of (highly) contextualised
sentences, meaningful evaluation categories, man-
ageable complexity and topic specialisation, trans-
lation awareness and source sentence quality.

In the same line, identifying outlier contribu-
tions seems key to guaranteeing a reliable anno-
tated data set. This being the case, our analysis
has demonstrated that while damaged and refer-
ence sentences might serve as measures to identify
unreliable participants, attention must be paid to
creating them. The resulting translations must be
unquestionably poor/good so that alternative inter-
pretations are ruled outThen again, it remains to be
studied whether participants who properly assess
control sentences that are too easily identifiable as
poor/good translations will be able to accurately
assess regular MT output quality.

All in all, we must not forget that these remarks
emerge from the analysis of a single data set and a
particular crowd volunteer group. In fact, it would
be interesting to study if there are commonalities
among the characteristics of the crowd volunteer
communities of minoritised languages (participant
profiles, level of commitment, level of agreement
with professional assessment, for example) and
whether these are similar to the crowd participants
of hegemonic languages.

Also, this work has explored design issues that
are relevant in terms of translation assessment and
reliability. However, further research into the real
impact of more accurate and cleaner annotations
on model training would also be beneficial to de-
termine how rigid (or flexible) an evaluation set-up
must be in order to yield useful annotations.
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Abstract

Incorporating extra-textual context such as
film metadata into the machine transla-
tion (MT) pipeline can enhance translation
quality, as indicated by automatic evalua-
tion in recent work. However, the positive
impact of such systems in industry remains
unproven. We report on an industrial case
study carried out to investigate the ben-
efit of MT in a professional scenario of
translating TV subtitles with a focus on
how leveraging extra-textual context im-
pacts post-editing. We found that post-
editors marked significantly fewer context-
related errors when correcting the outputs
of MTCUE, the context-aware model, as
opposed to non-contextual models. We
also present the results of a survey of the
employed post-editors, which highlights
contextual inadequacy as a significant gap
consistently observed in MT. Our findings
strengthen the motivation for further work
within fully contextual MT.

1 Introduction

As an innovation-driven company offering dub-
bing and subtitling services, ZOO Digital is dedi-
cated to exploring assistive technologies to stream-
line our workflows. Machine translation in par-
ticular is a promising tool for improving the effi-
ciency of the (currently fully manual) translation
of the transcribed video content during interlin-
gual subtitling. Our domain is characterised by
specific challenges, both linguistic (preservation of

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

style and function in dialogue) and practical (keep-
ing within subtitle constraints, such as visual prop-
erties and considerations for the viewers’ reading
speed). We report on a case study where transla-
tion from scratch was replaced with post-editing
machine translations of the source text. While
such a formulation is far from new – MT has
been consistently demonstrated to help reduce ef-
fort in the subtitling domain (C. M. de Sousa et al.,
2011; Huang and Wang, 2023) – previous studies
have relied on off-the-shelf general-purpose neural
machine translation (NMT) engines like Google
Translate1. Our work investigates two additional
systems: BASE-NMT, a specialised engine trained
on our data, as well its contextual version based
on the MTCUE architecture (Vincent et al., 2023),
whose training involves observing a vast range of
metadata and document-level information.

The study was carried out with the assistance of
translation and post-editing professionals. Here-
inafter we refer as post-editors (PEs) to those who
were tasked with post-editing work, and as trans-
lators (HTs) to those who were tasked with transla-
tion from scratch (FST). The campaign took place
in a full-context multi-modal environment where
the professionals had access to the video mate-
rial and were able to directly jump to the segment
corresponding to the utterance they were review-
ing, as well as see the preceding and succeeding
segments. A total of eight PEs were employed,
four for English-to-German (EN-DE) and four for
English-to-French (EN-FR) translation, and four
HTs, two per language pair. We measured the ef-
fort it took to post-edit or translate the TV series
content and the number of specific translation er-
rors observed by the PEs. Our findings highlight

1https://translate.google.com/
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the necessity of tailoring MT engines to the target
domain and motivate further work within leverag-
ing contextual systems in dialogue translation.

2 Related Work

Over the last few years, subtitle translation has
been given a volume of attention: C. M. de Sousa
et al. (2011), Koponen et al. (2020) and Huang and
Wang (2023) observe that post-editing the outputs
of an NMT system is a promising alternative to
translation ex novo, reducing the temporal, techni-
cal and cognitive effort of both novice and profes-
sional translators and subtitlers. A survey among
professional subtitlers detailed by Karakanta et al.
(2022), finds that professionals have a positive out-
look on incorporating automatic components (such
as MT) into their workflow, as they offer start-
ing templates, reduce effort and can provide use-
ful suggestions. However, some challenges in
the automatic translation of subtitles remain un-
solved (Gupta et al., 2019; Karakanta et al., 2022),
including the adherence to subtitle block limita-
tions, which often necessitates shorter and para-
phrased translations; lexical consistency, which in-
volves translating the same terms across the text, as
well as using vocabulary that maintains the cohe-
sion and coherence of the text, aligns with the sur-
rounding video or textual content, and conforms
to standard language or industry conventions; lex-
ical errors such as the translation of idioms and
figurative language, and context-related inconsis-
tencies. Context-related errors in particular have
been pointed out as the culprit in many works in
MT that leveraged the OpenSubtitles corpus (Li-
son et al., 2018), a dataset of user-submitted sub-
titles and their translations. Leveraging document-
level information (Tiedemann and Scherrer, 2017;
Bawden et al., 2018), speaker’s and interlocutor’s
gender identity (Vincent et al., 2022) and explicit
extra-textual information (Vincent et al., 2023) has
been found particularly useful in addressing this
challenge. Context is also useful during the man-
ual post-editing procedure: Huang and Wang
(2023) show that such a setup decreases the cog-
nitive load of student translators compared to a
text-only scenario, suggesting as an explanation
the dual coding theory, according to which the in-
teractions between the verbal and non-verbal infor-
mation enhances the translators’ understanding of
the material.

This work employs MTCUE (Vincent et al.,

2023), a multi-encoder Transformer designed for
contextual NMT capable of leveraging contextual
signals such as film metadata and document-level
information to improve translation quality, as well
as enabling better control of phenomena such as
speaker’s gender and formality register. The mech-
anism for delivering context in the model involves
converting the context fields into equal-sized vec-
tors via sentence embedding. The resulting vector
sequence is inputted into a distinct Transformer en-
coder. Additionally, we employ the context speci-
ficity evaluation method outlined in Vincent et al.
(2024), which relies on the pointwise mutual infor-
mation (PMI). In this method, PMI quantifies the
degree of co-occurrence between tokens in a trans-
lation hypothesis and the respective context.

3 Experimental Setup

The primary objective of our case study was to
investigate whether post-editing MT is a cost-
effective alternative to FST in our workflow, and to
what extent domain-adapted training data and the
utilisation of context have an impact in this area.
Guided by the availability of resources, we oper-
ated in two language pairs: EN-DE and EN-FR and
considered four versions of the text in each, includ-
ing MT outputs from three systems:

1. GOOGLE2, a general-purpose NMT engine
used in previous work.

2. BASE-NMT, a non-contextual Transformer-
based translation model parameter-matched
to MTCUE and trained on the same data (ex-
cept context).

3. MTCUE system (Vincent et al., 2023), a
multi-encoder Transformer.

We also operated on the human translations of the
test set (REF) approved for production.3. For both
MTCUE and BASE-NMT, we trained the mod-
els after Vincent et al. (2024), §4.1, in the OVER-
LAP setting which mimics a scenario with access
to prior episodes of a tested series for training (a
sample is presented in Appendix F of that work).
We operated on sentence-level translations, with
MTCUE using the context for each sentence in its
dedicated space.
2https://translate.google.com/
3This baseline is omitted during automatic evaluation (in fact,
it is used as the reference text to calculate the automatic
metrics), but is used as a baseline in the human evaluation,
where the professionals are asked to post-edit this already suf-
ficiently good text.
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3.1 Automatic evaluation

We conducted a pre-emptive automatic evalua-
tion to confirm the feasibility of the human eval-
uation study. We used BLEU (Papineni et al.,
2002) and COMET (Rei et al., 2020) as translation
quality metrics. Additionally, to measure context
specificity, we measured the PMI between con-
textual and non-contextual translations (Vincent et
al., 2024). We compared the outputs of the ma-
chine translation systems (BASE-NMT, GOOGLE,
MTCUE) against the reference (REF).

3.2 Post-Editing Setup and Metrics

The human evaluation aspect of the study is inter-
preted as the effort required to post-edit the trans-
lations to a production standard, and captured in
the number of errors, keystrokes and total edit
time. The task was performed by professional HTs
and PEs using ZOOSUBS, an in-house software
application belonging to ZOO Digital, built to fa-
cilitate manual translation of video material (Fig-
ure 1). The software’s interface displays the video
material along with timed subtitles in the original
language. The target stream, i.e. the set of text
boxes provided to the right of the source stream,
is where the HTs input their translations to the de-
sired language. It can optionally be pre-populated
with “draft” translations – a setting we opted for in
this study – allowing post-editors to edit, divide or
combine the segments as they see fit.

To make amendments to a segment, the PE
needs to click on its box. From that point, the
system tracks the time spent editing the box and
the number of keystrokes made. These metrics are
recorded for each box separately and taken into ac-
count only if the post-edited text differs from the
original. After applying modifications, an Issues
for event window appears for the user to spec-
ify the purpose of the changes by selecting er-
rors from a predefined list, optionally providing
text commentary. We leveraged this functional-
ity of ZOOSUBS to measure the total and aver-
age time and number of keystrokes made by HTs
and PEs given some pre-existing translations. We
also measured the number of selected errors. For
this project, we created a bespoke taxonomy of er-
rors (Table 1) based on translation errors reported
in previous work (Freitag et al., 2021; Sharou and
Specia, 2022), the original list of issues already
present in the ZOOSUBS system and relevant er-
rors from previous work (§2). Error categories

from the aforementioned sources were compiled
together and curated to fit the study requirements4

Worker setup The PEs operated on seven
episodes from three TV series of varying genres:
a fictional series about space exploration, a docu-
mentary exploring aspects of everyday life, and a
family cooking competition show. They were un-
aware that some of the text they worked with was
machine translated, but were told that it was for
a research project and asked to relax some con-
straints such as adhering to the reading speed lim-
its. In addition, we asked four HTs (two to Ger-
man, two to French) to translate one episode of the
cooking show from scratch in ZOOSUBS so we
could compare their effort to that of post-editors.
For each of the seven episodes, the PEs were asked
to post-edit one out of four versions of the text,
corresponding to the list outlined in §3. We in-
cluded the human references (REF) to account for
the fact that PEs can sometimes post-edit a trans-
lation even when the original one is valid. Our
setup ensured that the same PE evaluated the out-
put for each episode exactly once (i.e. does not
see two different versions of the same text) (Ta-
ble 2). When referring to individual PEs, we use
the notation PE.[L][i], where L ∈ {G (German), F
(French)}, and i denotes the PE ID ∈ [1, 4].

Details regarding the PEs The recruited PEs
and HTs were professionals within the subtitle do-
main and freelance employees of ZOO DIGITAL.
They were informed that the undertaken work was
carried out for a research project, but nevertheless,
they were paid for their effort at competitive PE
and HT rates, standard within the company for this
type of work. Information about the PEs’ and HTs’
years of experience (YOE) was collected to shed
more light on the findings (Table 3). They also an-
swered a short survey about their views regarding
machine translation, discussed in detail in §5.3:

1. Which one would you prefer: translating a
stream from scratch or completing a quality
check on (post-editing) a stream? Why?

2. What are your views on the use of machine
translation in the industry?

3. In your view, are there benefits to post-editing
translations over translating from scratch?

4We uploaded a draft taxonomy to ZOOSUBS, and the first
author performed a test evaluation against a stream with 446
segments to validate the list. As a result, some errors were
split into more granular categories, some were renamed and
some generalised.
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Figure 1: A compressed snapshot of ZOOSUBS.

Type Description

Translation quality
Catastrophic translation Impossible to post-edit, must be translated from scratch.

Mistranslation Incorrect. Does not preserve the meaning or function of the source.
Omission Part of the source text was left untranslated.

Deviation in sentiment Does not preserve the sentiment of the source (e.g. does not match the expressed excitement),
or negates the sentiment (e.g. from positive to negative).

Locale convention Violates locale convention, e.g. currency and date format.
Fluency Contains punctuation, spelling and grammar errors.

Context
Incorrect gender Misgenders the speaker or the addressed person(s).

Incorrect plurality Incorrectly refers to a single person when a group is addressed, or vice versa.
Wrong formality Expressed in informal style or uses informal addressing when should use formal, or vice versa.

Other inconsistency with video Contains inconsistencies with the video material not falling within any of the above.

Style
Subtitle formatting violation Violation of the subtitle blocking guidelines.

Other style sheet non-compliance Does not conform to the provided style sheet.
Awkward style The style of the translation does not reflect the style of the source sentence and/or the context.

Subjective style changes The translation is acceptable but the editor suggests improvements in style.

Other Error of type not found above (use text box provided).

Table 1: List of errors provided to the human evaluators during the campaign.

Series A B C

Ep. ID A1 A2 B1 B2 C1 C2 C3

PE.1 REF MTCUE GOOGLE BASE-NMT REF MTCUE GOOGLE

PE.2 BASE-NMT REF MTCUE GOOGLE BASE-NMT REF MTCUE

PE.3 GOOGLE BASE-NMT REF MTCUE GOOGLE BASE-NMT REF

PE.4 MTCUE GOOGLE BASE-NMT REF MTCUE GOOGLE BASE-NMT

HT.1 From Scratch
HT.2 From Scratch

Table 2: Work assignment to PEs and HTs in the human eval-
uation campaign used for both language pairs.

All French HTs had training in post-editing, and
three out of four preferred it to translating from
scratch, while no German HTs had received such

English-to-French English-to-German

PE.F1 PE.F2 PE.F3 PE.F4 PE.G1 PE.G2 PE.G3 PE.G4

Translation YOE 15 8 3 20 7 18 8 17
YOE in subtitles 8 6 1.5 20 7 5 8 7

YOE in post-editing 8 6 3 10 5 5 1 3
Post-editing training? ✓ ✓ ✓ ✓ ✗ ✗ ✗ ✗

Prefer post-editing? ✓ ✓ ✗ ✓ ✓/✗ ✗ ✗ ✗

Table 3: Details regarding employed PEs.

training in the past, and all but one strictly pre-
ferred FST. All PEs had at least one YOE in post-
editing and one and a half in the subtitle domain.
Although the HTs within both pairs had a similar
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amount of experience in translation in general and
in the subtitle domain (11.5 ± 6.5 for French vs
12.5 ± 5.0 for German), the French HTs had the
advantage in terms of YOE in both subtitling (a
mean difference of 2.1 YOE) and post-editing (a
mean difference of 3.3 YOE).

4 Results of Automatic Evaluation

The automatic evaluation results (Figure 2) sug-
gest that MTCUE was the best-performing system
and GOOGLE the worst-performing for both lan-
guage pairs. Interestingly, for EN-DE, the BLEU
and COMET score differences varied in magnitude,
to the point of COMET judging all three systems as
on par. A possible cause was the discrepancy in hy-
pothesis length (the reference text uses 7.04 words
per segment, BASE-NMT: 7.06, MTCUE: 7.06,
GOOGLE: 8.29). Since COMET’s calculation in-
volves comparing sentence embeddings of the hy-
pothesis and the reference, including more words
or phrases in the hypothesis may lead to a closer
similarity match, inflating the score even if the ad-
ditional tokens are redundant or even harmful to
quality. BLEU does not have this problem as it is
based on string matching (Papineni et al., 2002).
As per the PMI scores, the professional transla-
tions (REF) consistently exhibited the highest con-
text specificity. However, MTCUE was on par with
this reference score in both cases and was consis-
tently better than the other two systems. MTCUE

therefore shows promise at addressing the context-
related issues in subtitle translation.

5 Results of the Post-Editing Study

This section analyses the results of the post-editing
study: the translation errors (§5.1), the post-editing
effort (§5.2), and finally, the post-campaign survey
responses (§5.3).

Due to the unprecedented nature of this work in
the company, the professionals’ contract allowed
them to withdraw if they found the compensa-
tion insufficient for the requested work. At the
midpoint of the campaign, two PEs (PE.G1 and
PE.G3) contacted the project manager to express
concerns regarding the quality of the MT outputs,
asserting that the task potentially required more
effort than FST. To compromise, they proposed
narrowing the scope of the remaining work to er-
ror identification and marking, without making the
necessary corrections. This meant we would not
obtain the effort metrics for the two PEs. Conse-

quently, while the error analysis in §5.1 includes
both language pairs, the effort analysis in §5.2 does
not include results from PE.G1 or PE.G3.

5.1 Error Analysis
An initial inspection of the results indicated that
each PE marked a significantly different total num-
ber of errors (e.g. PE.F1 marked 232 errors total
while PE.F4 marked 878). This made direct com-
parison of the error counts across systems unreli-
able as each PE also post-edited a different number
of segments for each system (cf. Table 2). With
seven episodes and four different versions of the
text, for each PE there is a version of text they
would only have seen one episode from. For ex-
ample, in Table 2, PE.1 is assigned two episodes
for REF, MTCUE and GOOGLE, but only one
for BASE-NMT. In this example, if PE.1 gener-
ally marked fewer errors than others, BASE-NMT
would be disproportionately rewarded.

To make the measurements comparable, we nor-
malised them by computing a normalisation coeffi-
cient h for each PE and then multiplying their error
counts for each category by their h. Let ERRPEi,c

denote the number of errors within the category c
for the i-th PE. We compute the normalised count
‘ERRPEi,c as described by Equation 1.

‘ERRPEi,c = ERRPEi,c × hi

where hi =
max(ERRPEj ,total; j ∈ {1, 4})

ERRPEi,total

(1)

We report the total error counts as well as the
normalisation multipliers in Table 4.

English-to-German English-to-French

PE ID Error count h PE ID Error count h
PE.G1 1526 1.76 PE.F1 232 14.68
PE.G2 2452 1.10 PE.F2 182 18.71
PE.G3 2690 1.0 PE.F3 3406 1.0
PE.G4 1832 1.47 PE.F4 878 3.88

Table 4: Error counts and values of h for each PE.

Error post-processing To facilitate post-editing
in ZOOSUBS, MT outputs had to be adapted to
match the subtitle format. Quality checks of trans-
lations conducted in ZOOSUBS normally require
the users not just to ensure the correctness of trans-
lations but also that the subtitles comply with strict
guidelines5. Typical MT systems, like the ones
5This includes adhering to reading speed and length limits,
balancing the length of the top and bottom subtitle, disam-
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Figure 2: BLEU, COMET and PMI scores obtained by the evaluated models. Asterisks (*) over bars indicate the best result
along with all statistically indistinguishable results computed either via bootstrap resampling (or t-test for PMI), p = 0.05.

used in this project, are not designed to create
translations conforming to these stringent guide-
lines, and the primary goal of this study was to
identify the impact of the translation errors alone.
To faithfully replicate the normal work environ-
ment of the PEs, we applied a greedy reformat-
ting tool (built into ZOOSUBS) to reformat our
translations as subtitles. We made it clear that the
project is centred on the correctness of translations,
not the subtitle formatting. Still, to ensure that the
translation and non-translation errors are kept sep-
arate, we included two environment-specific errors
for the workers to select from: Subtitle formatting
violation covering cases where the subtitle is not
split to optimally adhere to segmentation guide-
lines; and Other style sheet non-compliance where
a rule outlined in the style sheet from the client
company was not followed, such as custom punc-
tuation conventions.

Example 1 Target: German

Source Can I take a look at what you’re do-
ing by any chance?

BASE-NMT (✗) Kann ich mir zufällig ansehen, was
du [BR] machst?

Post-ed. Kann ich mir vielleicht ansehen,
[BR] was Sie da machen?

Errors Mistranslation
Subtitle formatting violation
Formal/informal mismatch

In some instances, a PE would encounter both
translation and non-translation errors within the
same segment, as exemplified in Example 1,
where both translation errors (Mistranslation of
by any chance and Formal/informal mismatch of
you’re doing) and non-translation errors (Subtitle
formatting violation of the position of the subtitle
break) are present. In such cases, we (i) disregard
the non-translation error counts, and (ii) correct

biguation of speaker turns with colours or dashes, and apply-
ing appropriate formatting, as specified by a style sheet.

the effort rates (editing time and keystrokes) to ac-
count solely for translation-related errors. To pre-
cisely gauge the latter, we employed a correction
method: let ERRnon−translation and ERRtranslation

be the total effort expended by a PE on a segment
that had only non-translation and only translation
errors marked, respectively. We calculated transla-
tion share (TS) as follows:

TS =
ERRtranslation

ERRtranslation + ERRnon−translation

We then used it to calculate the estimated share of
the effort spent on translation in segments that had
both errors marked by multiplying TS by the total
effort spent on a segment with both error types.6

Finally, since the Other category was used sub-
stantially, we parsed the contents of the optional
description text box. The most commonly re-
ported Other errors were “Grammar”, “Punctua-
tion”, “Timing”, “SGP” (spelling, grammar, punc-
tuation) and “Literal translation”. Such errors
(69.3%) were removed from the Other category
and pigeonholed as appropriate (e.g. “Grammar”
as Fluency). More complex comments such as
“wissen Sie should not be in the translation” were
left categorised as Other (30.7%).

Results The calculated normalised counts of
errors within each category (Table 5) suggest
that MTCUE performs no worse than both non-
contextual MT systems overall (row Total), while
performing significantly better in the Context and
Style categories in EN-FR, pointing to gains related
to the use of context information.

The most frequently flagged errors in both lan-
guage pairs were consistently Mistranslation and
Fluency. Mistranslation was reported a similar
number of times for all three machine translation
6For example, if a PE took three seconds for translation errors
and two seconds for non-translation errors on average, where
they marked both types we multiplied their total effort for that
segment by 3

3+2
.
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Normalised count
Error type GOOGLE BASE-NMT MTCUE REF

E
ng

lis
h-

to
-G

er
m

an

Translation quality 13.12± 14.46 8.70± 11.67 8.49± 10.90 4.56± 5.14

Catastrophic translation 0.50± 0.27 0.46± 0.18 0.88± 0.95 0.72± 0.68
Mistranslation 26.99± 8.58 25.69± 7.67 26.74± 6.15 8.76± 5.51

Omission 0.26± 0.15 2.32± 2.20 3.54± 2.79 5.38± 6.75
Deviation in sentiment 1.11± 0.66 0.83± 0.30 1.25± 0.88 5.23± 4.40

Locale convention 2.04± 0.00 0.94± 0.46 0.61± 0.30 0.91± 1.03
Fluency 16.88± 15.22 9.54± 11.17 7.10± 6.52 4.18± 3.65

Context 5.34± 5.68 2.64± 3.45 2.21± 2.55 1.18± 1.13

Incorrect gender 2.20± 1.58 1.69± 1.90 1.43± 1.17 1.60± 1.19
Plural/singular form error 0.99± 0.81 0.80± 0.63 1.19± 1.24 0.33± 0.00
Formal/informal mismatch 11.31± 4.55 5.29± 4.60 3.86± 3.60 1.19± 1.31

Style 12.19± 9.79 8.12± 6.59 9.88± 7.83 3.77± 3.86

Awkward style 17.70± 7.76 11.82± 5.21 13.11± 7.04 4.70± 4.34
Subjective style changes 2.55± 2.09 1.65± 1.59 2.33± 2.28 2.13± 2.52

Other 2.12± 3.43 3.26± 4.48 2.10± 2.46 3.39± 5.88

Total 9.58± 11.35 6.44± 9.05 6.41± 8.82 3.86± 4.70

E
ng

lis
h-

to
-F

re
nc

h

Translation quality 20.01± 23.05 9.27± 9.52 10.21± 8.88 6.60± 5.08

Catastrophic translation 3.41± 1.38 2.25± 2.39 2.86± 3.03 2.51± 3.26
Mistranslation 38.80± 14.35 22.73± 8.49 20.10± 7.34 7.24± 3.61

Omission 2.40± 2.40 3.91± 1.49 5.56± 4.09 7.48± 5.13
Deviation in sentiment 5.93± 5.90 7.82± 6.09 11.59± 0.00 6.74± 3.03

Locale convention 4.29± 2.49 0.73± 0.51 0.21± 0.00 0.63± 0.00
Fluency 30.83± 31.77 7.28± 3.75 5.92± 4.18 7.82± 7.35

Context 5.41± 3.64 6.09± 4.26 3.86± 3.11 1.29± 1.07

Incorrect gender 3.49± 2.59 6.96± 5.57 4.77± 3.98 0.49± 0.44
Plural/singular form error 4.50± 1.92 5.84± 4.60 1.97± 0.62 0.00± 0.00
Formal/informal mismatch 7.44± 4.63 5.58± 3.76 4.23± 2.93 1.69± 1.10

Style 11.05± 7.07 10.35± 3.69 3.41± 2.53 5.55± 3.41

Awkward style 11.13± 7.46 9.55± 1.27 2.89± 2.76 4.10± 1.28
Subjective style changes 10.94± 8.16 11.15± 5.52 4.18± 2.87 6.28± 4.09

Other 37.20± 52.68 11.19± 16.44 23.67± 29.23 27.05± 24.68

Total 17.02± 25.78 8.84± 9.20 9.63± 13.85 8.83± 12.84

Table 5: Counts of errors flagged by the PEs for each system. Excluding REF, the best result in each row is highlighted and
all statistically indistinguishable results are underlined (one-tailed t-test, confidence interval of 80%, p = 0.2). Error rates for
categories in bold (e.g. Style) are calculated based on all errors within the category.

systems in EN-DE and three times less frequently
for post-editing REF. This gap was similar in EN-
FR, though within the MT systems themselves, the
GOOGLE system had a significantly higher error
rate for Mistranslation errors (38.80 mean) than
the next best system, i.e. BASE-NMT (22.73); the
contextual MTCUE achieved an even lower rate of
20.10. Interestingly, MTCUE also produced out-
puts of higher Fluency than other systems, even
surpassing REF for EN-FR, though insignificantly
at the selected confidence interval (80%).

In both language pairs, the Omission error was
consistently marked the fewest times in GOOGLE-
generated text (see Translation quality→ Omis-

sion). In both cases, REF scored significantly
above the mean. This is unsurprising: transla-
tions authored by the general-purpose GOOGLE

engine tend to be overly literal and faithful to the
source, while in the domain of dialogue, the HT
often needs to let go of individual features of the
source text or opt for alternative expressions to
maintain the brevity and dynamics of the source
dialogue, leading to spontaneous omissions in the
reference translations. To exemplify, GOOGLE

consistently unnecessarily translated the English
“(...), you know,” to “(...), wissen Sie,” in Ger-
man, necessitating additional post-editing in our
study. A similar error was typically avoided by
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the other systems, due to their data-learned pref-
erence for brevity and dynamically expressive lan-
guage. As a result, both systems were marked
with Omission more times than GOOGLE. In fact,
MTCUE scored even more Omissions than BASE-
NMT, suggesting that MTCUE’s omission be-
haviour more closely matches that of professional
HTs. Other Translation quality errors were rela-
tively infrequent and with insignificant differences
between systems.

To capture context-related issues, we provided
categories for the most frequent contextual errors:
Incorrect gender, Plural/singular form and For-
mal/informal mismatch. Since the perception of
speaking style in dialogue is subjective and diffi-
cult to gauge, we did not provide explicit ways for
the PEs to mark speaker style errors to avoid bi-
asing them towards thinking in terms of what is
a characteristic way of expression for the given
speaker. Instead, we provided loose categories for
Style, with the intention of collecting measure-
ments of how often the PEs feel the need to alter
the style of the translations. Since all of the post-
edited content is dialogue, the style of the trans-
lation can be directly associated with the style of
the speaker’s expression. Our findings regarding
some Context categories (Incorrect gender, For-
mal/informal mismatch) are consistent between the
two language pairs, and MTCUE was found to be
superior in most categories in both cases, with the
overall score for the Context category being sig-
nificant at 80% confidence for EN-FR. The Plu-
ral/singular form error required few corrections in
EN-DE (where BASE-NMT was found superior to
MTCUE) and more in EN-FR (where MTCUE was
found superior).

The findings from the Style category also work
in favour of contextual MT, where it was found
comparable to non-contextual systems for the EN-
DE pair and significantly better than them for the
EN-FR pair, requiring the fewest style-based ad-
justments, even fewer than REF. Within the EN-DE

pair, Subjective style changes were flagged only up
to 4 − 5 times per 100 segments for any system,
and a consistent number of times between systems,
and Awkward style was flagged the fewest times for
REF (4.68 on average), much less frequently than
for the other systems, among which GOOGLE re-
quired the most edits and BASE-NMT the fewest.

Overall, our error count analysis suggests that
within the EN-FR pair, MTCUE has significantly

reduced the number of errors marked for con-
textual and stylistic reasons compared to non-
contextual systems, while not degrading overall
translation quality. The findings within the EN-DE

pair are too variable to yield definitive conclusions
but entail no degradation of quality leading from
the inclusion of context, a significant improvement
for contextual phenomena compared to GOOGLE,
and highlight that MTCUE makes the fewest con-
textual errors overall.

5.2 Analysis of Effort and Quality

This section delves into the analysis of per-PE ef-
fort spent post-editing or translating the outputs of
each system. Based on the observation that some
measurements of editing time and keystrokes were
out of the distribution, we normalised these by first
computing the 97.5th percentile for the given lan-
guage pair and task (translation or post-editing)
and set all per-segment measurements to be capped
at that percentile. Our obtained percentiles were:
37 seconds and 69 keystrokes for translation, and
45 seconds and 54 keystrokes for post-editing.

Effort per PE As per Figure 3, the results for
the EN-DE pair suggest that each PE contributed a
similar effort. Interestingly, the error rate and ef-
fort measures of these PEs are closer in magnitude
to the outlier PE.F3 within the EN-FR pair. Putting
PEs from both pairs together we find an interest-
ing correlation: those PEs who expressed a pref-
erence for post-editing marked significantly fewer
errors overall. We suspect that professionals who
expressed a preference for translation opted for
spending any effort necessary to match the qual-
ity of the resulting text to what they would have
produced from scratch, while the post-editing en-
thusiasts contributed fixed effort, possibly charac-
teristic of their usual post-editing assignments.

The error rate for this pair points to GOOGLE

as the system consistently requiring the most ed-
its, and REF the least, though only PE.G4 made
drastically fewer edits to this already production-
ready text. Between BASE-NMT and MTCUE,
PE.G2 and PE.G3 found MTCUE to be less erro-
neous (and PE.G3 found it to be on par with REF),
while PE.G1 and PE.G4 identified fewer errors in
BASE-NMT.

According to PE.G2, the quality of transla-
tions from GOOGLE and BASE-NMT is compa-
rable, requiring the most complex and laborious
edits. MTCUE’s hypotheses required less work
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Figure 3: Effort for each PE within both language pairs.

from this PE, and REF text still less. Results ob-
tained from PE.G4’s edits are different, revealing
next to no edits to the REF text, (which could be
interpreted as them being the least subjective of
the PEs, only making edits when they are neces-
sary). This PE found MTCUE to require more ed-
its than BASE-NMT and on par with GOOGLE. In-
terestingly, even though editing MTCUE’s outputs
took more time and keystrokes, GOOGLE’s outputs
yielded a HTER value about 10 points higher than
MTCUE. Since GOOGLE is the more literal MT
system, and MTCUE produces more dialogue-like
responses, these findings suggest that, other things
being equal, a literal and overly long translation of
dialogue may take less effort to post-edit than an
incorrect platonic (dialogue-like) response, even if
more profound edits are required.

Approach to REF Since the PEs were told about
the research nature of the project, they might have
approached this project with less vigilance than if
the work was undertaken for actual clients. On the
flip side, some may have eventually realised they
were dealing with some MT outputs – they were
not told this explicitly – and became more scruti-
nous as a result, expecting to make many more cor-
rections than in a typical post-editing task. This
would perhaps explain why some PEs took to post-
editing REF at rates sometimes matching the out-
puts of the MT systems, with three of them doing
so at a rate of over 40 errors per 100 segments.

Comparison with translation effort In Figure 4
we compare the unnormalised post-editing effort
(exclusive of REF) to the FST effort for one
episode of the cooking show. For both language
pairs, FST required 4 to 6 times the effort of post-
editing, by both measures.

Figure 4: Effort comparison of FST and post-editing MT.

5.3 Analysis of the professionals’ views on
post-editing and MT

Finally, we present the PEs’ responses to a sur-
vey regarding views on post-editing and machine
translation. Most of the German PEs expressed a
preference for FST over post-editing, with three
voicing frustration with MT’s stiffness and literal
nature, omitting aspects of the original text such as
slang, gender agreement, references to the video
and people’s speaking styles. They view transla-
tion as a more creative process which can yield id-
iomatic and fluent translations. They also noted
that post-editing currently demands more effort
than translating from scratch at times, yet it is com-
pensated at a lower rate than translation. To one
PE, post-editing felt like damage control.

Conversely, three out of four French PEs ex-
pressed a preference for post-editing, justifying the
choice with their specialisation. The fourth PE was
dissatisfied with the amount of subtitle formatting
errors within our project, commenting that FST
would have focused more on content.

PEs in both languages agreed that MT can be a
helpful tool, and praised the recent developments,
but still concurred that the substantial gap in qual-
ity persists, and renders MT insufficiently com-
petent to replace FST. However, they were opti-
mistic about future developments within MT. The
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majority of PEs recognized the advantages of post-
editing, such as the reduction of temporal effort
in some cases and the potential to improve con-
sistency in translating terminology, and enabling
greater attention to detail. However, presently
these benefits can fail to materialise in practice,
emphasising the importance of further work on im-
plementation quality of post-editing workflows.

5.4 Examples of challenges
We present two examples of corrections made in
the post-editing process to reflect what kind of cor-
rections required attention as well as what mis-
takes need to be improved upon in the future.

Example 2 Target: German

Source No way, no way.
Video context The victorious family is in disbelief

about their triumph.
MTCUE (✗) Auf keinen Fall.

(‘Under no circumstance.’)
Post-ed. Unmöglich.

(‘Unbelievable.’)
Error Other: inconsistency with video

Example 2 presents a scenario where MTCUE

incorrectly interprets the exclamation No way as
Under no circumstance, which fails to account for
the sense of disbelief and amazement that the vic-
torious family is experiencing. Such an interpreta-
tion relies strongly on the visual context, of which
effective incorporation into the machine transla-
tion process in a multi-modal framework is an area
for future work.

Example 3 Target: German

Video context Two cooks and a chopping board.
Source N Get that Welly on that board.

Reference N Leg das Welly auf das Brett.
MTCUE (✗) Stell die Welly auf das Brett.

Post-ed. Legt das Wellington auf das Brett.
Error Awkward style

Source N+1 She’s on.
Reference N+1 Es ist drauf.

MTCUE (✗) Sie ist dran.
Post-ed. Ist drauf.

Error Other: inconsistency with video

Example 3 presents a two-error scenario.
Firstly, MTCUE uses the incorrect German prepo-
sition an/dran to translate the English on, instead
of the correct auf /drauf (on that board = auf das
Brett). The more interesting error comes from mis-
translating She as Sie. The pronoun is a reference

to pork Wellington, abbreviated to Welly by the
speaker, and incorrectly assigned the feminine arti-
cle sie, instead of the neuter das. The speaker per-
sonifying the pork in Source N+1 (referring to it as
She) complicates things, and so even a document-
level system could have trouble interpreting what
Welly actually is. The correct interpretation is cru-
cial to selecting the right verb legen over stellen
which should be used to translate get when refer-
ring to meat. Though it was marked with an in-
consistency with video error, it is challenging to
outline the minimal set of context information suf-
ficient for the correct treatment of this example.
The context of cooking, the light-hearted, casual
character of the show and the manner of British
speech, as well as what meal is being made and
what the cooks are doing at the moment, all could
aid this process. An important challenge for future
contextual systems is going to be to discern which
type of information is necessary and when.

6 Conclusions and Future Work

We have presented a case study on post-editing
MT of subtitles for TV series in a multi-modal
scenario, with a focus on contextual MT. We
found that the MT models custom-trained on di-
alogue required less post-editing effort than the
one-size-fits-all Google Translate, potentially due
to the overbearing literalness and stiffness of
the latter system’s outputs. We also found that
some post-editors amended production-approved
human translations at high rates, with hypervigi-
lance about dealing with MT as a possible cause.
Our results did not determine a significant differ-
ence in post-editing effort between MTCUE and
BASE-NMT. However, the inclusion of context in
MTCUE yielded fewer errors in the Style, Context
and Fluency categories, motivating our future ex-
ploration of context-inclusive models. We further
found that post-editing any MT output required
four to six times less technical and temporal ef-
fort compared to FST, making it a promising cost-
effective venture. However, cognitive effort should
be measured in future studies, given the exit survey
sentiment that post-editing was sometimes harder
and less interesting than FST. Our future experi-
ments will employ larger cohorts of PEs and split
them into groups who post-edit non-contextual and
contextual inputs exclusively, so that clearer feed-
back can be collected, as well as to minimise the
variance in effort.
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Abstract

This paper illustrates the process of train-
ing and evaluating NMT systems for a lan-
guage pair that includes a low-resource
language variety. A parallel corpus of le-
gal texts for Italian and South Tyrolean
German has been compiled, with South
Tyrolean German being the low-resourced
language variety. As the size of the com-
piled corpus is insufficient for the training,
we have combined the corpus with sev-
eral parallel corpora using data weighting
at sentence level. We then performed an
evaluation of each combination and of two
popular commercial systems.

1 Introduction

Neural machine translation (NMT) has shown out-
standing performance and translation quality com-
pared to previous models (Bentivogli et al., 2016).
However, there is a translation quality gap to fill for
low-resource languages (Aranberri and Iñurrieta,
2024; Goyle et al., 2023; Ranathunga et al., 2023)
due to the significant amount of parallel data that
is required to learn useful mappings between lan-
guages (Lakew et al., 2018). Besides, the legal do-
main poses an increased challenge for NMT (Kill-
man, 2023) given the intricate nature of legal
language, the necessity to use precise terminol-
ogy, and the negative consequences of misunder-
standing the legal intent (Quinci and Pontrandolfo,
2023).

Our work deals both with the legal domain
and with a low-resource language variety of a

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

big European language (German), as we trans-
lated decrees in the language combination Ital-
ian – South Tyrolean German. It shows some
of the challenges of NMT in the legal domain,
focusing on a low-resource variety. This low-
resource variety context is not unique but shared by
many language communities in relation to the legal
and administrative domain; in Europe, for exam-
ple, by the German-speaking community in Bel-
gium, the Swedish-speaking community in Fin-
land, the Italian-speaking community in Croatia,
the Danish-speaking community in Germany and
many more.

After having trained our NMT systems with
the LEXB (Contarino, 2021) corpus by Eurac Re-
search and having cleaned and curated the data af-
terwards, we achieved an increase of, depending
on the direction of translation, approximately five
to eight full points in BLEU (Post, 2018). This
shows the importance of training domain-specific
NMT systems with high-quality data, especially
for low-resource languages.

1.1 Linguistic situation in South Tyrol

South Tyrolean German is the standard variety
of German (Ammon et al., 2016) used in North-
ern Italy in the Autonomous Province of Bolzano
(South Tyrol). German is an officially recognized
minority language in South Tyrol. The public ad-
ministration offices are legally bound to use Ger-
man next to Italian when dealing with the citi-
zens1 (Presidential Decree No. 670/1972, Art. 99).
All administrative documents, local legislation and
material aimed at the general public (e.g. websites
of local public institutions) must be available in

1The small Ladin-speaking minority (20,000 speakers) has
also been granted extensive language rights. However, these
are generally limited to the valleys of Gherdëina and Badia.
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Italian and German.
This officially multilingual institutional regime

is implemented by translating texts from German
into Italian or vice versa, increasingly using ma-
chine translation (De Camillis, 2021). Even
though the majority (69%) of the South Tyrolean
population is German-speaking (ASTAT – Provin-
cial Statistics Institute, 2021) and today many legal
texts are drafted in the minority language, only the
Italian version of legal texts is legally binding in
case of diverging interpretations (Presidential De-
cree No. 670/1972, Art. 99). This implies that it is
a translated text—either translated or post-edited
by a human—that often becomes the legally valid
text in South Tyrol.

1.2 Challenges in legal translation
The consequences of mistakes in legal translation
may be serious (Mattila, 2018) and include fi-
nancial loss, legal disputes, infringement of ba-
sic human rights (e.g. bad interpreting in a crim-
inal court case). Legal language is therefore con-
sidered particularly difficult to translate (Killman,
2023; Mattila, 2018). This is partly due to some
specific characteristics of legal language, among
others (Gualdo and Telve, 2021; Mattila, 2018):

• specific syntactic features and generally long
and complex sentences;

• closeness to general language, with general
language words often taking on a specific
meaning in the legal context (e.g. ‘trust’);

• terminology that is system-bound and there-
fore may vary even across legal systems us-
ing the same language (e.g. ‘antitrust law’
in the US vs ‘competition law’ in the UK)
and may additionally vary in meaning—and
translation—also across legal subdomains
(e.g. in US banking law, ‘withdrawal’ means
the removal of money from a bank but in US
criminal law it refers to a person separating
themselves from criminal activity2; the first
term can be translated with prelievo, the sec-
ond with dissociazione in Italian);

• use of abbreviations, acronyms and ini-
tialisms;

• formulaic legal phraseology that should not
be translated literally.

2https://thelawdictionary.org/withdrawal/

All these features are present in the Italian and
South Tyrolean German legal languages and pose
notable challenges to NMT systems. Chromá
(2008) stressed the central role of terminology in
legal translation by calculating that between 20%
and 29% of legal texts consist of terminology.

1.3 South Tyrolean German and translation

South Tyrolean German has syntactic, grammat-
ical and lexical features that generally character-
ize it as a Southern German variety and are often
shared with the Austrian and/or Swiss standard va-
rieties. Examples are the choice of the auxiliary
to form the past tense of some verbs and the use
of linking elements within compounds. However,
its specific terminology in the domain of law and
food as well as a significant influence of Italian
clearly distinguishes it from the neighbouring va-
rieties (Ammon et al., 2016). Heiss and Soffritti
(2018) and Wiesmann (2019) have shown that ter-
minology is also one of the major machine trans-
lation issues in the language combination Italian
– South Tyrolean German. A more in-depth error
annotation by De Camillis et al. (2023) found that
mistranslations and bilingual terminology errors
were the most represented error categories when
machine-translating South Tyrolean legal texts.

Mistranslations comprise several subcategories
of mistakes where the source meaning has been
incorrectly transferred to the target language.
These include multi-word expressions that have
conventional—often non-literal—equivalents like
collocations and titles of laws, polysemous words
that were disambiguated in the wrong way, occur-
rences of translations with semantically unrelated
words and instances of errors in translating gender-
sensitive language. The latter is a known bias of
NMT systems (Savoldi et al., 2021). The local
South Tyrolean legislation must be inclusive of all
genders or at least inclusive of the male and fe-
male genders (Provincial Law No. 5/2010, Art. 8).
This is achieved by using gender-neutral formu-
lations or terms (e.g. Lehrperson, ’teaching per-
son’) and split forms mentioning both the male
and female forms (e.g. Lehrerinnen und Lehrer,
’female and male teachers’) in all language ver-
sions. Disrespecting this requirement by gener-
ally using only male terms as NMT systems often
do (e.g. by translating a gender-neutral expression
like eine Lehrperson with un insegnante, the male
form of teacher in Italian) entails a breach of the
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law and causes notable post-editing efforts.
Bilingual terminology errors relate to wrongly

translated terms in general but also to improper
use of terminology pertaining to other legal sys-
tems (e.g. Land translated with stato, ‘state’,
rather than provincia, ‘province’, because the term
refers to a federated state in Germany and Austria
but to the Autonomous Province in South Tyrol).
The consequences of mistranslating such terminol-
ogy from German into Italian in South Tyrolean
texts are a wrong attribution of competences to the
state rather than to the provincial level of gover-
nance. Disrespecting the correct terminology does
not necessarily make the NMT output impossible
to understand. Many South Tyroleans would grasp
the meaning of Tarifvertrag (‘collective bargain-
ing agreement’ in Germany), even though the cor-
rect legal term in South Tyrol is Kollektivvertrag.
It may also be relatively easy to amend for post-
editors with good in-domain knowledge. However,
using correct terminology is essential from a legal
point of view. Incorrect terms create doubts as to
which legal concept is referred to and which le-
gal texts form the legal basis serve as reference.
In addition, in a minority language situation, using
inconsistent or incorrect legal terminology impairs
legal certainty and discriminates against the mem-
bers of the minority community, as the latter will
face additional issues in understanding their legal
texts compared to the members of the majority.

2 Experimental part

2.1 The LEXB Italian-German corpus by
Eurac Research

Contarino (2021)’s LEXB corpus, a bilingual par-
allel corpus of Italian and South Tyrolean Ger-
man, was slightly refined at Eurac Research. It
features local and national legislation retrieved
from the LexBrowser database3, which gathers
laws, decrees, resolutions, collective agreements
and other national legal legislation of interest to
South Tyrol. The corpus also contains a lim-
ited number of bilingual texts not published in the
LexBrowser collection, namely 20 national laws
and codes (Civil Code, Criminal Code) translated
into German, mainly by the provincial Office for
Language Issues. This original corpus data has
been further cleaned for the current project using
MTUOC-clean-parallel-corpus4 and rescored with
3http://lexbrowser.provinz.bz.it/
4https://github.com/mtuoc/MTUOC-clean-parallel-corpus

Table 1: Size of the LEXB Italian-German parallel corpus by
Eurac Research.

Corpus Segments tokens ita tokens deu

raw 173,530 5,027,663 4,569,333
clean 164,291 4,882,422 4,438,953

Table 2: Size of the Italian-German parallel corpus down-
loaded from Opus Corpus.

Corpus Segments

Multiparacrawl 30,337,479
EU rescored 4,936,565

MTUOC-PCorpus-rescorer5 (Oliver and Álvarez,
2023). The number of segments and tokens of the
raw compiled corpus and the clean and rescored
version is included in Table 1. As we can observe,
the number of available parallel segments is inade-
quate for training an NMT system. For this reason,
we have combined this corpus with several parallel
corpora, as described in the following subsection.

2.2 Other Italian-German corpora used

Table 2 describes the corpora used and their re-
spective sizes in unique segments and tokens. The
EU corpus was obtained by concatenating and
deduplicating the following corpora: DGT, ELRC-
EMEA, EMEA, Europarl and JRC Acquis. The
resulting corpus was cleaned and rescored. All the
corpora included in this subsection were obtained
from Opus Corpus6 (Tiedemann, 2009).

2.3 Tools used to train the NMT systems

We used the following tools to train the NMT sys-
tems:

• To preprocess the corpora: MTUOC-
corpus-preprocessing7. This tool allows
to use, among other algorithms, sentence-
piece8 (Kudo and Richardson, 2018).

• Marian NMT9 (Junczys-Dowmunt et al.,
2018)

5https://github.com/mtuoc/MTUOC-PCorpus-rescorer
6https://opus.nlpl.eu/
7https://github.com/mtuoc/MTUOC-corpus-preprocessing
8https://github.com/google/sentencepiece
9https://marian-nmt.github.io/
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Table 3: Evaluation results for the Italian-German NMT systems.

System BLEU
(µ ± 95% CI)

chrF2
(µ ± 95% CI)

TER
(µ ± 95% CI)

Baseline: Multiparacrawl 37.8 (37.8 ± 1.6) 58.3 (58.3 ± 1.0) 57.0 (57.0 ± 1.7)

EU
29.6 (29.6 ± 1.2)

(p = 0.0010)*
53.4 (53.4 ± 0.9)

(p = 0.0010)*
60.8 (60.8 ± 1.2)

(p = 0.0010)*

EURAC-EU
52.5 (52.5 ± 2.0)

(p = 0.0010)*
68.6 (68.6 ± 1.1)

(p = 0.0010)*
42.0 (41.9 ± 1.9)

(p = 0.0010)*

EURAC-EU-Multiparacrawl
47.9 (47.9 ± 1.9)

(p = 0.0010)*
64.2 (64.2 ± 1.0)

(p = 0.0010)*
45.5 (45.5 ± 1.5)

(p = 0.0010)*

GoogleT
44.1 (44.1 ± 1.3)

(p = 0.0010)*
65.6 (65.6 ± 0.7)

(p = 0.0010)*
45.8 (45.8 ± 1.2)

(p = 0.0010)*

DeepL
36.8 (36.8 ± 1.2)

(p = 0.0849)
63.6 (63.6 ± 0.7)

(p = 0.0010)*
51.3 (51.2 ± 1.1)

(p = 0.0010)*

Table 4: Evaluation results for the German-Italian NMT systems.

System BLEU
(µ ± 95% CI)

chrF2
(µ ± 95% CI)

TER
(µ ± 95% CI)

Baseline: Multiparacrawl 33.3 (33.3 ± 1.1) 56.9 (56.9 ± 0.9) 54.9 (54.9 ± 1.1)

EU
47.3 (47.3 ± 1.4)

(p = 0.0010)*
67.9 (67.9 ± 1.0)

(p = 0.0010)*
44.9 (44.9 ± 1.3)

(p = 0.0010)*

EURAC-EU
53.5 (53.5 ± 1.6)

(p = 0.0010)*
71.0 (71.0 ± 1.0)

(p = 0.0010)*
39.1 (39.1 ± 1.4)

(p = 0.0010)*

EURAC-EU-Multiparacrawl
48.3 (48.3 ± 1.7)

(p = 0.0010)*
66.1 (66.1 ± 1.1)

(p = 0.0010)*
44.2 (44.2 ± 1.5)

(p = 0.0010)*

GoogleT
43.5 (43.5 ± 1.1)

(p = 0.0010)*
68.0 (68.0 ± 0.7)

(p = 0.0010)*
44.0 (44.1 ± 1.1)

(p = 0.0010)*

DeepL
47.6 (47.5 ± 1.3)

(p = 0.0010)*
70.0 (70.0 ± 0.7)

(p = 0.0010)*
42.1 (42.1 ± 1.1)

(p = 0.0010)*

2.4 Training procedure
With the corpora described in Sections 2.1 and 2.2
and the tools described in Section 2.3, we trained
the following systems in both directions (Italian-
German and German-Italian):

• Multiparacrawl: these are the baseline sys-
tems trained using the Multiparacrawl corpus
(see Section 2.2).

• EU: these systems were trained using the EU
corpus (see Section 2.2).

• EURAC-EU: these systems were trained us-
ing the EURAC corpus (see Section 2.1) with
a sentence weight of 1 and the EU corpus with
a sentence weight of 0.5.

• EURAC-EU-Mutliparacrawl: these systems
were trained using the EURAC corpus with

a sentence weight of 1, the EU corpus with
a sentence weight of 0.5 and the Multi-
paracrawl corpus with a sentence weight of
0.25.

All the corpora have been split into training, val-
idation and evaluation parts. As corpora have been
deduplicated, no common segments are present in
these subsets. Validation and evaluation sets are
formed by 5,000 segments each, and the rest of
the segments are used in the training subset. For
the EURAC-EU and EURAC-EU-Multiparacrawl
corpora, the validation and evaluation subset seg-
ments are selected from the EURAC corpus.

All the training processes were performed on a
computer with 2 GPUs NVIDIA RTX A 5000 with
24GB each, with the following parameters:
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• Guided alignment using eflomal10 (Östling
and Tiedemann, 2016).

• Size of vocabularies: 32,000

• Valid metrics: cross-entropy and bleu-detok

• Patience: 10 on all metrics.

• Type of model: transformer

• Max length of training segments: 150 tokens.

2.5 Evaluation

To evaluate the trained systems, we have used
1,000 segments from the evaluation sets. The
trained systems were evaluated along with two
popular commercial NMT systems: Google Trans-
late11 and DeepL12. We accessed both commer-
cial systems through their respective APIs using
Python scripts.

For the evaluation, we used three automatic
metrics implemented in Sacrebleu13 (Post, 2018):
BLEU, chrF2 and TER. The appendices present
the signatures of the three metrics stating the exact
configuration parameters as reported by Sacrebleu.

Tables 3 and 4 show the evaluation results for
the Italian-German and German-Italian systems.
In both cases, the baseline systems are trained us-
ing only the Multiparacrawl corpus. In the eval-
uation, a paired bootstrap resampling test with
1,000 resampling trials was performed using the
-paired-bs option in Sacrebleu. In this
way, each system is pairwise compared to the base-
line system Multiparacrawl. Assuming a signifi-
cance threshold of 0.05, the null hypothesis can be
rejected for p-values < 0.05 (marked with ”*” in
the tables.)

For both language pairs, the best-performing
system according to the used automatic metrics
is the systems trained using the EURAC and the
EU corpora. For the Italian-German pair, the sys-
tem improves the baseline system by 14.7 BLEU
points, Google Translate by 8.4 BLEU points and
DeepL by 15.7 BLEU points. For the rest of
the automatic metrics, this system also outper-
forms the baseline and the commercial systems.
The same happens for the German-Italian language
pair, where the EURAC-EU system improves the

10https://github.com/robertostling/eflomal
11https://translate.google.com/
12https://www.deepl.com/en/translator
13https://github.com/mjpost/sacrebleu

baseline, Google Translate and DeepL by 20.2, 10
and 5.9 BLEU points, respectively.

Table 5 shows the improvements achieved
by the EURAC-EU systems compared with the
two commercial systems, Google Translate and
DeepL, along with the statistical significance
test results for both Italian-German and German-
Italian. Figures in the table show the increment of
BLEU and chrF2, as well as the decrement of TER,
as lower TER values indicate better quality. As we
can see in the table, the EURAC-EU systems out-
perform the commercial systems for the two lan-
guage pairs and for all the automatic metrics. All
these results pass the statistical significance test.

3 Conclusions and future work

Low-resource language situations are challenging
for NMT engines. We are working with a low-
resource language variety of a major European lan-
guage and with legal texts, which in itself is a low-
resource situation and additionally requires a very
particular language.

We have trained an NMT model for the legal
domain with the language combination Italian –
South Tyrolean German, a low-resource language
variety. To this end, we have used and processed
a relevant available corpus of legal texts. As this
in-domain corpus is not big enough to train NMT
systems, we have augmented this data with com-
binations of other corpora: a corpus created from
several EU corpora and Multiparacrawl. The com-
binations are based on weighting at sentence level,
giving higher weight to segments from the com-
piled in-domain corpus. As a baseline system,
we have trained an NMT system using the Mul-
tiparacrawl corpus only.

Results show that the best system is the one
trained with the in-domain corpus combined with
the EU corpora, as it performs better than com-
mercial products for these language combinations.
An evaluation was carried out using three of the
most frequent assessment metrics (BLEU, chrF2,
TER). As positive as these results may seem, a
qualitative breakdown of the results, with manual
annotations along established criteria (De Camil-
lis et al., 2023) to better understand the specifics of
the particular circumstances, is still pending and is
planned as the next step.

This paper shows that training tailored NMT
systems can be a viable alternative to commercial
systems in a low-resource scenario. Even with lim-

577



Table 5: Improvements and statistical significance of the EURAC-EU system vs Google Translate and DeepL.

L.P. System BLEU
(µ ± 95% CI)

chrF2
(µ ± 95% CI)

TER
(µ ± 95% CI)

ita-deu GoogleT
+8.4

(p = 0.0010)*
+3.0

(p = 0.0010)*
-3.8

(p = 0.0010)*

ita-deu DeepL
+15.7

(p = 0.0010)*
+5.0

(p = 0.0010)*
-9.3

(p = 0.0010)*

deu-ita GoogleT
+10.0

(p = 0.0010)*
+3.0

(p = 0.0010)*
-4.9

(p = 0.0010)*

deu-ita DeepL
+5.9

(p = 0.0010)*
+1.0

(p = 0.0010)*
-3.0

(p = 0.0010)*

ited in-domain data, using data from a similar do-
main and data weighting techniques, the final sys-
tem can outperform widely used commercial sys-
tems. In particular, low-resource varieties of big-
ger languages tend to be neglected in research and
NMT development, even though the consequences
of mistranslation may be serious. With its system-
bound terminology and phraseology, the legal do-
main needs particular attention, as it is relevant for
legal and translation professionals increasingly us-
ing NMT systems and the general public.

Finally, our results emphasize the importance of
curated in-domain corpora to align the results of
NMT models with those pertaining to situations
with more data.
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Appendices:

Metric signatures

• BLEU: nrefs:1 | bs:1000 | seed:12345
|case:mixed | eff:no | tok:13a |
smooth:exp|version:2.3.1

• chrF2: nrefs:1 | bs:1000 | seed:12345 |
case:mixed | eff:yes | nc:6 | nw:0 | space:no
| version:2.3.1

• TER: nrefs:1 | bs:1000 | seed:12345 | case:lc
| tok:tercom | norm:no | punct:yes | asian:no |
version:2.3.1
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Abstract 

This paper investigates the effectiveness 

of combining machine translation (MT) 

systems and large language models 

(LLMs) to produce gender-inclusive 

translations from English to Spanish. The 

study uses a multi-step approach where a 

translation is first generated by an MT en-

gine and then reviewed by an LLM. The 

results suggest that while LLMs, particu-

larly GPT-4, are successful in generating 

gender-inclusive post-edited translations 

and show potential in enhancing fluency, 

they often introduce unnecessary changes 

and inconsistencies. The findings under-

score the continued necessity for human 

review in the translation process, high-

lighting the current limitations of AI sys-

tems in handling nuanced tasks like gen-

der-inclusive translation. Also, the study 

highlights that while the combined ap-

proach can improve translation fluency, 

the effectiveness and reliability of the 

post-edited translations can vary based on 

the language of the prompts used. 

1 Introduction 

This paper aims to explore whether LLMs can be 

effectively utilized for generating gender-

inclusive translations. The goal is to determine if 

this technology can handle the task, or if the 

expertise of a linguist is still necessary, and to 

what extent. The challenge lies in the fact that 

neural machine translation engines frequently fall 

short in producing gender-inclusive output. When 

style guides mandate gender-inclusivity in the 

final translation, post-editors have to make 

extensive modifications, therefore the MT output 

is not beneficial for them. 

We are investigating a multi-step approach to 

machine translation in which the translation is 

first produced by an MT engine and is then 

reviewed by an LLM, to make it gender-inclusive. 

The goal is for the LLMs to streamline this 

process and reduce the need for extensive human 

intervention. 

2 The challenges of inclusive writing 

Gender-inclusive writing involves using language 

that does not reinforce traditional gender 

stereotypes or exclude individuals based on their 

gender identity. It aims to promote equality and 

respect for all genders by adopting inclusive 

terminology and avoiding gendered language 

whenever possible. Nowadays, gender-inclusive 

writing is particularly important as societies 

worldwide strive for greater gender equality and 

recognition of diverse gender identities.  

In this paper, we decided to focus on the 

translation from English into Spanish for several 

reasons. Firstly, this language pair poses several 

gender bias challenges (as we will see later in the 

paper). Secondly, it is one of the most relevant 

language pairs from a business perspective for our 

company. Thirdly, we have highly-trusted internal 

linguists who are native Spanish speakers and 

have experience in the translation and post-editing 

field. Lastly, we have gender-inclusive language 

style guides available for this language pair, that 

we used as a starting point for outlining automatic 

post-editing guidelines. Still, this work is part of 

an ongoing effort to include additional languages 

in this experiment. 

As mentioned above, gender-inclusive 

language presents challenges when translating 

from English into Spanish. This is mainly due to 

the grammatical structure and inherent gender 

marking in the Spanish language. Unlike English, 

where gender-neutral language is more common, 
© 2024 The authors. This article is licensed under a Creative

Commons 4.0 licence, no derivative works, attribution,
CC-BY-ND. 580



 

Spanish is a grammatical gender language 

(Savoldi et al., 2021), that assigns gender to 

nouns, adjectives, and pronouns. This gender 

marking extends to articles (‘el’ for masculine, 

‘la’ for feminine), and even verb conjugations. 

For example, the English sentence “The doctor 

saw the patient” can be translated as “El doctor 

vio al paciente” (masculine doctor, masculine 

patient), “El doctor vio a la paciente” (masculine 

doctor, feminine patient), “La doctora vio al 

paciente” (feminine doctor, masculine patient) or 

“La doctora vio a la paciente” (feminine doctor, 

feminine patient). 

This inherent gender marking in Spanish 

makes it challenging to maintain gender neutrality 

in translations, especially when dealing with 

professions, titles, and pronouns. Additionally, 

Spanish has fewer gender-neutral alternatives 

compared to English, which further complicates 

the task of creating inclusive translations. 

Translators are often requested to navigate these 

linguistic differences while striving to preserve 

the intended meaning and promote gender 

inclusivity in the target language. 

2.1 Machine Translation and gender-inclu-

sive language 

It has been observed that machine translation 

exacerbates the challenges related to gender-

inclusive language since, due to several factors, 

the raw MT output often contains gender bias 

(Savoldi et al., 2021). This highlights the need for 

post-editing and careful consideration of gender-

inclusive language. 

In our experience, training a machine 

translation engine to generate gender-inclusive 

language is challenging due to several reasons: 

• MT engines often lack the ability to 

understand the nuanced context in which 

gendered language is used, translating 

based solely on grammar and vocabulary 

without considering the broader 

sociocultural implications of gender. This 

lack of context is often due to the 

segmentation process that documents go 

through in order to be translated in 

Translation Management Systems.  

• Different languages have unique 

grammatical structures and conventions 

regarding gender. For instance, while 

English has relatively more gender-

neutral options, languages like Spanish 

assign gender to nouns, adjectives, and 

pronouns. This variability makes it 

difficult to create a one-size-fits-all 

approach to gender inclusivity in machine 

translation. 

• Different clients have different 

requirements for gender-inclusive 

language. 

• Machine translation models are trained on 

large datasets of translated texts. 

However, these datasets may not always 

include sufficient examples of gender-

inclusive language, leading to biases in 

the generated translations. 

• Using gender-inclusive language often 

means rephrasing, for example: “gays” → 

“hombres y mujeres homosexuales”. This 

is especially true if the source text itself 

includes gender-biased language. 

Rephrasing requires a deep understanding 

of context and linguistic subtleties, which 

can be challenging for machine 

translation systems. 

• We often receive very generic (if any) 

gender-inclusivity guidelines from 

clients, which are not detailed enough to 

train a model. 

Overall, training a machine translation engine 

to generate gender-inclusive language requires 

addressing these complex linguistic, cultural, and 

contextual challenges, which may necessitate 

advanced techniques in natural language 

processing and extensive fine-tuning of 

algorithms. 

2.2 LLMs for automatic post-editing of gen-

der-biased translations 

It appears that LLMs have the potential to be 

highly effective tools for post-editing tasks. For 

example, it has been demonstrated that GPT-4 of-

fers promising results on post-editing (Raunak et 

al., 2023). Besides, LLMs made by large tech 

companies go through steps which have a goal of 

minimizing biases in their outputs (Ouyang et al., 

2022). We therefore see the identification and fix-

ing of gender-bias issues (whilst translating text) 

a challenging and very relevant benchmark for 

judging and comparing LLMs' performance.  

Several experiments have been carried out re-

cently to benchmark MT engines and LLMs, and 

it has been demonstrated that Neural MT engines 

keep performing better than LLMs (Welocalize, 

2023), especially as for accuracy (Vilar et al., 
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2023). We think that by using GPT-4 and PaLM2 

for automatic post-editing on the raw MT output, 

we will take advantage of the accuracy delivered 

by MT engines while improving the translation’s 

fluency with LLMs. 

LLMs’ ability to understand the context of a 

text, thanks to being trained on vast and diverse 

datasets, allows them to make meaningful and 

contextually appropriate edits. This, combined 

with their ability to process and edit large volumes 

of text relatively quickly, makes them a valuable 

resource for large-scale projects. Also, LLMs can 

be fine-tuned according to specific guidelines or 

style guides, including those for gender-inclusive 

language. We thought that this could make them a 

potentially valuable tool for enhancing inclusivity 

in machine translation outputs. 

3 Experimental Settings 

3.1 Producing the initial translations with MT 

and LLMs 

For this test we utilized content shared by a client 

which is a globally recognized technology 

company, and mindful of gender-inclusivity. The 

content we selected includes text about product 

integration, technical services, customer support, 

sales inquiries, cloud solutions, and community 

interactions. We have chosen this content type as 

it is written in a way that appeals to all genders, 

making it an ideal candidate for the test. The 

language to be used in the translation must be 

professional, informative, and inclusive, avoiding 

any gender-biased terms or phrases. This makes it 

an excellent example of gender-inclusive content 

in the tech industry. The content was previously 

translated, therefore we owned the reference 

human translation. 

Firstly, we are interested in producing the 

initial translations and finding out how the outputs 

from 5 different systems compare against the 

human reference translation. This will allow us to 

choose the best output (output most similar to the 

reference human translation) to be used as a 

starting point to generate the gender-inclusive 

post-edited translation. 

For producing the initial translations, we 

experimented with a subset of 1,000 segments 

(15,307 words). The systems we used for initial 

translation generation are: 

1. DeepL. We chose this engine since in our 

experience it is one of the best-

performing engines for en>es-ES. 

2. GPT-4 (OpenAI, 2023). We chose this 

system as it has been proved that it 

consistently performs better than GPT-

3.5 (Raunak et al., 2023).  

3. PaLM2. State-of-the-art language model 

that has better multilingual and reasoning 

capabilities and is more compute-efficient 

than its predecessor PaLM (Anil et al., 

2023). For this exercise we are using text-

bison@002 model. 

4. DeepL output post-edited by GPT-4. 

5. DeepL output post-edited by PaLM2. 

In order to enhance the consistency of the 

assessments and more accurately represent the 

methodology of general users, our present efforts 

will concentrate on the zero-shot learning scenario 

for LLMs, in which the model is not presented 

with any examples provided by humans. The 

prompts used to generate the initial translations 

and the post-edited version of the initial 

translations can be found in the Appendix 

(Appendix A and B). 

To measure the quality of the 5 outputs, we will 

compare each one of them against the reference 

human translation. This will be done by 

computing COMET (Rei et al., 2020), BLEU 

(Papineni et al., 2002) and Levenshtein Edit 

Distance (in our analysis, we normalize this value 

by the number of characters in the MT output), as 

these are 3 of the most commonly used reference-

based state-of-the-art neural MT quality metrics in 

the translation industry. The results of this 

comparison can be found in Paragraph 4.1 (Table 

1). 

3.2 Performing automatic post-editing to fix 

gender bias issues in MT output 

Secondly, we will perform automatic post-editing 

with LLMs (GPT-4 and PaLM2), focused solely 

on fixing gender-bias issues. 

In the context of this study, we created a 

dummy style guide by merging a generic 

inclusivity writing manual created by our 

company and a more detailed inclusive writing 

style guide provided by our client. We therefore 

asked GPT-4 to transform the resulting style guide 

into a list of prompts to be used by GPT-4 itself. 

The list is appended to this paper and was added 

to the prompt used to perform the automatic post-

editing tasks with both LLMs. 
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We extracted 200 segments from the initial 

translations, and annotated gender bias issues. We 

then generated the post-edited gender inclusive 

translations with GPT-4 and PaLM2. Our internal 

linguists then evaluated the effectiveness of GPT-

4 and PaLM2 in correcting gender bias errors in 

both Spanish and English texts at segment level, 

using a labelling system. Labels were “ALL” if all 

issues were fixed, “PARTIAL” if only some were 

addressed, and “NONE” if no issues were cor-

rected. The scores can be found in Paragraph 4.2. 

4 Results and analysis 

4.1 Initial translations with MT and LLMs 

Solution BLEU  PE Distance  COMET  

DeepL  49.70 28.00%  0.89 

GPT-4  41.47 31.00%  0.88 

PaLM2 46.48 31.00% 0.89 

DeepL+GPT-4  45.20 30.00%  0.89 

DeepL+PaLM2 50.29 28.00%  0.90 

Table 1: Quality scores for the initial translations. The “+” 

sign in the Solution column is to be interpreted as “post-ed-

ited by”. 

The results in Table 1 suggest that there is no 

meaningful difference between the 5 different 

outputs. DeepL+PaLM2 performed the best in 

terms of translation accuracy and produced an 

output which is most similar to human reference. 

However, DeepL alone and the combined 

approach of DeepL and GPT-4 also performed 

well. 

While GPT-4 and PaLM2 alone performed 

reasonably well in terms of translation quality, 

they did not strictly adhere to the prompt we 

provided for the post-editing step. The internal 

linguists who carefully reviewed DeepL output 

post-edited by GPT-4 and DeepL output post-

edited by PaLM2 found that both reworked the 

text more than necessary, to enhance fluency. In 

many cases, this resulted in the introduction of 

unnecessary preferential changes, ignoring the 

part of the prompt stating “Don’t change anything 

if the Proposed Translation is accurate and 

fluent”. In fact, these changes didn’t always 

improve the accuracy or understanding of the text, 

but rather added a layer of subjective 

interpretation that was not present in the original 

text. Moreover, GPT-4 introduced inconsistencies 

in terminology. For instance, the term 

“whitepaper”, which was consistently translated 

by DeepL as “libro blanco”, was sometimes 

changed by GPT-4 and PaLM2 into different 

terms such as “documento técnico”, 

“documento”, “informe blanco”, “informe 

técnico” or “documentación técnica”. Other 

times, it was left unchanged (“libro blanco”) by 

both LLMs. These inconsistencies can make the 

job of the post-editor more difficult, as we believe 

that it is cognitively less demanding and more 

time-efficient for a reviewer to rectify a recurring 

terminology inconsistency in a translation than to 

deal with a single source term translated into the 

target language in various ways.  

In essence, while GPT-4 and PaLM2 showed 

potential in enhancing fluency, their tendency to 

introduce unnecessary changes and 

inconsistencies in terminology raises concerns 

about their reliability for consistent and accurate 

translations. Moreover, GPT-4 frequently added 

the term “Reviewed” at the beginning of the 

segments, despite the prompt specifically asking 

for the reviewed text to be returned alone. A 

similar behavior was already documented in the 

literature (Zhang et al., 2023) but it came as 

unexpected since it did not happen in previous 

tests performed internally by our teams with a 

similar prompt. This suggests that GPT-4 may 

have misinterpreted the instructions or 

overgeneralized from its training data, leading to 

unnecessary additions to the translated text. This 

behavior alone unequivocally underscores the 

continued necessity for human review in the 

process. 

In our process of selecting the most suitable 

output for our experiment, we chose DeepL’s 

output. This decision was based on our evaluation 

of its performance in terms of accuracy, fluency, 

and consistency of terminology. Furthermore, in a 

view of adopting this solution in a larger scale 

scenario, DeepL alone is more cost-effective and 

time-efficient compared to DeepL reviewed by 

LLMs. We found that the additional effort 

required and expense incurred for LLM usage was 

not justified by a meaningful improvement in 

quality. 

4.2 Automatic post-editing to fix gender-bias 

issues in MT output 

We now use GPT-4 and PaLM2 to review 

DeepL’s output and make edits solely aimed to 

ensure that it is gender-inclusive. This means 

ensuring that the language used does not favor one 

gender over another and is respectful and 

inclusive of all genders, following a series of 

guidelines added to the prompt. 

Segment selection and error marking in the 

initial translation: To ensure an unbiased and 
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random selection for this experiment, we ex-

tracted 200 segments from the initial translation 

with DeepL. This random extraction ensures a fair 

and representative sample of the overall text, as it 

doesn’t favor any particular section of the text. 

The 200 segments were then analyzed by two in-

ternal linguists. These individuals are skilled pro-

fessionals who specialize in language translation 

and have a keen understanding of gender bias in 

language. 

These internal linguists reviewed each of the 

200 segments and marked any gender bias errors, 

observing the same guidelines that were included 

in the prompt. These errors could include lan-

guage that unfairly represents one gender over an-

other, excludes certain genders, or otherwise fails 

to be inclusive. Out of the 200 segments analyzed, 

the internal linguists found that 140 of these seg-

ments contained one or more gender bias errors. 

This means that a significant majority of the seg-

ments translated by DeepL had issues with gender 

bias in the translated text. For example, the Span-

ish equivalent terms for “analyst”, “customer”, 

“manager”, “developer”, were often used in their 

masculine form. On the other hand, 60 out of the 

200 segments were found to be free of any gender 

bias errors. This means that these segments were 

considered by the internal linguists to be gender-

inclusive, or simply did not include challenges for 

gender inclusivity. 

Prompting strategy and post-editing by 

GPT-4 and PaLM2: Both GPT-4 and PaLM2 

were then tasked with editing these segments to 

make them gender-inclusive. This was done using 

a specific prompt provided in the Appendix of this 

paper (Appendix C and D), which would have 

given GPT-4 and PaLM2 guidance on how to ap-

proach this task.  

The original gender-inclusive language style 

guides (which we used as a starting point to create 

the prompt for post-editing) were written in Eng-

lish but included some examples in Spanish. This 

created a bit of a dilemma when we were trying to 

decide the language to use for the prompt. Some 

research had already been done on this topic (Lai 

et al., 2023; Zhang et al., 2023), and it appears that 

LLMs perform better with English prompts even 

if the task and input texts are intended for other 

languages. Still, we were curious to see if and how 

the test outcome differs by changing the prompt 

language. Therefore, we decided to use two dif-

ferent prompts for gender-inclusive post-editing: 

first the one in English, and then its translation 

into Spanish, produced by a professional transla-

tor. The reader can find these in Appendix C and 

D. 

Results and discussion: After GPT-4 and 

PaLM2 had made their edits, the revised segments 

were given back to the internal linguists for re-

view. The internal linguists then evaluated the 

changes made by GPT-4 and PaLM2 both with the 

Spanish and with the English prompt and deter-

mined how effectively it had fixed the gender bias 

errors. The internal linguists used a labelling sys-

tem to indicate the effectiveness of the LLM’s ed-

its (Raunak et al. 2023) at segment level: 

• If the LLM had successfully fixed all the 

gender bias issues in a segment, the inter-

nal linguists labelled it as “ALL”. 

• If the LLM had only managed to fix some, 

but not all, of the gender bias issues, the 

segment would be labelled as “PAR-

TIAL”. 

• If the LLM was unable to fix any of the 

gender bias issues in a segment, the seg-

ment was labelled as “NONE”. 

This scoring system allowed us to evaluate the 

effectiveness of using LLMs for post-editing to 

remove gender bias from machine translations 

with the English and Spanish prompt. 

We noticed that there were two different di-

mensions that are worth commenting on:  

• Quantitative: the number of errors found 

and fixed by each LLM and  

• Qualitative: the quality of the resulting 

translation.  

Quantitative: By looking at Figure 1, we can 

notice that GPT-4 is more successful than PaLM2 

in fixing gender bias issues. GPT-4 was able to 

identify and fix the majority of gender bias issues. 

PaLM2 was not as successful, and almost half of 

the segments with gender bias issues were not 

fixed or only partially fixed. The above is true 

both with the English and Spanish prompt. 

In fact, the Spanish and English prompt deliv-

ered similar results, with the English prompt de-

livering slightly better results. In more detail, the 

test results indicated that: 

• PaLM2 – the English prompt delivered a 

slightly better post-edited translation, as 

the % of segments with gender bias issues 

that were not fixed at all (“NONE”) is 

584



 

smaller compared to the post-edited trans-

lation delivered with the Spanish prompt. 

• GPT-4 – the difference is more meaning-

ful, with almost 80% of the segments with 

gender-bias issues completely fixed after 

post-editing with the English prompt, 

against the 74% with the Spanish prompt. 

Based on this data, we can conclude that: 

• GPT-4 is more successful than PaLM2 in 

this task. 

• GPT-4 is somewhat more effective at 

identifying and fixing gender-bias issues 

when using English prompt compared to 

Spanish prompt, while changing the 

prompt language does not make a mean-

ingful difference with PaLM2. 

• There is still a clear need for human re-

view as not all segments with gender bias 

issues were detected and rectified. How-

ever, using LLMs helps reducing the 

number of changes needed. 

  

Figure 1: percentage of segments with gender bias errors 

fixed, partially fixed, and not fixed by PaLM2 and GPT-4, 

with Spanish (ES) and English (EN) prompts. 

Qualitative: The internal linguists noticed that 

in some cases, the tone of voice was unnecessarily 

changed in all the four post-edited translations, 

varying from a formal tone to an informal one. 

This was against the client’s style guide and was 

also not requested in the prompt. These unre-

quested changes can be problematic in a real case 

scenario, as inconsistencies in tone of voice can 

complicate the work of the post-editor, who would 

have to edit much of the text to ensure coherence. 

Furthermore, in the case of PaLM2, major errors 

were found with the English prompt, which in-

cluded neuter forms such as “les desarrolladores”. 

This solution uses the letter “e” as an alternative 

for “a” (feminine) or “o” (masculine) in articles, 

nouns, and pronouns. It is a recent linguistic de-

velopment aimed at promoting gender neutrality. 

However, this solution is not officially recognized 

(García, 2021b) and, most importantly, it goes 

against the instructions included in the prompt. 

Another example is the addition of “sin importar 

su género” (which translates into “no matter their 

gender”) in the translation. 

Besides, the internal linguists also identified a 

difference in the quality of the edits between the 

outputs obtained with the English and Spanish 

prompts. To address this, we asked our internal 

linguists to carry out a qualitative ranking of the 

two translations post-edited by GPT-4 for each 

segment, judging which gender-inclusive revision 

was superior from an adequacy and fluency stand-

point. We decided to perform this analysis on the 

translations post-edited by GPT-4 only, without 

focusing on the translations post-edited by 

PaLM2, because the former was more successful 

at this task. 

The translator analyzed 140 segments, indicat-

ing which between the two post-edited transla-

tions demonstrated superior quality for each re-

spective segment. The results indicate that for the 

greater part of the segments (62%), both transla-

tions were comparable from a qualitative stand-

point. However, for 22% of the segments, the 

post-edited translation generated with the English 

prompt was better, while for the remaining 16%, 

the post-edited translation generated with the 

Spanish prompt was better. It was observed that, 

in those cases where the post-edited translation 

generated with the English prompt was better, the 

gender-inclusive solutions proposed were more 

natural and fluent.  

From these results it can be concluded that the 

choice of the language prompt can have an impact 

on the quality of the translation, although, in our 

experiment, in most cases both options delivered 

similar results. 

5 Limitations 

The analysis predominantly relies on the 

outcomes generated by three AI systems, leaving 

out a comprehensive perspective of the broad 

array of machine translation systems and large 

language models available. The study’s focus on 

a single content type potentially overlooks 

variations in language use across diverse contents. 

By examining a limited subset of segments, the 

study may risk forming a skewed understanding 

of AI capabilities. Solely focusing on one 
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language pair fails to consider the inherent 

structural, complexity, and nuance differences 

among languages. A more thorough evaluation 

would require a diverse range of content types and 

AI systems, a broader selection of segments, as 

well as multiple language pairs. Finally, we 

recognize that a thorough comparison of the 

solutions we examined should ideally include an 

analysis of output generation speed and associated 

costs. However, given the page limitations for this 

paper, we chose to omit this aspect from our 

current discussion.  

6 Conclusions 

In conclusion, this study has presented a 

comprehensive analysis of the performance of 

LLMs in producing gender-inclusive translations 

starting from DeepL’s raw output. The findings 

indicate that despite certain potential shown by 

GPT-4 and PaLM2, the frequent introduction of 

unnecessary changes, additions, as well as 

inconsistencies in terminology and tone of voice, 

raises concerns about their reliability. 

Furthermore, GPT-4 was found to be more 

successful than PaLM2 in identifying and fixing 

gender-bias issues, especially when using an 

English prompt. This is probably due to the 

different size of their respective training datasets: 

GPT-4 was trained on a significantly larger 

dataset than PaLM2, which means that GPT-4 has 

“more knowledge” than PaLM2. The study also 

highlighted the potential impact of the prompt’s 

language on the quality of the translation.  

The necessity for human review remains 

paramount, as not all gender bias issues were 

detected and rectified by the systems analyzed. 

Besides, while the use of LLMs to address gender 

bias issues in translation effectively mitigates the 

necessity for substantial human intervention in 

this particular area, it introduces other 

complications. Specifically, LLMs can create 

unnecessary alterations in the post-edited 

translation, such as inconsistencies in terminology 

and tone of voice. This, in turn, requires further 

post-editing effort to correct these unintended 

changes. Therefore, despite the advantages of 

using LLMs for reducing gender bias, we can't 

conclusively state that they decrease the overall 

workload for the post-editor. Further research 

should delve into the optimization of these 

systems and their prompts to enhance the 

accuracy and inclusivity of machine translations.  
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Appendix A. Prompt to generate the Initial 

Translations 

System message: You are a professional transla-

tor. You are native English and European Spanish 

speaker. You specialize in technical translations 

related to computers, servers, data storage de-

vices, software, and other similar products. 

User prompt: Given Source text in English, only 

return the Translation in European Spanish. En-

sure that the translation is fluent and accurately 

conveys the Source text meaning. 

 

Appendix B. Prompt to post-edit the Initial 

Translations 

System message: You are a professional post-ed-

itor. You are native English and European Spanish 

speaker. You specialize in technical translations 

related to computers, servers, data storage de-

vices, software, and other similar products.  

User prompt: Given Source text in English and 

its Proposed Translation in Spanish, only return 

the reviewed translation. Make sure there are no 

accuracy or fluency issues in the Proposed Trans-

lation. If there are, fix them in the reviewed trans-

lation. Don’t change anything if the Proposed 

Translation is accurate and fluent. 

Appendix C. English prompt to review the Ini-

tial Translations and make them gender-inclu-

sive 

System message: You are a professional post-ed-

itor. You are native English and European Spanish 

speaker. You specialize in technical translations 

related to computers, servers, data storage de-

vices, software, and other similar products. You 

are very interested in inclusive language and al-

ways avoid introducing gender bias in your trans-

lations.  
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User prompt: Given the source text in English 

and its translation into Spanish, only return the 

post-edited translation. Follow these guidelines: 

1. “Check for any gendered terms in the text. 

If found, can you suggest a gender-neutral 

alternative for these terms?” 

2. “Is the language inclusive for both gen-

ders? If not, can you add both gender op-

tions, such as ‘bienvenidos/as’ or ‘los/as 

lectores/as’?” 

3. “Can the structure or exact wording of the 

source text be changed to make the lan-

guage more inclusive without altering the 

overall meaning?” 

4. “If a gendered term like ‘empleado’ is 

used, can you think of alternative ways to 

describe it, such as ‘personal’ or ‘quienes 

trabajan en…’?” 

5. “Is the masculine used as a neutral plural 

form? If so, can you modify it to avoid 

sounding awkward?” 

6. “Is the ‘pasiva refleja’ used in the text to 

emphasize the action rather than the sub-

ject?” 

7. “Are there binary gender representations 

in the text? If so, can you rewrite it using 

gender-neutral language?” 

8. “Are ‘x’, ‘@’ or ‘e’ used to bypass gender 

forms? If so, can you suggest an alterna-

tive?” 

9. “Is a slash (/a) or parentheses (a) used to 

cover two gender options? If so, can you 

suggest a different way of doing it?” 

10. “Is gender splitting used in the text, i.e., 

the repetition of masculine and feminine 

terms? If so, can you suggest a way to 

avoid it without losing the text’s flu-

ency?”  

Note: If none of the above guidelines can be im-

plemented, or when their implementation harms 

the fluency and naturalness, ask yourself: “Is there 

a way to maintain the fluency and naturalness of 

the text while seeking gender neutrality?”. 

Appendix D. Spanish prompt to review the In-

itial Translations and make them gender-inclu-

sive 

System message: Eres un profesional de la pos-

tedición. Hablas inglés y español de forma bilin-

güe, y estás especializado en traducciones 

técnicas relativas ordenadores, servidores, progra-

mas informáticos, y otros productos tecnológicos. 

Estás muy interesado en el lenguaje inclusivo y 

siempre evitas introducir sesgos de género en tus 

traducciones. 

User prompt: Dado el texto de origen en inglés y 

su traducción al español, solo devuelve la traduc-

ción post-editada. Sigue estas pautas: 

1. “Revisa si hay algún término de género en 

el texto. Si es así, ¿puedes sugerir una al-

ternativa neutra en género para estos tér-

minos?” 

2. “¿El lenguaje es inclusivo para ambos gé-

neros? Si no, ¿puedes agregar ambas op-

ciones de género, como ‘bienvenidos/as’ 

o ‘los/as lectores/as’?” 

3. “¿La estructura o el texto exacto del texto 

fuente pueden ser cambiados para hacer el 

lenguaje más inclusivo sin alterar el sen-

tido general?” 

4. “Si hay un término de género, como ‘em-

pleado’, ¿puedes pensar en formas alter-

nativas de describirlo, como ‘personal’ o 

‘quienes trabajan en…’?” 

5. “¿Se utiliza el masculino como forma plu-

ral neutra? Si es así, ¿puedes modificarlo 

para que no parezca incómodo?” 

6. “¿Se utiliza la ‘pasiva refleja’ en el texto 

para enfatizar la acción y no el sujeto?” 

7. “¿Hay representaciones binarias de gé-

nero en el texto? Si es así, ¿puedes rees-

cribirlo utilizando un lenguaje neutro en 

cuanto al género?” 

8. “¿Se utilizan ‘x’, ‘@’ o ‘e’ para eludir las 

formas de género? Si es así, ¿puedes su-

gerir una alternativa?” 

9. “¿Se utiliza una barra (/a) o un paréntesis 

(a) para cubrir dos opciones de género? Si 

es así, ¿puedes sugerir una forma dife-

rente de hacerlo?” 

10. “¿Se utiliza el desdoblamiento en el texto, 

es decir, la repetición de términos mascu-

linos y femeninos? Si es así, ¿puedes su-

gerir una manera de evitarlo sin perder la 

fluidez del texto?” 

Nota: Si ninguna de las pautas anteriores 

puede implementarse, o cuando su implemen-

tación perjudica la fluidez y la naturalidad, 

pregúntate: “¿Hay una forma de mantener la 
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fluidez y naturalidad del texto mientras se 

busca la neutralidad de género?”. 
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Abstract

Neural Machine Translation (NMT) for
low-resource languages remains a chal-
lenge for many NLP researchers. In this
work, we deploy a standard data augmen-
tation methodology by back-translation to
a new language translation direction, i.e.,
Cantonese-to-English. We present the mod-
els we fine-tuned using the limited amount
of real data and the synthetic data we gen-
erated using back-translation by three mod-
els: OpusMT, NLLB, and mBART. We
carried out automatic evaluation using a
range of different metrics including those
that are lexical-based (SacreBLEU and
hLEPOR) and embedding-based (COMET
and BERTscore). Furthermore, we cre-
ate a user-friendly interface for the mod-
els we included in this project, CAN-
TONMT, and make it available to facil-
itate Cantonese-to-English MT research.
Researchers can add more models to this
platform via our open-source CANTONMT
toolkit, available at https://github.com/
kenrickkung/CantoneseTranslation.

1 Introduction

Cantonese is one of the most popular dialects of
Chinese languages, after the standard language
Mandarin (the current official language in China,
originally from the Beijing area), originally from
the capital of Guangdong province, Guangzhou
(a.k.a. Canton) in China. The population of Guang-
dong province was 129.51 million in 2022 accord-
ing to the National Bureau of Statistics of China

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

1. In addition, Cantonese is also the native lan-
guage in Hong Kong (HK) and Macau regions
which have populations of 7,503,100 and 704,149
in 2023, according to HK Census and Statistics
Department2 and Macrotrends Global Population
statistics.3 Furthermore, because of the economic
growth in Guangdong, HK and Macau, many peo-
ple from other Chinese provinces also learned to
speak Cantonese for job purposes and due to cul-
tural influences. There is also a large global popu-
lation outside of China speaking Cantonese, 85.5
million, according to the Cantonese Language Asso-
ciation (CLA) 4. In the era of the fast development
of natural language processing (NLP), many ma-
chine translation (MT) models have been proposed
for the majority of languages worldwide. However,
low-resource language MT remains a challenge
for researchers. Cantonese translation using MT,
specifically, is under-explored and has not been
given much attention thus far.

In this work, we investigate one of the more pop-
ular MT methods, i.e. synthetic data augmentation
via back-translation and model fine-tuning, as an ap-
proach to Cantonese-to-English neural MT (NMT),
along the way introducing Cantonese-English as
a new language pair. We select several models
for evaluation including both smaller and larger
language models, and compare their system perfor-
mance using a range of evaluation metrics. Further-
more, we open-source our toolkit and create a web-
based user-friendly platform called CantonMT to
facilitate research on Cantonese-English translation.
A public video demo is available.5

1https://data.stats.gov.cn/english
2https://www.censtatd.gov.hk/en/
3https://www.macrotrends.net/global-metrics/
countries/MAC/macao
4https://cantoneselanguageassociation.byu.edu/
5CANTONMT demo https://youtu.be/s8P5fJjS7Ls
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In the next section (Section 2), we survey related
work on Cantonese-English MT, data augmentation
for MT, and available demos/engines. Section 3 in-
troduces our methodology and framework. Section
4 explains the web-based CANTONMT platform.
Section 5 concludes this work with a discussion.

2 Related Work

Research work focussing on Cantonese-English MT
has not gained much attention to date. Earliest ef-
forts include the work of (Wu et al., 2006) where
example-based and rule-based MT were investi-
gated. In recent years, a project plan on Cantonese-
English Translation was put forward by researchers
at the University of Hong Kong (HKU) where they
proposed to investigate various MT approaches, in-
cluding rule-based MT (RBMT), example-based
MT (EBMT), statistical MT (SMT), gated-recurrent
units (GRU) and transformers (Wing, 2020). More
loosely related work include research in MT for
Cantonese, but without English as the target lan-
guage. These include dialectal translation between
Cantonese and Mandarin Chinese by Zhang (1998),
Yi Mak and Lee (Yi Mak and Lee, 2022) and Liu
(Liu, 2022).

Data augmentation via backtranslation has been
one of the standard practices for generating a syn-
thetic corpus for improving MT performance on
low-resource language pairs. This has been popular
for both statistical MT (SMT) and NMT (Sugiyama
and Yoshinaga, 2019; Graça et al., 2019; Edunov et
al., 2020; Nguyen et al., 2021; Pham et al., 2023).
However, to the best of our knowledge, none of
these efforts focused on Cantonese-to-English trans-
lation.

Existing platforms or off-the-shelf demos for
Cantonese-to-English MT are very scarce. Popular
MT engines from commercial IT companies, includ-
ing Google Translate6 and DeepL Translator,7 do
not include this language pair. Both of them only in-
cluded simplified and traditional characters of Man-
darin Chinese. Meanwhile, Microsoft Bing Trans-
lator8 and Baidu, an IT company from China, made
the Baidu Translator (Fanyi)9 available, which in-
cludes Cantonese among several Chinese dialec-
tal languages.10 In the opposite direction, there

6https://translate.google.com
7https://www.deepl.com/translator
8https://www.bing.com/translator
9https://fanyi.baidu.com/
10All these websites were last visited 4th March 2024.

are open-source tools for English-to-Cantonese MT
from TransCan.11

3 Experimental Work

We introduce the methodology of CantonMT, ex-
perimental evaluations using the initial 38K real
bilingual corpus, and extended model evaluations
when we acquired 14.5K and 10K more real bilin-
gual data from different sources subsequently.

3.1 Methodology and Framework

The methodology of this work is presented in Fig-
ure 1, which includes the following steps:

1. DataPrep: data collection and pre-processing

2. ModelFineTunePhase1: model selection for
initial translator fine-tuning (ft, v1)

3. SynDataGenerate: synthetic data generation
using the initial translator and cleaned data

4. ModelFineTunePhase2: second step MT fine-
tuning using real and synthetic data (ft-syn)

5. ModelEval: model evaluation using both
embedding-based metrics (BERTscore and
COMET) and lexical metrics (SacreBLEU and
hLEPOR)

For data collection, we scraped the data from
the public Hong Kong forum LIHKG,12 which was
launched in 2016 and has multiple categories in-
cluding sports, entertainment, hot topic, gossip, cur-
rent affairs, etc. We extracted more than 1 million
sentences from this website; however, the raw data
comes with a lot of noise that needs to be cleaned,
an example of which is shown in Figure 5 of Ap-
pendix A. We carried out data cleaning to reduce
noisy strings as well as data anonymisation by re-
moving user IDs from the text. We also filtered
out the sentences that were too short, i.e., with less
than 10 Chinese characters. In the end, we prepared
200K clean monolingual Cantonese sentences for
parallel synthetic data generation purposes. We
shuffled the data for model training.

In model fine-tuning phase 1, we aim to train a
set of reasonable Cantonese-English MT models
for synthetic data generation and model compar-
isons. The baseline models we selected are Opus-
MT, NLLB and mBART. These were chosen to
11https://github.com/ayaka14732/TransCan
12https://lihkg.com
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Figure 1: CANTONMT Pipeline: data collection and preprocessing, synthetic data generation, model fine-tuning, model
evaluation

answer the following questions: (1) How much
does model size impact fine-tuning performance?
For this, we use Opus-MT which is a much smaller
model trained on the Opus corpus using the Mari-
anMT framework and NLLB-200, a very large lan-
guage model pre-trained on 200+ languages from
Mata-AI; (2) To what extent does it matter if the pre-
trained translation models are exposed to Cantonese
in their pre-training? For this, we add mBART
(mbart-large-50-many-to-many-mmt) which is
another LLM but without Cantonese in its pre-
training, vs NLLB which includes Cantonese. Be-
cause the full-size NLLB is too large, we used the
distilled model nllb-200-distilled-600M.

We fine-tuned these models using the available
bilingual data from a bilingual Cantonese-English
dictionary called “Yue-Dian”,13 which is in total
44K in size. We divided this data into training,
development and testing sets with 38K, 3K and
3K as their respective sizes, in light of the fact
that the shared tasks organised by the Workshop
on Statistical Machine Translation (WMT) tend to
include around 3K sentences in their test sets.

In Step 3, synthetic data generation, we used
the fine-tuned LLMs (LLM-ft-v1) from Step 2 to
translate the monolingual Cantonese text we col-
lected in Step 1. In this way, we obtain 200K back-
translated English sentences; these synthetic sen-
tences together with the Cantonese sentences create
the 200K synthetic parallel corpus we generated.
From now on, we will refer to the synthetic parallel
corpus as 200K-ParaSyn.

In Step 4, we apply different ratios on the real
parallel data we have at hand and on 200K-ParaSyn
13https://words.hk

for LLM fine-tuning. We also test the influence of
model switches, i.e. using different types of LLMs
for LLM-ft (Phase 1) and LLM-syn (Phase 2).

In the last step, we deploy the fine-tuned LLMs in
Phase 2 (LLM-syn) on the same test data and com-
pare the results with LLM-ft (Phase 1) and baseline
models without fine-tuning. We also report compar-
isons with commerically available translation en-
gines such as the Baidu Translator, Bing Translator
and GPT4. The implementation of GPT-4 that we
used is Cantonese Companion, which was custom-
made for translation to Cantonese by a community
builder.14

We used a range of different evaluation met-
rics including the lexical-based SacreBLEU (Post,
2018) and hLEPOR (Han et al., 2013a; Han et
al., 2021), and the embedding-based BERTscore
(Zhang* et al., 2020) and COMET (Rei et al.,
2020). hLEPOR has reported much higher correla-
tion scores to the human evaluation than BLEU and
other lexical-based metrics on the WMT shared task
data (Han et al., 2013b). However, recent WMT
metrics task findings have demonstrated the advan-
tages of neural metrics based on embedding space
similarities (Freitag et al., 2022).

3.2 Evaluations of CANTONMT

The learning curves of three base models during
training using the 38K real data are shown in Fig-
ure 2 from left to right for mBART, NLLB-200 and
Opus-MT. We used three epochs for mBART be-
cause it is too large for the computational resources
available to us. From the learning curves, we can

14https://chat.openai.com/share/
7ee588af-dc48-4406-95f4-0471e1fb70a8

592

https://words.hk
https://chat.openai.com/share/7ee588af-dc48-4406-95f4-0471e1fb70a8
https://chat.openai.com/share/7ee588af-dc48-4406-95f4-0471e1fb70a8


(a) OPUS Baseline (b) NLLB Baseline (c) mBART Baseline

Figure 2: Learning curves during model training using real data.

Model Name SacreBLEU hLEPOR BERTscore COMET
nllb-forward-bl 16.5117 0.5651 0.9248 0.7376
nllb-forward-syn-h:h 15.7751 0.5616 0.9235 0.7342
nllb-forward-syn-1:1 16.5901 0.5686 0.925 0.7409
nllb-forward-syn-1:1-10E 16.5203 0.5689 0.9247 0.738
nllb-forward-syn-1:3 15.9175 0.5626 0.924 0.7376
nllb-forward-syn-1:5 15.8074 0.562 0.9237 0.7386
nllb-forward-syn-1:1-mbart 16.8077 0.571 0.9256 0.7425
nllb-forward-syn-1:3-mbart 15.8621 0.5617 0.9246 0.7384
nllb-forward-syn-1:1-opus 16.5537 0.5704 0.9254 0.7416
nllb-forward-syn-1:3-opus 15.9348 0.5651 0.9242 0.7374
mbart-forward-bl 15.7513 0.5623 0.9227 0.7314
mbart-forward-syn-1:1-nllb 16.0358 0.5681 0.9241 0.738
mbart-forward-syn-1:3-nllb 15.326 0.5584 0.9225 0.7319
opus-forward-bl-10E 15.0602 0.5581 0.9219 0.7193
opus-forward-syn-1:1-10E-nllb 13.0623 0.5409 0.9164 0.6897
opus-forward-syn-1:3-10E-nllb 13.3666 0.5442 0.9167 0.6957
baidu 16.5669 0.5654 0.9243 0.7401
bing 17.1098 0.5735 0.9258 0.7474
gpt4-ft(CantoneseCompanion) 19.1622 0.5917 0.936 0.805
nllb-forward-bl-plus-wenlin14.5k 16.6662 0.5828 0.926 0.7496
mbart-forward-bl-plus-wenlin14.5k 15.2404 0.5734 0.9238 0.7411
opus-forward-bl-plus-wenlin14.5k 13.0172 0.5473 0.9157 0.6882
nllb-200-deploy-no-finetune 11.1827 0.4925 0.9129 0.6863
opus-deploy-no-finetune 10.4035 0.4773 0.9082 0.6584
mbart-deploy-no-finetune 8.3157 0.4387 0.9005 0.6273
nllb-forward-all3corpus 16.9986 0.583 0.927 0.7549
nllb-forward-all3corpus-10E 16.1749 0.5728 0.9254 0.7508
mbart-forward-all3corpus 16.3204 0.5766 0.9253 0.7482
opus-forward-all3corpus-10E 14.4699 0.5621 0.9191 0.7074

Table 1: Automatic Evaluation Scores from Different Models in CANTONMT. bl: bilingual real data; syn: synthetic data; h:h -
half and half; 1:1/3/5 - 100% real + 100/300/500% synthetic; 10E: 10 epochs (default: 3); top-down second slot: model switch:
model type using NLLB but synthetic data from other models (mBART and OpusMT); top-down third slot: including model
switch for mBART fine-tuning using synthetic data generated from NLLB; similarly top-down forth slot: including model switch
for OpusMT fine-tuning using synthetic data from NLLB. Bottom slot of Cluster 1: Bing/Baidu Translator and GPT4-finetuned
Cantonese Companion; bold case is the best score of the same slot among the same model categories. Cluster 2: bilingual
fine-tuned models using 38K words.hk data plus 14.5k Wenlin data; italic indicates the number outperforms the same model
fine-tuned with less data 38K. Cluster 3: Deployed Model without fine-tuning Cluster 4: Finetuned with the previous 2 corpora
and an additional 10K data from OPUS Corpora we managed to find in the end - it shows the evaluation improvement continues.
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see that NLLB-200 has a peak score at epoch 3
then there is a dramatic drop until epoch 6, fol-
lowed by an increase until epoch 10. In contrast,
the Opus-MT model achieves a steady increase in
its SacreBLEU score with more epochs, although
there are little drops in between.

The automatic evaluation scores from CAN-
TONMT models and other commercial engines are
listed in Table 3. Below are some interesting find-
ings from the evaluation outcomes.

• LLM-ft vs -LLM-ft-syn: (1) NLLB-syn-1:1
has slightly better scores than NLLB-bl on
all metrics, but increasing the ratio of syn-
thetic data will decrease the scores such as in
the 1:3 and 1:5 configurations, with around
1 absolute SacreBLEU point. (2) Similarly,
mBART-syn-1:1 also outperforms mBART-ft
but increasing the ratio of synthetic data will
reduce the evaluation scores such as in the 1:3
configuration. (3) Surprisingly, the synthetic
model for Opus-mt does not outperform Opus-
ft-bl, which indicates that the quality of the
generated synthetic data matters.

• Model Switching Matters: (1) the NLLB
fine-tuned model using synthetic data from
mBART (second model from the top of the
table) produced higher scores than using the
synthetic data generated from its own (first
model from the top of the table). (2) mBART
fine-tuned using NLLB-generated synthetic
data also outperforms mBART fine-tuning us-
ing only bilingual real data. (3) In a similar
situation, Opus-MT performs differently in
comparison to the other two models.

• Commercial MT models: (1) GPT4-finetuned
produced the highest evaluation scores but the
free version of GPTs restricts the input number
of strings; the data size used for fine-tuning
GPT-4 is unknown and such data is not pub-
licly available to researchers; furthermore, it
is unclear how GPT-4 performs MT; in ad-
dition, there are risks to data privacy when
users choose to use engines from commercial
companies. In contrast, CANTONMT is open-
source, free, and researchers can continue to
fine-tune it with their data or include more
models, and is fully confidential for users.
2) Bing and Baidu translators produced simi-
lar evaluation scores to the best system from
CANTONMT, though Bing produced slightly

higher scores than Baidu, especially on the
lexical-based metrics SacreBLEU and hLE-
POR.

• Comparing to Model Deployment without
Finetuning: in Cluster 3 (bottom) of Table 3,
model deployment without fine-tuning has
much lower scores; these scores show that
fine-tuning and synthetic data augmentation
lead to a large increase in scores of around
50% for all models using SecreBLEU.

3.3 Adding More Real Data

In the extension of our work, we managed to fine-
tune the baseline models using more real data from
another source called Wenlin15 where we obtained
another 14.5K parallel Cantonese-English dictio-
nary. We are curious about the model performance
using more real data in addition to the 38K train-
ing corpus from words.hk. We listed the compari-
son scores in the second cluster of Table 3 where
it shows that the newly fine-tuned NLLB-200 us-
ing 52.5K data (38+14.5K=52.5K) produced higher
scores on all metrics in comparison to 38K trained
model; mBART fine-tuned using 52.5K obtains
better scores on three metrics except for Sacre-
BLEU; Opus-MT surprisingly did not get any in-
crease across the metrics. Nevertheless, these out-
comes demonstrated the possibility of improving
model performance with more available real data,
at least for the NLLB and mBART models. More-
over, data quality matters: simply adding 14.5K
real data to fine-tune NLLB produced higher scores
(underlined scores) than the best synthetic system
that used 38x2=76K data. Subsequently, when we
managed to get another 10K real data from Opus
corpus, it shows continuous improvement by train-
ing using all three corpus we have, located in the
Cluster 4 bottom of the table.

4 CANTONMT Platform

To further facilitate Cantonese-English MT re-
search and for users to easily access freely available
fine-tuned models, we developed a user-friendly
interface for the CantonMT platform. Users can
choose different models and translation directions
(Cantonese⇔English) via the interface (Figure 4 in
the Appendix). The web application contains two
main parts, the Interface and the Server.

15https://wenlin.com/
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Figure 3: CANTONMT Server and Interface Flowchart diagram.

4.1 User Interface

To test the user interface and different models for
translation, users can choose from different model
types and source languages, which dynamically
capture the available models in the server, and al-
low users to select different training methods for the
model. One can then type the source sentence in the
input box and click the “Translate” button to obtain
the translation output from the model. The applica-
tion layout is quite modular in case different model
types or languages are added to the system, which
could potentially be used as a base framework for
different translation systems. It is possible to sim-
ply add more languages to the input and output if
one wishes to expand the implementations. The
look-and-feel of this web application is based on a
template (Wrigley, 2023) for an AI Code translator,
which was customised and developed in TypeScript
with the Next.js framework. The reason for choos-
ing this framework is that it provides a very modern
and minimalistic approach.

4.2 Server

A diagram outlining the modules can be seen in
Figure 3 to understand the general structure of the
server. Users can easily run the server on their local
machines by following the instructions provided in
a README file. The server has two main func-
tionalities, where the first one will output the list
of model paths given the model type and source
languages. The second one provides the translation,
where one could provide the details of the model
and also the sentence in the language specified, and
the server would respond with the translated sen-
tence using the model output.

During our implementation, due to memory con-

straints, the server crashed multiple times on our lo-
cal machine. To mitigate the risk of server crashes,
a model manager was produced, which implements
a Least Recently Used (LRU) cache for the different
model loaders, where the least recently used model
will be deleted from memory if it exceeds the limit
of the number of models. The server is built entirely
based upon the Python Flask library. The reason
for choosing this framework is that the models can
be run on top of the Python Transformers library,
which provides seamless implementation without
much additional effort.

5 Discussion and Conclusion

In this work, we investigated the back-translation
methodology for bilingual synthetic data generation
for the sake of data augmentation for NMT, on a
new language translation direction, Cantonese-to-
English. We tested both smaller-sized OpusMT and
extra-large LLMs NLLB and mBART both using
available bilingual real data and larger synthetic
data. Our experiments show that all the fine-tuned
models outperformed the baseline deployment mod-
els with large margins. Furthermore, the synthetic
model nllb-syn-1:1-mbart produced higher scores
using the model switch method compared to those
without the model switch. Lastly, the best perform-
ing fine-tuned models have similar (or even higher)
evaluation scores than the current commercially
available translators of Baidu and Microsoft-Bing.

In terms of concerns of data privacy such as han-
dling of sensitive data (e.g., in clinical applications
related to health analytics of patient data (Han et al.,
2024; Han et al., 2022)), CANTONMT can be fully
controlled by users without interference from any
third parties. We open-source our platform so that
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researchers can continue to integrate new models
into the toolkit to promote Cantonese-English MT.
We also plan to carry out human evaluations on the
outputs from different systems to get more insights
into the system errors.

Limitations

The synthetic data generated in this work is based
on the fine-tuned model using 38K words.hk bilin-
gual dictionary corpus, the first corpus we man-
aged to find. This restricted the synthetic data
quality. In the following-up work, we plan to use
the further fine-tuned model on all three corpora,
words.hk, wenlin, and opus-10K, to generate better
back-translated synthetic data. We expect this will
improve the synthetic data fine-tuned models.

The whole procedure of how difficult it was to
collect real Cantonese-English bilingual data shows
that Cantonese-English MT is still at its beginning
stage with many obstacles and challenges to public
research.
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user-friendly interface is shown in Figure 4 (Fron-
tend: TypeScript with Next.js. Backend: Python -
Flask).

The model parameters from OpusMT, extra-large
NLLB and mBART are shown in Table 2, which
shows that NLLB and mBART have doubled the
number of transformer layers and have almost 10
times more parameters than OpusMT.

Opus NLLB mBart
Layers 12 24 24
Hidden Unit 512 1024 1024
Model Parameters 77.9M 615M 610.9M
Language Pair No Yes No
Release Year 2020 2022 2020

Table 2: Parameters from deployed models. Language pair: if
the model contains Cantonese-English as a language pair

Explanation of Abbriviations used in the scoring
table:

• “nllb-forward-bl”: NLLB fine-tuned model in
the forward translation direction (Cantonese-
English) using the real 38K bilingual corpus

• “nllb-forward-syn-h:h”: NLLB fine-tuned
model using forward-translation generated
synthetic data to substitute half of the 38K
real data, i.e. 19K real and 19K synthetic

• “nllb-forward-syn-1:1”: NLLB fine-tuned
model using forward-translation generated
synthetic data with the ratio 1:1, i.e. 38K real
and 38K synthetic

• “nllb-forward-syn-1:1-10E”: the same with
above corpus setting but running 10 epochs,
default is 3 epochs only

• “nllb-forward-syn-1:1-mbart”: NLLB model
fine-tuning using forward-translation gener-
ated synthetic data by another model mBART,
38K real and 38K synthetic
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Model Name SacreBLEU BERTscore COMET
mBART-back-bl 20.3841 0.7944 0.8095
mBART-back-syn-1:1-NLLB+ 20.1923 0.7921 0.8068
nllb-back-bl 18.4713 0.7877 0.7927
nllb-back-syn-1:1 17.9400 0.7807 0.7772
nllb-back-syn-1:3 12.0352 0.7628 0.7493
opus-back-bl 18.1496 0.7811 0.7816
opus-back-syn-1:1-NLLB+ 17.9346 0.7781 0.7715

Table 3: Automatic Evaluation Scores from Different Models in CANTONMT.

Hyperparameter Value
Learning Rate 10−4

Weight Decay 0.01
FP16 True

Table 4: Fine-tuning Hyperparameters w/ Hugging Face
Trainer API
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Abstract 

The paper presents findings from a com-

prehensive market study commissioned 

by the European Commission, aimed at 

analysing multilinguality of European 

websites and automated website transla-

tion services across various sectors. The 

findings show that the majority of web-

sites offer content in one or two lan-

guages, while only less than 25% of Euro-

pean websites provide content in 3 or 

more languages. Additionally, we intro-

duce Web-T, a collection of open-source 

solutions facilitating automated website 

translation with a help of free MT service 

eTranslation provided by the European 

Commission and possibility to integrate 

other MT providers. Web-T solutions in-

clude local plug-ins for Content Manage-

ment Systems, universal plug-ins, and an 

MT API Integrator, thus contributing to 

the broader goal of digital language equal-

ity in Europe. 

1 Introduction 

Within the European Union, a diverse linguistic 

landscape is comprised of 24 official languages 

and more than 60 regional and minority 

languages. Several research studies (Pastor et al., 

2017; Rehm et al., 2020; Rehm and Way, 2023) 

and official resolutions (European Parliament, 

2018; European Commission, 2008) have 

underscored a stark discrepancy in the 

——————————————————————— 
 © 2024 The authors. This article is licensed under a Crea-

tive Commons 4.0 licence, no derivative works, attribution, 

CC-BY-ND. 

technological support available for Europe's 

multitude of languages. 

This is especially pertinent in light of the cur-

rent lack of multilinguality on many European 

websites (a website of a company, based in Eu-

rope, regardless of whether they belong to a Euro-

pean subsidiary of a global corporation or are 

headquartered in Europe), highlighting the need to 

promote the use of language technologies to make 

digital content and online services multilingual 

and more accessible for all European citizens. 

The challenge of limited multilingual support 

on websites extends beyond Europe and has been 

highlighted by research in other parts of the world 

(Wright, 2004; Miraz et al., 2013; Singh et al., 

2016; Sargent and Lommel, 2019; Kelly-Holmes, 

2019). Supporting a website in multiple languages 

(translating both UI and the content) can be a 

time-consuming and expensive process. Auto-

mated translations have revolutionised website lo-

calization, making it more accessible to busi-

nesses, including smaller enterprises and individ-

uals. Despite limitations of automated translations 

that may not always accurately convey the in-

tended message or account for cultural differ-

ences, businesses can benefit from cost savings, 

speed, and scalability, which allow them to ex-

pand their global presence. 

In many cases, a precise translation is needed 

(government, legislation, healthcare, industry 

specifications, brand identity, etc.), and to reach 

that high quality of translation, so far, the auto-

mated translation must be followed by post-edit-

ing by humans. However, automated translation is 

enough in cases when the users need to get a 
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general understanding of the content of a webpage 

and non-perfect translation won’t have critical 

consequences. The automated translation acceler-

ates the translation process and as far as the lan-

guage models can be trained on specific topics, 

languages, jargons, and dialects, the quality of the 

translations can be improved to a level that re-

quires minimum or no human intervention, mak-

ing the process even more productive (Stasimioti 

et al., 2020). 

Although there are numerous automated trans-

lation solutions provided by market players, their 

use is not dominant on the European web space. 

To assess and improve the situation, the European 

Commission (EC) has commissioned an extensive 

market study on multilingualism of websites in 

Europe and the development of solutions to sup-

port the use of automated translations on websites. 

The project is implemented in the scope of the 

Digital Europe Programme's Strategic Objective 

5, "Accelerating best use of technologies," and 

aims to enhance language technologies' capacity 

within the European public sector and their 

broader deployment across public and private sec-

tors, NGOs, and academia (European Commis-

sion, 2021). 

In this paper we present the project findings in 

analysing the language diversity on the European 

web space, the use of solutions ensuring auto-

mated website translation, and the machine trans-

lation services underpinning these solutions. 

We also introduce a collection of open-source 

solutions developed under the project, collectively 

known as Web-T. These solutions offer free-of-

charge automated website translations utilizing 

the European Commission's eTranslation machine 

translation (MT) service1 and are adaptable for in-

tegration with other MT providers. 

2 Assessing Multilingualism of Euro-

pean Websites 

According to a recent study by IDC, there are 

slightly more than 1 million websites managed by 

public sector enterprises in Europe (EU 27 plus 

Albania, North Macedonia, Switzerland, Serbia, 

Montenegro, and Bosnia and Herzegovina) and 

about 8.4 million websites managed by private 

sector entities in Europe.  

 To assess the multilinguality of European web-

sites, two randomised sample lists of European 

——————————————————————— 
1  https://commission.europa.eu/resources-partners/etransla-

tion_en 

websites were compiled. The lists of websites for 

analysis were compiled by combining a list of 

websites per country available on builtwith.com, 

lists of small and medium enterprises (SMEs) pro-

vided by national registries, trade organisations, 

and lists of government institutions, universities, 

schools, and healthcare institutions on a national 

level and a regional/city level for each country. A 

random subset of the lists was used for analysis. 

One list contains websites sampled from domains 

of the largest economies: Germany, France, Italy, 

Austria, and the Netherlands. The list is balanced 

to include about 20% public sector and about 55% 

SMEs, with the rest being large or medium com-

panies. The second list contains links to websites 

of enterprises in EU 27 member states and is bal-

anced between big companies, SMEs, and the 

public sector.  

The Multilingualism Scoring Tool (Vīksna et 

al., 2022) was used to measure the multilingual-

ism of a website. It analyses the textual content of 

the website and identifies the number of lan-

guages used, the distribution of content in various 

languages, and the presence of multilingual fea-

tures. Multilingual features are website features 

that point to this webpage being available in other 

languages and offering user access to this content, 

such as language switcher tool/button/link, ma-

chine-readable links to translated content, or 

blocks of text in various languages available for 

display using JavaScript. 

From the first list of largest economies, 426 

websites were crawled with a depth of 2 links. 

Most websites contain at least one page in two lan-

guages (42%), 30% of crawled websites are mon-

olingual when crawled to a depth of two links, 

while the rest (28%) have at least one page of con-

tent in 3 or more languages. 

From the second list of EU 27, 401 websites 

were crawled and analysed (Figure 1). In this 

 
Figure 1 Fraction of websites having content in n lan-

guages (depth 2 links).  
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case, when crawled 2 links deep, one-third of 

websites have content in two languages, 24% of 

websites are monolingual and the rest (~43%) are 

multilingual, i.e., having at least one page of con-

tent in 3 or more languages. 

As usually links to valuable content in other 

languages are provided on the landing page of the 

website, we compared these results with those 

from crawling with the depth of one link. In this 

case, less than 20% of websites from the countries 

with the largest economies and less than 25% of 

EU 27 websites yielded content in 3 or more lan-

guages. This shows that for many websites multi-

lingual content is available only for some of the 

content on deeper levels.  

A detailed analysis was performed on 698 pub-

lic sector websites across 31 European countries 

(EU 27 countries plus Albania, Serbia, North 

Macedonia, and Switzerland) for the number of 

languages in which the websites are published 

(Figure 2). We found that government websites 

are significantly more multilingual than websites 

of Education (NACE (The Statistical Classifica-

tion of Economic Activities in the European Com-

munity) code 85) and Healthcare (NACE codes 

86, 87, 88) institutions. 

3 Solutions for Website Multilinguality 

Website multilingualism is enabled by an 

ecosystem of solutions that includes website 

builders, content management systems (CMS), 

machine translation services, systems to manage 

translation workflows, and plug-ins. Tools such as 

website builders like Elementor and WPBakery, 

along with eCommerce platforms like Wix and 

Shopify, provide a range of built-in translation 

tools to enable website owners to create 

multilingual websites without any coding 

experience. CMS such as WordPress, Drupal, and 

Joomla integrate plug-ins and extensions that 

allow website owners to easily translate their 

websites. In the backend, automated translation 

services such as Google Translate, Microsoft 

Translator and DeepL provide machine 

translation to automatically translate website 

content into multiple languages. The translation 

management systems (TMS) of language 

technology vendors like Phrase, Unbabel, Tilde, 

and many others also enable website translations. 

3.1 User Preferences 

To analyse user preferences in selecting and us-

ing automated website translation solutions, a 

CATI (Computer Aided Telephone Interview) 

survey was conducted among 122 European com-

panies of all sizes. The group of respondents con-

sisted of decision makers and influencers knowl-

edgeable of web translation topics. The countries 

of residence of respondents include Croatia, Esto-

nia, France, Germany, Greece, Italy, Latvia, Lith-

uania, Malta, Poland, and Spain. 

Our study finds that the most common reasons 

for businesses to translate their websites are to 

reach new markets (78%), improve customer ser-

vice (45%), and comply with regulations (30%). 

The main challenges of automated website trans-

lation are accuracy (54%), cost (36%), and ease of 

use (32%). The most popular MT services used by 

businesses are Google Translate (68%), Microsoft 

Translator (42%), and Amazon Translate (31%). 

Smaller companies prefer easier, user-friendly, 

and simplified translation processes. Large com-

panies are looking for advanced functionalities 

such as access based on roles, workflows that al-

low consistency of translations, and support for 

various types of content (documents, videos, blog 

posts, etc.).  

Not surprisingly, data security and compliance 

are important topics for the majority of the users 

(71% of the users responded with ”Extremely im-

portant” or ”Very important” to the respective 

question). Security appears to be more relevant for 

entities with more than 100 employees than for 

smaller organizations. The industry sectors that 

care the most about the security of the websites 

include the Financial sector and the Distribution 

and Services sector. 

77.9% of the users of MT solutions for translat-

ing a website would recommend the use of such 

solutions to other website owners. 88.4% think 

that it has helped improve user experience and ex-

pand their business, and 66.3% value the cost ef-

ficiency for reaching a wider audience. Among 

those who wouldn't recommend the usage of MT 

for translating websites, the reliability of transla-

tions and the quality of translated content are the 

major arguments against it. 

Figure 2 Multilinguality of public sector websites. 
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3.2 Website Translation Plug-ins 

Numerous multilingual website translation plug-

ins offer a range of essential features to ensure 

effective website localization and automated 

translation. These features include support for 

translating various elements like text, images, 

videos, and dynamic content across posts, menus, 

and widgets. Integration capabilities with diverse 

content management systems (CMSs), 

eCommerce platforms, and site builders allow for 

seamless multilingual content creation. 

Automated translation workflows, often utilizing 

third-party machine translation services like 

Google Translate, Microsoft Translate, and 

DeepL, streamline the translation process. These 

plug-ins commonly incorporate automated 

language recognition, editors, and translation 

management systems (TMS) for post-editing and 

collaboration. Multilingual SEO support is a 

standard feature, enhancing visibility through 

URL translation, sitemaps, hreflang tags, and 

more. Performance-related capabilities involve 

cache memory and Content Delivery Networks 

(CDNs) to optimize website speed. Security and 

GDPR compliance measures are typically in 

place, with data encryption and access controls. 

Various go-to-market models include free trials, 

freemium versions, and subscription plans with 

pricing based on translation volumes and the 

number of supported sites. Collaboration with 

CMS and eCommerce platforms is a common 

market strategy, with plug-ins listed in partner 

sections on these platforms' websites. 

4 Web-T Solutions 

To address the need for website translation, we 

have developed a Web-T website translation 

solution. In accordance with EC requirements, the 

website translation solutions that are developed 

are free of charge, easy to use, secure, 

implementable on various platforms, flexible, 

adaptable to different CMSs, integrate free MT 

service eTranslation provided by the European 

Commission, as well as open for other machine 

translation providers. The key findings from the 

user survey and existing website translation plug-

in review were included in the requirements when 

designing the solutions. 

4.1 Overall architecture 

The project solutions should suit various types of 

websites. The majority of websites are based on 

some Content Management System (CMS). Still, 

some websites are powered by complicated 

individually built systems. On the other side of the 

spectrum are simpler websites that are not based 

on any standard or custom CMS. It should also be 

considered that websites can be hosted as online 

cloud solutions or as on-premises installations in 

a local hosting environment.  

To cover this variety, the following types of plug-

ins are being developed to reach most of the 

websites: 

Local plug-ins developed for popular CMS 

platforms WordPress, Drupal, and Joomla and di-

rectly communicate with the MT service; all 

translations are post-edited and saved locally in 

the website database; machine-translation is per-

formed in the backend, HTML page is being ren-

dered from the local CMS database. 

Universal plug-in – contains Lightweight Ja-

vaScript plug-in for any website translation; trans-

lation is performed after the page is rendered on 

the client’s side (by the client’s browser). It also 

includes the Translation Hub for result caching, 

MT provider configuration, and translation post-

editing. Website translation is performed after the 

browser has rendered the page on the client side. 

Hybrid plug-in provides a “lighter” integration 

in CMS platforms and encapsulates the light-

weight JavaScript plug-in, which is connected to 

the Translation Hub. Website translation is per-

formed after the browser has rendered the page on 

the client side. 

Translation Hub is a distinct module designed 

to serve as a caching mechanism for storing and 

editing translations for the universal plug-in. It ef-

fectively stores content translated by the MT pro-

vider, eliminating the necessity for repetitive re-

quests to the MT provider. Additionally, it offers 

a user-friendly interface for editing translations. 

Each plug-in type supports two MT provider in-

tegration approaches that are implemented in the 

MT API Integrator: 

Asynchronous eTranslation Integration – 

MT requests from local plug-ins and translation 

hubs are posted to eTranslation. The eTranslation 

system sends the results back to the endpoint 

asynchronously; 

Synchronous generic MT API – generic MT 

API is specified. Every local plug-in and 

translation hub will be able to establish a 

connection to any MT provider that supports 

generic MT API implementation. This generic 

MT API can be created and/or hosted by the 

603



 

website owners, MT providers, or any third-party 

translation hub host. Connection to a specific MT 

provider is enabled by setting the selected 

integrator URL and an access key. 

While local plug-ins will be directly down-

loadable from the respective CMS plug-in reposi-

tories, the universal plug-in does not have such an 

option, thus it will be directly downloadable from 

the solution website and EC code repository. 

Translation hubs will be hosted in a decentralised 

manner. Website owners can run and host the 

translation hub by themselves or look for any pub-

lic/commercial installation available. As the trans-

lation hub is open source, any new provider can 

host it or create an extended solution based on it.  

This architecture (Figure 3) provides a way to 

extend the WEB-T ecosystem with solutions for 

other CMSs without the direct involve-

ment of all MT providers that are part 

of the ecosystem. The same applies to 

extending the ecosystem with new MT 

providers that will be immediately con-

nected with all CMS integrations. 

4.2 Local Plug-ins 

CMS local plug-ins are installable in the 

respective content management system 

to enable the machine translation of 

website content. CMS local plug-ins 

contain an MT API integrator component. It 

supports asynchronous API for accessing the 

eTranslation service and synchronous API for 

communication with other MT providers. 

Depending on the integration, the CMS local 

plug-in can also contain translation and language 

management features. For example, the 

WordPress/ WooCommerce 

plug-in has all the localisation 

functionality built into the plug-

in, as there is no native 

multilingual support in the 

WordPress CMS. In contrast, 

Drupal and Joomla extensions 

rely on the built-in localisation 

features, which provide 

translation and language 

management functionality (e.g. 

translatable string retrieval, 

translation storage, editor 

interface, language switcher, 

etc.), so the main purpose of 

local plug-ins for Drupal and 

Joomla is to add automated 

translation functionality to the 

multilingual website setup. 

4.3 Universal Plug-in 

As the client-owned webpages can be very 

different in selected technology, content, and 

architecture, the only generic way to ensure 

content translation is to perform the translation 

after the page content and HTML are rendered. 

Webpages can also be interactive, so the content 

can also change after the initial page load has been 

already completed.  

The rendering process is typically performed 

on the client-side Internet browser, thus the only 

reasonable technology for content translation on 

the client side is JavaScript code that follows the 

HTML content changes in end-users’ browsers 

(Figure 4). 

As JavaScript functionality is restricted and no 

back end is possible on the client side, an interme-

diate server-side tool is needed to act as a proxy 

between the end-user’s browser and MT provider. 

Figure 3 Conceptual architecture of Web-T multilingual plug-ins 

Figure 4 Conceptual architecture of Web-T universal plug-in 
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The necessity for the translation hub as a back-end 

tool arises from the need to facilitate post-editing, 

implement cashing of MT results, secure private 

MT provider keys, and streamline diverse MT 

API workflows supported by multiple MT provid-

ers. 

4.4 MT API Integrator 

MT API Integrator is a specification to ensure 

interconnection between various CMS plug-ins 

and is supported by MT providers. MT API 

Integrator is implemented in all local plug-ins and 

the Translation Hub. This component consists of 

two parts – support for an eTranslation 

asynchronous approach and generic MT API for 

synchronous communication for the integration of 

any MT provider. To allow the website owner to 

specify which engine the MT API Integrator 

should use, the user interface must provide an MT 

engine choice in the WEB-T solution settings – 

eTranslation or another MT provider. With the 

eTranslation engine option selected, the website 

owner will need to provide eTranslation API 

credentials; when another MT provider is selected 

– MT provider API URL and MT provider access 

key.  

To facilitate the integration with new CMSs, a 

distinct MT API integrator PHP library is created, 

given that PHP is the predominant language used 

for building CMSs. 

4.5 eTranslation Integration 

As eTranslation API uses digest authentication, 

for each call there are 2 requests – to receive 

authentication information and to send the actual 

request. Since all eTranslation API methods need 

authentication (including get-domains), supported 

language retrieval is only possible after the user 

has entered the valid eTranslation API credentials.  

To optimise translation performance and qual-

ity using formatted text with XML or HTML tags, 

integrations should use document translation to 

send many translatable items in one request, rather 

than sending each string in a separate text transla-

tion request. For eTranslation integration to work, 

the WEB-T solution provides a REST API end-

point, which is used to receive async translation 

responses from eTranslation. If CMS does not 

support this, a local plug-in cannot be created and 

the hybrid approach must be used. To align asyn-

chronous eTranslation integration workflow with 

other MT provider integrations (synchronous), 

CMS plug-ins have to wait for eTranslation re-

sponses in a synchronous way (e.g., by regularly 

checking if the response has been saved in the da-

tabase by the REST API endpoint handler). 

5 Conclusion 

Our study underscores the limited diversity of 

languages in the European web space and the 

pivotal role of automated translation tools in 

streamlining website localization. It highlights the 

need for user-friendly, accurate, and cost-

effective solutions. The analysis of user 

requirements, the Web-T architecture, and open-

source solutions offer practical guidance for 

extending the availability and use of automated 

website translation solutions. This contributes to 

the goal of achieving true multilinguality of 

European web space and advancing digital 

language equality in Europe. 
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Appendix A Questionnaire for the inter-

views with End users. 

Screening: 

Q1: Is your company website multilingual? 

If yes Q2, if no – cancel 

Q2: Are you using automated translation to 

make your website multilingual? 

If no Q3, if yes Q41 

Q3: Are you using automated translation 

solutions for translating documents, texts or to 

transcribe voice communication? 

If yes Q42, If no Q5 

Q41: Which solution you are using? 

• Register the solution. 

• Not sure. 

Go to Q51 

Q42: Which automated translation solution 

are you using? (we have 4.1 as we need to 

distinguish between those that are used for 

website translations and those used for 

document translations) 

• Register the solution. 

• Go to Q51 

Q5: Why are you not using automated 

translation of your organization's website? 

Select all that apply: 

• We have not tried because we need 

control over the accuracy of the translation and 

don't believe that automated translation can 

provide such. 

• we tried, but the quality of the translation 

was not good enough. 

• We tried but had issues such as 

untranslated elements of the site, layout issues, 

and others. 

• We are not aware of what automated 

translation solutions may be applied for 

automated website translations. 

• We don't have the technical skills to deal 

with the integration of a technical solution on our 

website. 

• we investigated options, but the 

investment seems too high. 

• We are faced with incompatibility with 

the existing IT infrastructure. 

• We don't need translation of the content 

of the website. 

• Other. 

Thank you, cancel. 

Q51. Where did you learn about the e-

translation tools for your website? 

Select all that apply: 

• In social media (FB, Instagram, other). 

• In specialized blog posts. 

• From our Web developer. 

• Found it in the online store (Shopify 

store). 

• We researched on the internet. 

• Other, please specify. 

Q52. How did you choose the specific 

automated translation solution you are using? 

Select all that apply: 

• It was recommended by a colleague or 

friend. 

• It was recommended by our web 

developer/IT team. 

• It had the best reviews and ratings online. 

• It was the most affordable option. 

• It offers most of the features and 

functionalities that we need. 

• It offers the highest quality. 

• It is provided by the tools that we use to 

build our website (content management systems, 

site builder, eCommerce system). 

Q6: What capabilities of an automated 

translation solution are important for your 

company with respect to the quality of 

translation? 

Please rank from 1-5 (where 1 is not important and 

5 is very important) 

• To support a wide variety of languages. 

• To handle industry-specific or company-

specific terminology particularly well. 

• To offer supreme quality of translation for 

specific language pairs and subject areas. 
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• The capability of my organization to build 

custom language models. 

• Availability of “adaptive machine 

translation" models that "learn" and adapt to new 

words and phrases over time. 

• Availability of some level of human 

validation of translations. 

• To translate all the elements of the 

website – incl. widgets, product descriptions, and 

buttons across all web pages, custom posts, blogs. 

• Others: Please specify. 

Q7: Assuming that the quality of translation of 

an automated translation solution is good 

enough, what other capabilities are important 

when selecting a tool for automated translation 

of your website? 

Please rank from 1-5 (where 1 is not important and 

5 is very important) 

• Ease of use of the solution. 

• Ease of integration of the solution with 

the technologies used by the website. 

• Availability of SEO (Search engine 

optimization) capabilities to improve website 

ranking; Examples of capabilities: translation of 

URLs, translation of metadata, Search Engine 

Indexing, (to rank higher local language 

searches), Search Engine Friendly (SEF) URLs 

i.e., dedicated URL for a multilingual SEO 

strategy, etc. 

• Editing in context - i.e., users are able to 

see exactly how the translated content looks on the 

website. 

• Post-machine translation editing 

capabilities allowing collaboration of different 

roles. 

• Ability to support specific content for the 

language-specific versions of the site. 

• Automated translation does not harm the 

performance of the website. 

• Quality of the support from the solution 

provider. 

• Others: Please specify. 

Q8. Please, indicate to what extent the 

following features provided by solutions that 

enable the automated translation of a website 

are important to you: 

• Please rank from 1-5 (where 1 is not 

important and 5 is very important) 

• User interface allows to switch/cancel ad 

hoc the level of the service. 

• Usage statistics/ dashboard. 

• Data security and privacy features to 

prevent disclosure of confidential information. 

• Ability to control access to content based 

on roles. 

• Solution complying with GDPR, PCI, 

HIPAA, or other industry standards. 

• Portability of the solution (ability to 

change the hosting provider, the provider of the 

CMS, etc., and to keep the vendor of the 

automated translation solution). 

• It is possible to ask for a refund of pre-

paid subscription fees. 

Q9: What vendor offering options were 

important for selecting a translation vendor: 

• Free trial 

• Free version of the solution. 

• Possibility to switch or cancel ad hoc the 

level of the service. 

• Vendor policy allows to continue using 

the translated versions of your website if you don't 

renew your license. 

• Hosting services, provided by the 

translation solution provider. 

• Marketing automation capabilities built 

into the translation solution platform or provided 

by third parties. 

• Affordable pricing 

• Other: 

Q10: Which features are missing in the current 

market offering of your vendor of automated 

translation services? 

• Register1: 

• Register2: 

• Register3: 

Optional Question: 

Q11: Would you recommend the use of the 

automated translation services solution to 

other website owners? Why or why not? 
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• Yes, because it has helped improve user 

experience and expand my business. 

• Yes, because it is a cost-effective solution 

for reaching a wider audience. 

• No, the quality of automated translations 

is not good enough. 

• No, because it is not a reliable substitute 

for manual translation. 

• Unsure. 

• Other, please specify. 
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Abstract

In this paper, we study the translation abil-
ities of Large Language Models (LLMs)
for business IT texts. We are strongly in-
terested in domain adaptation of transla-
tion systems, which is essential for accurate
and lexically appropriate translation of such
texts. Among the open-source models eval-
uated in a zero- and few-shot setting, we
find Llama-2 13B the most promising for
domain-specific translation fine-tuning. We
investigate the full range of adaptation tech-
niques for LLMs: from prompting, over
parameter-efficient fine-tuning to full fine-
tuning, and compare to classic neural ma-
chine translation (MT) models trained in-
ternally at SAP. We provide guidance how
to use training budget most effectively for
different fine-tuning approaches. We ob-
serve that while LLMs can translate on-par
with SAP’s MT models on general domain
data, it is difficult to close the gap on SAP’s
domain-specific data, even with extensive
training and carefully curated data.

1 Introduction

With swift improvement and recent successes of
Large Language Models (LLMs), it has become
imperative for companies to measure their produc-
tive NLP systems against such new models. In the
rapidly evolving field of NLP, incorporating the
state-of-the-art models could unlock new capabili-
ties for one’s product and improve performance. On
the other hand, switching to LLM-based systems

c© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

should not be done merely to appeal to public hype,
but should be a thoroughly evaluated choice.

With this in mind, we set out to investigate
whether LLMs can be easily utilized to outperform
and ultimately supersede the current machine trans-
lation systems employed by SAP (Buschbeck et
al., 2022). They are based on a traditional neu-
ral machine translation architecture trained on a
multitude of data sources including the contents of
the company-internal translation memories and is
therefore optimized for SAP’s domain of interest,
which we call Business IT here. While previous
research has shown that LLMs make good transla-
tors (Hendy et al., 2023; Zhang et al., 2023; Zhu et
al., 2023), it is not yet well explored whether they
can effectively adapt to domain-specific translation
intricacies and outscore a smaller model that has
been trained from scratch within the domain.

In particular, our interest lays in whether com-
parably smaller sized open-source LLMs can be
fine-tuned to this end. This interest is motivated by
certain drawbacks of using large proprietary models
such as OpenAI’s GPT-4 (OpenAI et al., 2024) out-
of-the-box. Potential data privacy concerns, slower
inference and higher monetary costs (provided suf-
ficient throughput) are some of the reasons.

In addition, fine-tuning (open-source) models
offers some more benefits. Fine-tuning addresses
challenges such as hallucinations and overgenera-
tion, commonly associated with the LLMs’ innate
generative nature. By channelling the LLMs’ fo-
cus towards translation through downstreaming, it
becomes possible to regulate and control these un-
wanted generative tendencies, resulting in a more
precise and tailored output for the intended domain-
specific application.

While there is a general argument to be made
that fine-tuning an LLM on parallel data would im-
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prove its translation quality, a much more crucial
one can be made regarding domain-specific trans-
lation. In domain-specific translation, vocabulary
and translation patterns might differ substantially
from its general purpose counterpart. For instance,
UI strings contained in our domain-specific data
such as ‘Item masters in catalog’, ‘Number in the
Total field’ or ‘PENDING The item has not yet
been sent.’ do not only differ from general domain
texts in terms of vocabulary, but can also deviate
substantially in syntax.

In our experiments, we first estimate the transla-
tion capacities of various models through prompt-
ing to identify the most promising one to fine-
tune. Concretely, Llama-2 13B appears to offer
the best model size to performance trade-off. We
then fine-tune the model with both full parameter
and parameter-efficient tuning and conduct various
ablation studies.

Overall, we arrive at the following conclusions:

1. It requires large amounts of domain-specific
data to have a fine-tuned Llama-2 13B ap-
proach the performance of a smaller but dedi-
cated translation system.

2. When fine-tuning Llama-2 13B with domain-
specific translation data, we do not observe
noteworthy catastrophic forgetting of general
domain translation capacity.

3. For domain-specific translation, low-rank
adaptation (Hu et al., 2021) cannot compete
with full fine-tuning as it fails to internalize
domain-specific phenomena in the limited pa-
rameters available. In order to increase model
fit, the adapter rank needs to be increased
to magnitudes where the tuning becomes no
longer parameter-efficient. Additionally, we
observe that quantization significantly hinders
model fit and consequently in-domain perfor-
mance as well.

4. If nonetheless parameter efficient fine-tuning
is conducted, one should favour an increase
in training data over an increase of training
epochs. For full fine-tuning, however, training
for multiple epochs provides a notable benefit.
In fact, if the number of training iterations are
to be kept a constant, one should favour an
increase of epochs over more training data;
naturally, under diminishing returns.

2 Related Work

In their paper, Brown et al. (2020) presented the
performance of GPT-3 and evaluated the transla-
tion ability of their LLM. They found that general-
purpose LLMs benefit from having examples in the
prompt (few-shot prompting) to guide the model
towards a specific task. Undoubtedly, adding rele-
vant examples via few-shot prompting or retrieval
augmented generation can improve translation per-
formance. However, both Alves et al. (2023) and
Li et al. (2023) observe that translation fine-tuning
outperforms few-shot prompting when provided
with only few thousands of training samples. Xu et
al. (2023) achieve state-of-the-art translation perfor-
mance with help of a two-stage training mechanism,
where in the first stage, the model is further pre-
trained on billions of tokens of monolingual data of
various languages to shift the model to a more mul-
tilingually balanced state; away from its dominantly
English pre-trained state. Only then, the model is
fine-tuned with limited parallel data. While the
resulting performance is astonishing, the first train-
ing stage is computationally expensive. Even with
adequate GPU resources available, the proposed
setup does not necessarily work as effective in low-
resource domain translation, where the parallel data
does not align well with the monolingual data used
in the first stage. Üstün et al. (2024) recently pre-
sented the Aya model which uses a more balanced
distribution of multilingual data in the pre-training.
Although the approach seems promising, our first
preliminary investigations do not show substantially
higher translation performance of the Aya model
compared to previous LLMs.

3 Datasets & Evaluation

In this paper, we mainly focus on the high-resource
language pair English → French. The more re-
sources a language pair has, the more LLMs should
be able to leverage from their pre-training, making
it easier and quicker to downstream them for the
translation task. In addition, we also investigate the
performance on the low-resource language pair En-
glish→ Slovak and on English→ Japanese, which
is known for its complexity, in section 5.7.

For few-shot example retrieval, fine-tuning and
testing, we use well-curated parallel SAP-internal
data. It is composed of large amounts of software
user interface (UI) strings, user assistance (UA)
texts, but also training materials, corporate content
and marketing texts. The models are tested not
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only on a test set of 2000 segments consisting of
domain-specific UI strings and UA texts, but also
on general-domain data, i.e. the FLORES (Goyal
et al., 2022) test set. Even though they stem from
the same domain (SAP), training and in-domain
test data are not merely divided randomly, but in-
stead feature both temporal and distributional shifts.
This in turn allows a more realistic performance
evaluation (Søgaard et al., 2021).

We want to clarify that SAP’s MT systems are
trained using large corpora comprised of millions
of parallel sentences, and this training is performed
over many epochs. Since fine-tuning LLMs on
a similar scale would entail considerable compu-
tational costs, we conduct our fine-tuning experi-
ments with fewer but gradually incremented quan-
tities of data to map respective improvements in
translation quality. Furthermore, while SAP’s MT
system evaluated in this study has been trained to
excel in translating texts from the SAP domain, it
has not been fine-tuned to UI and UA texts specifi-
cally, and obviously the test data is unseen.

We evaluate the performance with both
BLEU (Papineni et al., 2002) and COMET1(Rei
et al., 2022). While COMET is more robust and
correlates better with human annotators, the n-gram
based BLEU score nonetheless has its use when
evaluating domain-specific translations. Specifi-
cally, it captures lexical agreement with references
which indicates the correct use of terminology and
writing style for the domain.

4 Prompting

To establish a baseline for the translation fine-
tuning it is natural to start with simple prompt exper-
iments. These experiments are relatively straight-
forward to conduct since large commercial models
like GPT-4 are offered as services. Furthermore,
hosting open-source models for inference requires
fewer resources compared to tuning them. The
motivation driving this inquiry is twofold: first, to
establish a baseline for the performance of open-
source models; and second, to evaluate the inherent
capabilities of GPT-4, a proprietary cutting-edge
language model in its “out-of-the-box” state.

Given the nature of the task, we restrict ourselves
to a selection of models that are intended for multi-
lingual usage:

1. GPT-4: GPT-4 serves as a benchmark for the
1https://huggingface.co/Unbabel/
wmt22-comet-da

state-of-the-art in natural language processing,
boasting superior language understanding and
generation capabilities (OpenAI et al., 2024).
Hendy et al. (2023) have also demonstrated
that it shows remarkable performance in the
translation task.

2. Llama-2 (7B, 13B, 70B): The Llama-2 fam-
ily of models has been shown to achieve great
performance in various tasks across various
languages and has a commercially usable li-
cence.

3. BLOOM 7B: The BLOOM model family has
been released in 2022 and was trained on well
documented high-quality data (Laurençon et
al., 2022) encompassing 46 natural languages.

4. Falcon (7B, 40B): As with BLOOM, the Fal-
con family of models, released in 2023, is of
special interest due to its balanced, curated
and, most importantly, well documented mul-
tilingual training data (Penedo et al., 2023).

Figure 1: Translation Prompt

The simple prompt shown in figure 1 is used
for prompting and fine-tuning experiments through-
out the paper. While it is known that optimized
and more verbose prompts can improve results, we
refrain from prompt engineering for two reasons.
Firstly, while engineering prompts is fairly cheap
when optimizing a zero-shot setting, it would re-
quire repeated trainings for each and every prompt
to measure its performance in a fine-tuning setting;
an endeavour that is too costly. In our experiments,
we expect the model to adapt to any prompt during
fine-tuning. Susceptibility to prompt design would
prove a major obstacle for fine-tuning LLMs. Sec-
ondly, a short and concise prompt is preferable as it
leaves more context length available for the actual
translation pairs.

Figure 2 displays the BLEU and COMET scores
of the models in the zero-shot setup. For open-
source models, we establish a comparison under
equal resource conditions, i.e. given four NVIDIA
A10G2. Models that are too large for full precision
inference are tested with 8-bit quantization instead.

As expected, SAP’s MT model performs best by
a large margin on the domain-specific data. The su-
perior BLEU score, in particular, indicates the cor-
2a single g5.12xlarge instance on AWS
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Figure 2: Zero-shot prompting performance

rect usage of in-domain vocabulary, rather than just
semantically similar phrases. For general-domain
data (FLORES), however, GPT-4 is capable of out-
performing SAP’s domain-specific MT system out
of the box. Keep in mind that this MT model is
not optimized for general-domain translation, and it
is unknown whether the publicly available dataset
was included in GPT-4’s training data.

Provided with the simple prompt, all open-source
models but Llama-2 7B are able to translate texts
consistently3, albeit not necessarily correctly. Natu-
rally, it is difficult to determine whether the weaker
model performance is the result of shortcomings in
its translation quality, or merely a misinterpretation
or mishandling of the prompt.

It might seem unintuitive, but some open-source
models perform better on domain-specific data than
on general-domain data. This can be explained by
the large percentage of UI segments contained in
the SAP test set. While such strings contain lexical
intricacies, they are generally short and syntacti-
cally simple, which makes them easier to translate
for the smaller models.

As a natural next step, we investigate whether
few-shot prompting could narrow the gap for the
SAP domain-specific translations. We focus our
experiments on GPT-4, serving as an upper LLM
benchmark, and Llama-2 13B, which offered the
best trade-off between model size and translation
performance in the zero-shot experiments. In order
to construct our few-shot prompts, we first encode
the English source segments of the domain-specific
parallel training data (section 3) with the sentence-
BERT model all-MiniLM-L6-v2 by Reimers and
3generating output in French and not English

Gurevych (2019). Then, for each English segment
to translate, we retrieve the five translation pairs
that have the highest cosine similarity to the English
source. These pairs are then arranged as completed
prompts and placed before the final segment set for
translation, with each pair separated by an empty
line.

For the Llama-2 13B model we had to conduct
postprocessing of the output due to overgenera-
tion issues. In particular, it continued generating
English-French sentence pairs beyond the com-
pleted prompt. To deal with this, we simply trun-
cated the generation after the first line break. The
results of the few-shot experiments are displayed
in table 1. While both models improve in per-
formance of in-domain translation, a gap to the
domain-specific MT model still remains. However,
it is worth noting that the open-source Llama-2
model benefits more substantially from the exam-
ples, promising potential that may be even better
leveraged through fine-tuning. We also find that
providing domain-specific examples for general-
domain translation is detrimental to the models’
performance.

While few-shot prompting can provide a basic
understanding of the domain in question, it may
not fully capture all the domain-specific nuances.
This is particularly challenging when the domain
is highly specialized, as selecting the appropriate
domain-specific vocabulary and creating accurate
examples can be difficult. Additionally, including
multiple examples in the prompt increases the to-
ken count, which can lead to higher computational
costs and longer inference times. Fine-tuning, on
the other hand, would allow the model to learn

613



Model SAP domain General domain
Llama-2 0-Shot 0.757 / 0.283 0.780 / 0.243
Llama-2 5-Shot 0.843 / 0.503 0.767 / 0.310
GPT-4 0-Shot 0.842 / 0.498 0.891 / 0.532
GPT-4 5-Shot 0.866 / 0.560 0.883 / 0.518
SAP’s MT 0.888 / 0.686 0.867 / 0.490

Table 1: Few-shot results with COMET (first value) and
BLEU (second value) for Llama-2 13B and GPT-4. For com-
parison SAP’s MT is added.

from a much larger pool of examples, potentially
leading to better adaptation to the specific-domain
requirements.

5 Fine-Tuning

While the performance of open-source LLMs is
promising, it falls short compared to both a domain-
specific neural machine translation model as fre-
quently used in production and more advanced mod-
els like GPT-4. A promising pathway to improve
the task-specific performance of open-source LLMs
is to further fine-tune them. Given the substantial
gap in performance on the in-domain data to SAP’s
MT model and even GPT-4, we have a strong in-
centive to investigate how well LLM translation
can adapt to a specific domain through fine-tuning.
To do so, we experiment with three different fine-
tuning setups:

1. LoRA: With low rank adaptation (Hu et al.,
2021), the pre-trained model weights are
frozen while trainable rank decomposition ma-
trices are injected on top of the frozen weight
matrices. As the decomposition matrices are
the only ones fine-tuned and contain magni-
tudes less parameters, model downstreaming
becomes faster and more GPU efficient.

2. QLoRA: The fine-tuning approach proposed
by Dettmers et al. (2023) quantizes the pre-
trained model during training and only keeps
the trainable LoRA adapter weights in stan-
dard precision. This method reduces the mem-
ory requirements of fine-tuning which in turn,
depending on the available GPUs and model
size, can allow data-parallel training rather
than model-distributed one, cutting training
time short by a multitude.

3. Full fine-tuning: While Hu et al. (2021) and
Dettmers et al. (2023) show that the proposed
parameter efficient fine-tuning approaches per-
form on-par with full fine-tuning, other re-
searchers applying them could not always con-

firm such observations (Sun et al., 2023; Chen
et al., 2022). Consequently, we also conduct
full fine-tuning to establish an upper bound.

QLoRA is of special interest, as the greatly re-
duced GPU footprint allows cost-efficient training.
In addition, quantization could also help reduce the
cost during inference and recent development in
dynamic adaptation (Babakniya et al., 2023) make
QLoRA even more tempting. A main interest of our
experiments is therefore an evaluation of QLoRA
against full fine-tuning for domain-specific trans-
lation. Then, ablation studies are conducted that
investigate shortcomings of QLoRA opposed to
LoRA without quantization.

5.1 Fine-Tuning Setup

We use the 13 billion parameter version of Llama-2
for all fine-tuning experiments. For one, the model
is capable of translation in a zero-shot prompt setup,
which certifies that there is sufficient pre-trained
knowledge to leverage through fine-tuning and al-
lows a comparison to a sensible baseline. Secondly,
the model is comparably lightweight, which allows
full fine-tuning on as few as four NVIDIA A10G4.
We use standard libraries to perform the fine-tuning,
namely Huggingface’s trainer interface5 and bit-
sandbytes6 for quantization. We use the training
data presented in section 3 and vary the amount of
training segments in the experiments and train for
3 epochs.

Measuring performance not only in the domain-
specific but also on general domain data allows us to
investigate the effect the domain-specific translation
tuning has on the model’s translation performance
in general. On the one hand, we expect an increase
in general domain translation performance, as the
model is downstreamed to translate only. On the
other hand, increasing the model fit to specific data
could also induce catastrophic forgetting and con-
sequently cause the general domain performance to
deteriorate.

For (Q)LoRA training, we set the rank to r = 8
and the scaling factor to α = 16 unless otherwise
specified. We use 8-bit quantization for QLoRA, as
its 4-bit counterpart did not yield satisfying results
in preliminary experiments. For both (Q)LoRA and
full fine-tuning, we observed good convergence

4Using paged optimizers as discussed in Dettmers et al. (2023)
5https://huggingface.co/docs/
transformers/main_classes/trainer
6https://github.com/TimDettmers/
bitsandbytes
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Figure 3: Model performance measured in COMET (left) and BLEU (right). The Llama-2 models have been fine-tuned for 3
epochs with 10 to 90 thousand parallel segments.

behaviour with a learning rate of 2e-5. Other than
heuristically searching for a functional learning rate,
we did not search any further hyperparameters. Af-
ter all, one key advantage of (Q)LoRA over full
fine-tuning is that it is not as sensitive to hyperpa-
rameters; an advantage we do not want to offset by
expending valuable resources to optimize full-fine-
tuning.

5.2 Results

The results in figure 3 demonstrate how effective
LLMs can learn from very limited training data.
Even a small training set of only 10k sentence pairs
drastically improves performance over the zero-
shot baseline. This initial boost of performance,
compared to zero-shot, is most likely due to the
model quickly adjusting to the prompt and transla-
tion task in general. By increasing the training data
we can further improve the model’s performance,
albeit with diminishing returns. At 90k training
samples, the fine-tuned model surpasses GPT-4 per-
formance on the domain-specific test sets. This
demonstrates that fine-tuning of a smaller open-
source model can close the performance gap to
large proprietary models out of the box. With lim-
ited training data, however, Llama-2 cannot be eas-
ily downstreamed to beat the parameter efficient
SAP translation system. Further investigations into
the amount of training data required to match SAP’s
MT performance are conducted in section 5.6.

Despite training only on domain-specific SAP
data, the model also shows improvements in gen-
eral domain translation performance. While this is
unsurprising, given that the model is downstreamed

for translation, it is nonetheless remarkable that
there is no apparent catastrophic forgetting occur-
ring when fine-tuning with the above quantities of
training data. When full fine-tuning, we begin to
see a slight degradation of general domain perfor-
mance from 30k samples upwards. However, the
performance is still substantially better than the
model’s zero-shot one. This general robustness
also stands in contrast with few-shot prompting,
where the addition of domain specific examples de-
teriorates general domain performance. In a way,
one could argue that the few-shot examples much
more aggressively urge the model to translate in the
domain-specific style while fine-tuning only pro-
vides the models with the additional knowledge to
translate appropriately, if necessary.

In general, we observe that full fine-tuning is su-
perior to QLoRA tuning. Most notably, however, is
that the full fine-tuned model displays a much larger
improvement in BLEU scores on domain-specific
data than its QLoRA counter-part. Since BLEU is
a token-based metric, we conclude that full fine-
tuning allows the model to internalize the lexical
intricacies of the domain. This is crucial for trans-
lation use cases in specific domains, also at SAP, as
the translations must be consistent with established
terminology. With less trainable parameters avail-
able, QLoRA is less capable of internalising these
lexical differences.

While full fine-tuning is undoubtedly the supe-
rior choice, it comes with increased computational
costs. With the GPU setup discussed above, the
QLoRA training could be conducted in a data dis-
tributed manner, while the full fine-tuning required
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Figure 4: Effect of increasing training data and number of epochs on BLEU and COMET scores for the SAP domain test set.

all four GPUs for a single copy of the model.

5.3 Budget Efficient Training

When confronted with a fixed training budget, the
pivotal decision arises between allocating resources
to acquiring more training data or investing in mul-
tiple epochs. Iterating over the same data across
multiple epochs expedites model fitting but poses
the potential threat of overfitting, as the model may
become too closely tailored to the training set. Con-
versely, augmenting the volume of training data
holds the promise of bolstering the model’s gen-
eralization capacity, yet it introduces the risk of
underfitting.

Since full fine-tuning and QLoRA differ substan-
tially in terms of trainable parameters and there-
fore also in expected time to reach training conver-
gence, we investigate the effect of data and epoch
increase on model performance. Figure 4 shows
that QLoRA fine-tuning does not benefit all too
much from an increase of epochs. After around
two epochs, the test set performance is already sat-
urated. More importantly, however, increasing the
amount of training data by a factor of three pro-
vides a substantially larger boost in performance
than tripling the training epochs. Therefore, we
conclude that when fine-tuning with QLoRA it is
sufficient to have the model observe each example
only once. A reason to this is likely that the model
cannot fit individual examples arbitrarily well as
both the base model precision and the underparame-
terised adapters regulate model fit. The only way to
increase the performance of QLoRA tuned models
is therefore to increase the amount of training data

to allow the model to capture the underlying data
distribution more wholly.

With full fine-tuning, on the other hand, we
can observe a clear benefit when tuning the model
over multiple epochs. Here, tripling the number
of epochs results in equal or better performance
than increasing the training data by a factor of three.
With more trainable parameters, the model can im-
prove its fit on an individual example with each
visit. Naturally, increasing the epochs further and
further will result in diminishing returns in terms of
test set performance or might even lead to overfit-
ting. Nonetheless, if confronted with limited com-
putational budget, one should consider reducing the
training data in favour of more than one epoch of
training.

We would like to emphasize how differently the
LLMs learn compared to the traditional and much
smaller encoder-decoder translation models. These
models are trained with substantially more data over
dozens of epochs, since training is much cheaper,
faster and requires comparably few parameters. In
contrast, we see that the LLMs are quickly and eas-
ily adjusted to a downstream task in a few epochs
and with a few thousand examples. This compen-
sates for the higher training cost per sample due to
the large model size.

5.4 Domain-Specific Translation - Appetite
for Parallel Data

For both full fine-tuning and QLoRA, the test set
performance continuously increases logarithmically
with respect to the amount of training data. This ob-
servation stands in firm contrast to Xu et al. (2023),
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who notice a lack of improvement beyond 10k trans-
lation examples when fine-tuning a Llama-2 7B
model. Consequently, they argue that LLMs are
not hungry for parallel data and suffer from catas-
trophic forgetting (French, 1999; Kirkpatrick et al.,
2016) when confronted with too many examples.
These conflicting observations could, for one, be
explained by the larger size of the Llama-2 model
employed in our experiments. After all, robust-
ness to catastrophic forgetting scales with model
size (Dyer et al., 2022).

We argue, however, that the different observa-
tions could stem from the type of training and test
data, rather than the models. Xu et al. (2023) tune
their model on general domain translation data, for
which the LLM already contains knowledge that
can be leveraged. Consequently, the fine-tuning just
needs to nudge the model in the right direction to
utilize this intrinsic knowledge.

In our case, however, we fine-tune the model on
domain-specific data, which poses two challenges
for the model. For one, the model needs to ‘learn’
the domain to retrieve relevant pre-trained knowl-
edge. With an increase of training data, the model
can come to a better understanding of what the
domain really entails. Much more, however, the
model also needs to internalize very rare or even
new information it encounters during training. The
update in parameters required for this in turn is
much larger than the small nudge required for gen-
eral domain translation.

5.5 Tackling Shortcomings of (Q)LoRA

The experimental results show a substantial gap
in performance between QLoRA tuning and full
fine-tuning. To attempt to close this gap, we ex-
perimented with various configurations for QLoRA
training.

We note three observations based on the results
in table 2. First, while applying adapters to all
attention and feed forward matrices provides a sub-
stantial boost, it is still not comparable to full fine-
tuning. Second, making the LoRA adapter bias
terms trainable does not yield any benefit.

Finally, since the QLoRA adapters are of low
rank, our suspicion was that the number of param-
eters is simply insufficient to learn the domain-
specific intricacies of the translation data. Intu-
itively, with the rank approaching the full rank of
the matrix and applying it to all matrices, we should
also observe the performance converge towards the

Adapt. Attention Adapt. FFN QLoRA Bias QLoRA Rank BLEU
X 8 0.406
X 32 0.408
X 64 0.407

X 8 0.381
X X 8 0.458
X X 64 0.456
X X X 8 0.456

Table 2: BLEU scores on the in-domain test data for differ-
ent QLoRA configurations fine-tuned with 90k parallel seg-
ments. Adapt. Attention signifies the low rank adaptation
of the model’s query, key, value and out projection matrices
within the attention submodule. Adapt. FNN signifies the low
rank adaptation of the up, gate and down matrices within the
model’s MLP submodule. QLoRA Bias indicates whether the
low-rank adapter contains tunable bias terms. QLoRA Rank
specifies the rank of the low-rank approximation matrices.

Figure 5: Effect of quantization and adapter rank on model
fit.

one of the full fine-tuning. However, increasing
the rank does not result in any improvement. Even
worse, training runs with even higher ranks resulted
in continuously degrading performance. A small
grid search over learning rates and LoRA α terms
could not alleviate this issue.

As figure 5 shows, QLoRA training runs are un-
derfitting, converging quickly to a loss of about 1.5
and only very slowly beyond, regardless of adapter
rank. Full fine-tuning, on the other hand, is able to
fit the data much better, which becomes apparent in
the dips the loss curve takes with each epoch. After
all, the more often an example has been visited, the
smaller the loss on it in future iterations. While the
full fine-tuning model’s loss curve suggests overfit-
ting, this is not the case yet after three epochs and
validation scores are substantially better than the
LoRA and QLoRA runs.

Since increasing the rank of QLoRA adapters
does not result in similar fitting behaviour, we
cannot hold the number of parameters alone re-
sponsible for the bad model fit. Consequently, we
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investigated quantization as possible culprit. For
non-quantized LoRA, figure 5 shows indeed a posi-
tive correlation between adapter rank and model
fit, confirming this suspicion. With sufficiently
large rank, we can once again observe the desired
loss-dip at epoch boundaries, indicating that the
model can fit individual examples rather than just
the translation task in general. This is verified by
the COMET/BLEU scores starting to converge to-
wards the full fine-tuning scores.

A hypothesis to why quantization acts as a bot-
tleneck might be that it causes the model to lose
fine-grained information. While this loss might not
be apparent when prompting the model, it could
become noticeable during fine-tuning. After all,
fine-tuning the model allows us to better leverage
the relevant pre-trained knowledge that could not
be accessed as easily through prompting. If this
knowledge in turn is encoded in higher precision
variations in the parameters, quantization would
inevitably result in its loss.

While keeping the base model unquantized im-
proves adapter-based fine-tuning, the BLEU scores
still lack behind full fine-tuning. In order to ap-
proach full fine-tuning performance, one has to
increase the rank beyond 512, which negates the
advantages that low rank adaptation would offer in
the first place. The computational load for such
high ranks is comparable to a full fine-tuning, since
the hidden layer size for Llama-2 13B is 5120.

5.6 Pushing The Limits

Up to now we have investigated parameter efficient
techniques and compared them to a full fine-tuning.
The results indicate that only full fine-tuning of
LLMs can possibly lead to results comparable to
GPT-4 and the encoder-decoder MT system used
at SAP. Therefore, we conducted a full fine-tuning
with larger datasets, 200k and 400k, to push the
limits. Due to a lack of improvement in general
domain translation (see figure 3), we upsampled
non-UI texts to diminish the dominance of simple
and short UI strings. These non-UI texts are closer
to general domain translation, featuring syntacti-
cally complete sentences rather than just phrases.
With this change in the data mixture, we hope to
see further fine-tuning improvements on both test
sets.

Figure 6 shows that the domain-specific perfor-
mance of the Llama-2 model approaches the one
of SAP’s MT with increasing amount of training

Figure 6: Llama-2 performance for larger training data sets
and additional language pairs.

data. Further increasing the amount of training data
will likely allow the fine-tuned LLM to surpass the
MT system on the domain-specific test set. How-
ever, the same cannot be stated for general domain
performance. While increasing the proportion of
non-UI training data helped exceed the general do-
main performance observed in figure 3, we observe
that further doubling the total training data does not
lead to further improvement.

Possibly, further data balancing and increases in
training data could allow us to fine-tune Llama-2
to match SAP’s MT on both test sets. Nonethe-
less, it becomes apparent that downstreaming an
open-source LLM to outperform a smaller dedi-
cated translation model is no trivial task.

5.7 Additional Language Pairs

To complete the picture, we also conducted experi-
ments with two additional language pairs: English
→ Japanese, known for its complexity, and English
→ Slovak, a low-resource language pair. The re-
sults are also presented in figure 6. They show the
same trends as for English→ French. For the gen-
eral domain, the performance saturated quickly in
the same regime as the SAP MT system. For Slovak
and Japanese, GPT-4 performs best on the general
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Figure 7: Human Evaluation.

domain, but as discussed before, GPT-4 has poten-
tially seen the general domain data in training. For
the SAP domain, the Llama-2 model surpasses GPT-
4 and approaches the performance of the SAP’s MT
system with sufficient training data.

5.8 Human Evaluation
To validate the automatic scores, we conducted a
human evaluation on 300 sentences randomly se-
lected from the SAP test set for all three language
pairs. The translations generated by GPT-4, Llama-
2 200K, and SAP’s MT were post-edited by two
professional translators familiar with the SAP do-
main. We used CharacTER (Wang et al., 2016) to
calculate the edit distance between the MT output
and the post-edited version, and averaged the re-
sults from both translators. A lower edit distance
suggests a higher quality of translation. The re-
sults, as shown in figure 7, largely corroborate the
automatic metrics reported in figure 6.

6 Conclusion

We have shown that Llama-2 13B shows great po-
tential for domain-specific translation fine-tuning
and can substantially improve over its zero-shot
performance. However, doing so is no trivial task.
We find that few-shot prompting is not sufficient to
close the performance gap to productive systems
in the SAP domain. Parameter efficient fine-tuning
with low rank adaptation fails to internalize domain-
specific phenomena and therefore cannot compete
with a full fine-tuning. Full fine-tuning, however,
requires substantially more GPU compute power,
which in turn is reflected in increased monetary
costs.

While we were able to approach the performance
of the comparably small encoder-decoder MT sys-

tem trained and employed at SAP by continuously
increasing training data, we were unable to surpass
it. Considering the much higher monetary infer-
ence costs and lower inference speed of the LLM
compared to the MT model, the benefit of switch-
ing systems is not immediately obvious, especially
when separate models would be hosted for various
languages.

It is without doubt, however, that with rapidly
improving released open-source models the perfor-
mance for domain-specific LLM translation fine-
tuning is bound to increase as well. Therefore, a
continuous investigation into the translation capa-
bilities of future open-source models is imperative.

7 Limitations and Future Work

Since LoRA is not sufficient to close the gap to full
fine-tuning, we believe that multilingual fine-tuning
could be a way to achieve better performance. This
approach would also be more cost-efficient than
fine-tuning LLMs individually for each language
pair, considering their large parameter size. The
emergence of multilingual models like Üstün et al.
(2024) or Alves et al. (2024) makes this route even
more promising. Particularly, the Tower model,
which is based on Llama-2, seems to be a promising
candidate. We plan to conduct multilingual fine-
tuning experiments with this model in the future.

Finally, it should be pointed out that in our study,
we only fine-tuned and evaluated the models at the
sentence level. However, with their large context
windows, LLMs are not limited to sentence-level
translations and could translate whole documents.
This could be especially beneficial in the SAP do-
main, where the consistent translation of whole
technical documents is important. Progress might
be more promising with fine-tuning and inference
at the document level.
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Abstract

This paper presents a multilingual aligned
corpus of political debates from the United
Nations (UN) General Assembly sessions
between 1978 and 2021, which covers five
of the six official UN languages: Ara-
bic, Chinese, English, French, Russian,
and Spanish. We explain the preprocess-
ing steps we applied to the corpus. We
align the sentences by using word vectors
to numerically represent the meaning of
each sentence and then calculating the Eu-
clidean distance between them. To vali-
date our alignment methods, we conducted
an evaluation study with crowd-sourced
human annotators using Scale AI, an on-
line platform for data labelling. The final
dataset consists of around 300,000 aligned
sentences for En-Es, En-Fr, En-Zh and En-
Ru. It is publicly available for download.

1 Introduction

Multilingual corpora are valuable resources for
natural language processing (NLP) research and
applications, as they enable the development and
evaluation of cross-lingual and low-resource mod-
els and systems. However, creating and maintain-
ing large-scale and high-quality multilingual cor-
pora is a challenging task, as it involves collect-
ing, processing, and aligning texts from multiple
languages and domains, while ensuring their ac-
curacy, consistency, and relevance. In this paper,
we align and evaluate a multilingual corpus that is
based on the plenary sessions of the United Na-
tions (UN) General Assembly, which is the main

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

organ of the UN where all member states have
equal representation and voice. The plenary ses-
sions are held every year and are translated and
transcribed in the six official languages of the UN:
Arabic, Chinese, English, French, Russian, and
Spanish. These sessions cover a wide range of
global issues, such as peace and security, human
rights, development, climate change, and health,
and reflect the views and positions of different
countries and regions on these issues. Therefore,
our corpus provides a rich source of multilingual
texts within the political domain that can be used
for various NLP tasks, such as machine translation,
in-domain text classification, question-answering,
and multilingual argument mining.

We describe the methods we used to collect,
clean, segment, and align the plenary sessions
across languages. We then cover our approach
to bilingual sentence alignment using embeddings
and Euclidean distance, and the special considera-
tions and difficulties we encountered for the dif-
ferent languages. For example, we faced some
challenges in aligning Arabic with the other lan-
guages, due to technical issues in converting the
Arabic documents into a suitable format for align-
ment. We also noticed some differences in the or-
der and structure of sentences across languages,
which made the alignment more difficult. We dis-
cuss how we addressed these challenges and how
we validated the quality of our alignment.

2 Related Work

Previous multilingual parallel corpora have been
based on United Nations data, including the Mul-
tiUN (Eisele and Chen, 2010) and the United Na-
tions Parallel Corpus (Ziemski et al., 2016).

In the MultiUN Corpus, data was retrieved
from the United Nations Official Document Sys-
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tem (ODS), a web-based repository of official doc-
uments of the United Nations. The data was fil-
tered by publication symbols, which are unique
identifiers that indicate the issuing body, the type
of document and the year of publication. The pa-
per selected documents with publication symbols
that correspond to official records and other par-
liamentary documents of the UN. The multilingual
sentence alignment starts with pairwise alignments
based primarily on sentence lengths and then on a
dictionary. Pairwise alignments are available, and
later merged into multilingual alignments across
all six languages. The updated version of Mul-
tiUN, v2, contains documents up to and including
2011 (Chen and Eisele, 2012).

The United Nations Parallel Corpus (UNPC)
is composed of official records and other parlia-
mentary documents of the United Nations that are
in the public domain. It contains sentence-level
alignments for content between 1990 and 2014.
The corpus contains 799,276 documents in six lan-
guages and contains 86,307 documents that have
translations across all six languages. The sentence-
level alignments were generated using GIZA++
(Och and Ney, 2003) to align sentences based on
word co-occurrences. The authors validate their
dataset through a number of machine translation
baselines, with BLEU scores results varying be-
tween 29 and 61, depending on the language pair.

While robust, neither of these corpora offer a
full evaluation of the accuracy and precision of
their alignment, nor are they recent enough to in-
clude the later documents. Furthermore, sentence
alignment methods have come a long way since
their collection. More modern methods of multi-
lingual sentence alignments are based on multilin-
gual pretrained language models, such as mBERT,
that can learn cross-lingual representations of sen-
tences. These methods have been shown to outper-
form GIZA++ (Schwenk, 2018; Guo et al., 2018).
Artetxe and Schwenk (2019) use a sequence-to-
sequence architecture to train a multilingual sen-
tence encoder on an initial parallel corpus. The
encoder maps sentences from different languages
into a shared embedding space, where similar sen-
tences are close to each other. The authors then
use a margin-based scoring method to measure the
similarity between sentence embeddings. The au-
thors evaluate their their method on three tasks, the
BUCC mining task, the UN reconstruction task,
and the ParaCrawl filtering task, and show that the

proposed method outperforms existing methods on
all three tasks by a large margin.

3 Corpus Collection

The United Nations (UN) plenary meetings are
meticulously recorded in each of the six official
UN languages, making them an ideal source for
a multilingual corpus. The records are then made
available on the official website1, in the form of
PDF files, separated by language and session. All
the documents are public domain. We downloaded
the documents in all 6 languages and converted
them using an OCR-based tool in a pdf editor, dis-
carding pictures, tables and style markers. In total,
we processed 2113 documents between 1978 and
2021.

However, due to the age of the documents and
the limitations of the OCR-based tool, we were
unable to convert enough Arabic-language docu-
ments for use in alignment. Furthermore, the docu-
ments we did manage to convert were of poor qual-
ity. As a result, we were unable to align the Ara-
bic sentences and eventually discarded the Arabic
language documents until such a time that we can
properly convert them.

We then processed these documents using the
Natural Language Toolkit (NLTK) package (Bird
et al., 2009). We used the toolkit to separate the
documents into individual sentences, as the docu-
ments only provide paragraph boundaries. We then
tokenised the sentences and removed stop words to
made them ready for alignment.

4 Sentence Alignment

The documents described in Section 3 are not
translated at the sentence level, but rather at the
level of individual speeches taken as a whole. This
means that each speech in one language has a cor-
responding speech in another language, but not
necessarily each sentence. Therefore, in order to
create a parallel corpus at the sentence level, we
need to match each sentence in one language with
the equivalent sentence in another language. This
is a challenging task, as the sentences may not
have the same order, structure, or length across lan-
guages. Furthermore, translations are not always a
one to one mapping. Sometimes a sentence can
be represented by multiple sentences in the other
language, or multiple sentences can be condensed

1https://gadebate.un.org/en
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into a single sentence in another. Therefore, a sim-
ple probabilistic model based on sentence length
would fail across languages with different scripts
and language families. To solve this problem,
we use a semantic similarity approach that aligns
the sentences based on their meaning and content,
rather than their form or position. We do this by us-
ing word vectors to represent the meaning of each
sentence as a numerical vector. Then, we calculate
the euclidean distance between the vectors of each
language pair. The sentence pair with the smallest
distance is the correct match.

For word vectorisation, we used Language-
Agnostic Sentence Representations (LASER)2, an
open-source NLP toolkit developed by Facebook
and trained on the Tatoeba corpus 3. LASER per-
forms sequence-to-sequence processing with an
encoder-decoder approach. The encoder network,
which is used to generate the embeddings we
need, is a five layered bi-directional Long-Short-
Term Memory (BiLSTM) network whose input is
a string and output is a fixed-size vector in a 1024
dimensional space. Crucially, this space is shared
by all languages, meaning that sentences with sim-
ilar meaning in two different languages would be
mapped to very near points in the space, regardless
of how different the languages are.

The vectors are normalised and stored in a ma-
trix, where each row represents a sentence and
each column represents a language. We calculate
the Euclidean distance between each sentence in
one language and a window of 25 sentences in
another language for each language pair. We se-
lect the pair of sentences with the smallest dis-
tance as the match. The window size is imple-
mented to decrease time complexity as well as im-
prove accuracy by not considering sentences too
far away to have been the intended translation.
This is done to prevent long, vague sentences that
may be close to several other sentences from being
matched numerous times, while also allowing for
genuine cases where a sentence in one language
has legitimately been represented by multiple sen-
tences in the other. We also perform anchoring,
where we identify special entities such as dates
and numbers, and include only sentences in the tar-
get language that that contain the same terms to be
considered for matching.

2https://github.com/facebookresearch/
LASER
3https://tatoeba.org/en/

Table 1: Statistics of Pairwise Aligned Sentences

Sentences Source Tokens Target Tokens
En–ES 322,379 8,051,597 8,782,297
En–FR 325,968 8,145,802 8,885,067
En–ZH 300,281 6,849,901 6,503,222
En–RU 316,031 7,938,417 6,849,994

5 Validation

After matching, we performed a simple validation
by training a linear regression model to predict
sentence length for a translation in a target lan-
guage, based on the length of the original sentence
in English. We use this model to estimate the like-
lihood that a target language sentence is the correct
translation for an English sentence. If the other
language sentence length is either less than 50%
or more than 150% of how much it is predicted to
be by the model, it is discarded. We keep the re-
maining matches and add them to the corpus.

The statistics for all validated language pairs are
presented in Table 1, which shows the number of
sentences for each language pair, along with the
number of tokens for each of the language pairs.

6 Evaluation

We evaluated the quality of our final validated
dataset using crowd-sourced human annotations.
To obtain reliable and consistent evaluations, we
used Scale AI4, an online platform whose purpose
is to generate labelled datasets for training AI mod-
els. Scale AI allows for the labelling of data such
as images, videos, texts and 3D models.

We uploaded our parallel documents to Scale
AI and requested the annotators to mark the sen-
tences that are translations of each other in each
language pair. We also provided them with clear
instructions and examples of how to perform the
task. We received the annotations from Scale AI
in a JSON format, which we converted into a tab-
separated format for further analysis. Scale also
selects a “training set” of 20 sentence pairs, which
it chooses from the corpus, for its crowd-sourced
users, and discards results from users that perform
below a threshold of 70% on the training set.

We designed the task to present annotators with
two sentences, the “original” sentence in English
and the “target” sentence in one of the target lan-
guages: French, Russian, Spanish or Chinese. The

4https://scale.com/
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annotators were asked to read the sentences care-
fully and decide whether or not the two sentences
are a match, a partial match, no match, or if they
were unsure. In the instructions, the annotators
were given detailed guidelines about what consti-
tutes a match. If two sentences are direct transla-
tions of each other, or if all the information in the
target sentence is present in the original sentence,
they are considered to be a match. Furthermore, if
the target sentence conveys the full meaning of the
original sentence, annotators are to consider them
a match. Partial matches occur when some infor-
mation in the target sentence is not present in the
original sentence, or vice versa. If the sentences
are neither a full match nor a partial match, then
annotators were to choose “no match”. We also
included an “unsure” option, and discarded any re-
sponses that included it. Figures 1 and shows an
example of the instructions for the English–French
evaluation, the way they appear next to each sen-
tence pair in the task. In addition to these in-
structions, further workflow directions were made
available.

Figure 1: Instructions as they are presented to annotators
alongside each sentence pair.

The task required 3 reviews per sentence, mean-
ing three different annotators had to agree on a la-
bel for it to be accepted. Annotators were required
to have a basic proficiency in the source language
and native proficiency in the target language. How-
ever, due to crowd-sourcing, there was no way
to verify their actual proficiency. The agreement
between reviewers was pretty high, with Cohen’s
Kappa at 0.87 across all four language pairs. Fur-
thermore, the evaluators found that over 80% of
the presented sentences were a match, and less 5%
were completely unaligned.

The number of evaluated sentences varied
across languages, as it depended on the number
of available annotators that Scale was able to train
for each task. As a result, while we only had 1000
sentences evaluated for English–French, we man-
aged to evaluate upwards of 6000 sentences for
English–Chinese. Table 2 shows the number of
sentences we aligned, and the percentage of this
total that we managed to evaluate.

Table 2: Percentage of Sentence Pairs Evaluated Across Lan-
guages

Evaluation Set Percentage of Total
En–Fr 1000 0.3%
En–Es 7000 2.3%
En–Zh 6000 2%
En–Ru 9000 3%

The evaluators found that on average, over 85%
of aligned sentences were a complete match, with
around 6% of sentences being completely mis-
aligned. The English–Spanish language pair had
the highest percentage of correctly aligned sen-
tences, at 91.4% of sentences being a total match.
Conversely, the English–Russian language pair
showed the highest number of misalignment, with
only 78.5% of sentences matching. Table 3 shows
the percentage of correctly aligned sentences by
language pair.

Table 3: Scale AI Evaluation of Alignment

Complete Match Partial Match No Match
En–Fr 86.4% 8.5% 5.1%
En–Es 91.4% 2.6% 6%
En–Zh 86.3% 9% 4.7%
En–Ru 78.5% 13% 8.5%

7 Limitations

We acknowledge some limitations of our dataset
that we aim to overcome in future iterations. One
of the main limitations is that we could not in-
clude Arabic as one of the languages in our cor-
pus, due to technical difficulties in converting the
Arabic documents into a suitable format for align-
ment. This means that our dataset does not cover
all six official languages of the United Nations, and
thus misses an important and widely spoken lan-
guage in the world. We hope to solve this prob-
lem by finding a more reliable way to process the
Arabic documents and align them with the other
languages. Another limitation of our dataset is
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that we relied on crowd-sourcing for evaluating the
quality of our alignment. While crowd-sourcing
is a convenient and cost-effective way to obtain
human judgments, it also comes with some draw-
backs, such as inconsistency and bias among the
annotators. We tried to mitigate this issue by au-
diting the results and filtering out the outliers, but
we could only review a small fraction of the eval-
uations. Therefore, our evaluation may not reflect
the true quality of our dataset, and may be influ-
enced by the subjective opinions of the annotators.
We plan to address this issue by conducting a more
rigorous and systematic evaluation of our dataset,
using multiple sources of human feedback and ob-
jective metrics.

8 Conclusion

In this paper, we introduced a novel parallel cor-
pus that consists of texts from the plenary sessions
of the United Nations General Assembly. Our cor-
pus covers five languages: English, French, Span-
ish, Russian, and Chinese. We described the pro-
cess of extracting and preprocessing the sentences
from the original documents, and aligning them
based on semantic similarity using a state-of-the-
art cross-lingual sentence encoder. We evaluated
the quality of our dataset using two methods: a
simple validation that uses a regression model to
predict sentence length based on the source lan-
guage and the target language, and a crowd-source
human evaluation that measures the accuracy and
precision of our alignment.

The resulting aligned dataset has a high degree
of accuracy across languages, and can be used for
various natural language processing tasks, such as
machine translation, cross-lingual information re-
trieval, and multilingual text summarisation.

Our work contributes to the field of multilingual
natural language processing by providing a large-
scale and high-quality parallel corpus that covers
multiple languages in the field of political dis-
course and debate. We believe that our corpus can
facilitate the development and evaluation of cross-
lingual models and applications. In the future,
we plan to solve the problem of Arabic-language
documents that prevented us from completing our
dataset for all six official languages of the United
Nations. We also intend to extend our corpus to
include more languages and more sources of mul-
tilingual texts. The current version of our dataset

is available for download5.
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Abstract

This paper examines the suitability of
a large language model (LLM), GPT-4,
for generating multiple-choice questions
(MCQs) aimed at assessing subject-matter
expertise (SME) in the domain of medical
translation. The main objective of these
questions is to model the skills of potential
subject-matter experts in a human-in-the-
loop machine translation (MT) flow, to en-
sure that tasks are matched to the individu-
als with the right skill profile. The investi-
gation was conducted at Unbabel, an arti-
ficial intelligence-powered human transla-
tion platform. Two medical translation ex-
perts evaluated the GPT-4-generated ques-
tions and answers, one focusing on En-
glish–European Portuguese, and the other
on English–German. We present a
methodology for creating prompts to elicit
high-quality GPT-4 outputs for this use
case, as well as for designing evaluation
scorecards for human review of such out-
put. Our findings suggest that GPT-4 has
the potential to generate suitable items for
subject-matter expertise tests, providing a
more efficient approach compared to rely-
ing solely on humans. Furthermore, we
propose recommendations for future re-
search to build on our approach and re-
fine the quality of the outputs generated by
LLMs.

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

1 Introduction

This work presents an approach for developing an
assessment tool to evaluate the subject-matter ex-
pertise (SME) of professional translators in the
field of medical translation, using the large lan-
guage model GPT-4. As MT becomes more pre-
dominant in translation scenarios, including spe-
cialized fields, the need for skilled experts who
can identify and address quality concerns in MT-
generated output is proportionately increasing.

Specialized translators require SME, which in-
volves extensive knowledge and proficiency in a
specialized domain in both the source and target
languages of the relevant language pair. To mea-
sure and evaluate SME effectively, a high-quality
test for translators should incorporate translation
questions that assess the translator’s proficiency in
the target language, as well as questions that eval-
uate their domain-specific expertise in the source
language from which they are translating (Montalt,
2007).

Evaluating the SME of potential experts in the
loop across different language pairs and domains
poses challenges. Implementing a system that uses
SME tests to pre-screen and match subject-matter
experts with MT texts in the same subject mat-
ter could improve quality in a human-in-the-loop
flow. However, when done entirely by humans,
creating and maintaining a comprehensive and up-
to-date question bank for a wide array of language
pairs and domains can become expensive and time-
consuming. Other challenges are listed in Section
5.

This paper proposes a methodology for automat-
ing the creation of SME tests using GPT-4, focus-
ing on the field of medical translation, and the En-
glish–European Portuguese and English–German
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language pairs. Opting for a multiple-choice ques-
tionnaire format allowed for the automation of
both test generation and test grading, which in-
creases the speed and scalability of the assessment
process, while decreasing the costs. Apart from
possessing high levels of objectivity, MCQ tests
facilitate a fast and effective assessment process,
while also being able to cover a broad range of top-
ics (Jovanovska, 2018). Our main objective with
the question banks is to distinguish between ex-
perts and non-experts, not to evaluate levels of ex-
pertise among the expert test-takers, although that
might constitute a future point of research (See
Section 5 for insights on future work).

We conducted a quality assessment of the gener-
ated questions and sets of answers, using an evalu-
ation scorecard structured around five evaluation
criteria (detailed in Section 2), which was com-
pleted by medical expert translators. Our analy-
sis of the results provides insights into GPT-4’s ca-
pability in generating high-quality medical exper-
tise test items for English–European Portuguese
and English–German. All the data related to this
work, including question banks, evaluation and
prompts, is available on GitHub.1

2 Study setup

Our plan for implementing SME tests as part of
Unbabel’s framework for matching human ex-
perts to translation tasks involves generating dif-
ferent assessments for each test-taker, by randomly
choosing a set number of questions from a large
question bank. As such, our approach centered
on compiling a large question bank generated by
GPT-4, rather than individual tests, for each lan-
guage pair. For each language pair, we invited a
medical expert translator with more than ten years
of professional experience to evaluate the gener-
ated questions and answers. The evaluators had no
connection to the study and were paid according to
their hourly rates with no time restrictions to con-
duct the experiment.

2.1 Question bank typology

For each language pair, we generated four sepa-
rate question banks, of 50 unique questions each.
Each question bank was generated with a specific
prompt. The question banks are categorized by:

1https://github.com/mstorron/subject-matter-expertise-
assessment-questions-with-GPT-4.

For each language pair, we generated four sep-
arate question banks, of 50 unique questions each.
Each question bank was generated with a specific
prompt. The question banks are categorized by:

1. Topic: each focuses on a different area/type
of document within the medical translation
field. These are: a) clinical trials and clini-
cal trial protocols; b) general medical infor-
mation; c) clinical studies and d) terminology
translation (which encompasses the previous
three topics).

2. Language: they are either a source language
only question bank or a translation question
bank.

3. Question type: each bank is based on a dif-
ferent format of MCQ: a) multiple choice
with four options, one of which is correct, b)
alternate-choice questions/true or false, and
c) fill-in-the-blanks questions, with four op-
tions.

Each medical translation expert, one per lan-
guage pair, assessed all four question banks. Three
of those question banks —fully in English, the
source language— were shared across both lan-
guage pairs. Only one question bank included
translation-related questions.

2.2 Prompts and model parameters
The prompts were fed onto the GPT-4 model on
November of 2023 via OpenAI’s Playground, with
specific parameters to shape the output: tempera-
ture, which adjusts the randomness of the model’s
predictions, was set to 0.4 to enhance the accu-
racy of the response; Top P was set to 1, ensuring
the model’s predictions included the whole range
of possibilities; and presence penalty, which dis-
courages repetition, was set to 0.5, encouraging the
model to introduce new ideas and topics for a var-
ied response.

The process of constructing the ideal prompt
was incremental, performed in a trial and error
manner. We started with a simple instruction: “I
want to test the subject matter expertise of trans-
lators in the domain of [chosen domain]. Cre-
ate a questionnaire containing [chosen number of
items] multiple choice questions.” On subsequent
iterations, several instructions were added to the
prompts, in order to curtail issues as they arose.
To elevate the difficulty of the question banks, we
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Figure 1: Table 1. Question banks divided by categories.

instructed the model to produce items with a level
of complexity that would make it difficult for non-
experts to answer the questionnaire correctly, and
to clearly identify the correct answer in the choices
given.

To ensure the output matched our language and
format expectations, we specified, for QB1, QB2
and QB3, that test items were to be fully in En-
glish, with no translation items, and detailed the
format of the stem and answer choices, according
to each QB’s typology (See Table 1).

In order to increase the quality of the distrac-
tors, we added the instruction to include plausible
distractors, which we further detailed as: “the an-
swer choices should be similar to each other and
the question in category, morphology or syntax”.
Additionally, we instructed the model to provide
distractors with the same length and complexity,
as well as to ensure that the correct answer and the
question stem did not share words with the same
word root.

For generating QB4 and QB5, we developed
glossaries with domain-specific word pairs using
GPT-4 beforehand, to ensure the relevance of the
terms used in these question banks. Each glossary
contained 50 word pairs related to general medi-
cal information, clinical trials and clinical studies,

with each word pair used to create one test item.
We used zero-shot prompts for all the question

banks, except for QB4, the English–European Por-
tuguese translation question bank, for which we
used a few-shot prompt, containing two examples
of the ideal type of output. We used few-shot
prompting only on QB4, as a means of compar-
ing the quality of the distractors compared to zero-
shot prompting; few-shot prompting yielded better
distractors (See Section 5.5). As GPT-4 is a com-
mercial model, with charges based on the com-
bined number of input and output tokens, prior-
itizing zero-shot prompts is generally more cost-
effective. To see the complete prompts and respec-
tive outputs, refer to the GitHub link provided in
the Introduction.

2.3 Evaluation scorecard

We created a question scoring system based on
five multiple choice quality criteria, which we cu-
rated based on the works of Town (2014) and Jo-
vanovska (2018).

1. Question accuracy: is the question worded
clearly and unambiguously, so that the correct an-
swer could be clearly identified by an expert?

2. Correct answer factuality: is the correct an-
swer choice, also known as key, scientifically true?

3. Non-ambiguous answer choices: is there
more than one correct answer?

4. Prevalence of correct answer: is the correct
answer the most prevalent and commonly applied
option in the context of the question?

5. Plausible distractors in the answer choices:
do the incorrect answer choices constitute plausi-
ble distractors for non-expert test-takers?

The scoring system is binary, relying on ”Yes”
or ”No” responses to evaluate each question and
its answer choices according to the above criteria.
The scorecard was created using Google Sheets,
containing one test item per row and one question
bank per sheet. The subject-matter experts had ac-
cess to the test items in the following format: ques-
tion, answer choices, key (selected by the model);
followed by the five criteria presented above and
ending with a column for comments and a column
for the score. They assess and evaluate each ques-
tion and set of answer choices on each criterion
using a drop-down menu with “Yes” and “No” op-
tions, which results in an automatic score based on
their evaluation. To further clarify, for criterion 3
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“Is there more than one correct answer?”, the ideal
answer would be “No”, as ambiguity is not desired
in these types of tests. In the case of criterion
5, “Do the incorrect answer choices constitute
plausible distractors for non-expert test-takers?”,
the ideal answer would be “Yes”, as this would pre-
vent test takers from achieving high scores simply
from “guessing”.

3 Results

After generating the question banks, the next step
was assessing and scoring their quality. Section
3.1 presents the overall score, results and consid-
erations for English–European Portuguese, con-
ducted by Evaluator A, while Section 3.2 does the
same for English–German, conducted by Evalua-
tor B.

3.1 English–European Portuguese question
banks scores

On Table 2, it can be observed that “Question
accuracy” achieved the highest possible score
on every question bank. Conversely,“Plausible
distractors in the answer choices”, is the overall
lowest scoring parameter across all four question
banks. When this was the case, it was often
because the correct answer would be a term that
shared the same root as a word in the question,
but the distractors did not, as you can see in the
following example:

What is the medical term for inflammation of the
pancreas?

A) Pancreatitis
B) Gastritis

From this, we infer that GPT-4 frequently fails
to follow the instruction “Do not include correct
answers that share the same root as words in the
stem”, when given a zero-shot prompt. However,
when the model was given a few-shot prompt,
as is the case with QB4, the plausible distractor
category achieved the highest score. Despite the
plausibility of the distractors, Evaluator A stated
that QB4 had a few items with ambiguous an-
swer choices, meaning that more than one an-
swer choice could be considered correct. On QB1,
QB2 and QB3, “Correct answer factuality” scored
highly, and so did “Prevalence of correct answer”:
in the majority of test items, the answer indicated
by the model as the key (correct answer) was the

Figure 2: Table 2: Scores of the EN–PT question banks.
QB1 - Clinical trials and clinical trial protocols
QB2 – General medical information
QB3 – Clinical studies
QB4 – EN-PT medical terminology

most prevalent within the context of the question,
according to Evaluator A.

3.2 English–German question banks scores

Similarly to English–European Portuguese,
“Question accuracy” achieves a perfect score
on all four question banks for English–German.
“Correct answer factuality” scored highly across
the question banks, with a few exceptions on QB1
and QB3. These two question banks also pre-
sented the highest amount of ambivalent answer
choices. When there were more than two possible
correct answer choices, the answer identified as
correct was still the most prevalent option in QB1,
QB2 and QB4, which demonstrates high precision
by GPT-4 when identifying factual answers, but a
lower capacity for providing answer choices that
are both plausible distractors and unambiguously
incorrect. This can seen in the following example:

The German translation for ”Vertigo” is:

A) Vertigo
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B) Schwindel
C) Schwindelgefühl
D) Vertigokrankheit

Option C) was selected as the key by GPT-4, but
options A) and B) were also correct translations.
Once more, “Plausible distractors” was the lowest
scoring parameter across all question banks, with
lower scores on QB2 and QB3. Still, it is worth
noting that its score, across all question banks,
never reaches below 78 points out of 100.

Figure 3: Table 3: Scores of the EN–DE question banks.
QB1 - Clinical trials and clinical trial protocols
QB2 – General medical information
QB3 – Clinical studies
QB4 – EN-DE medical terminology

3.3 GPT-4 generated glossaries

As mentioned in Section 2.2, the prompts for the
translation question banks included glossaries of
50 word pairs, one for each test item. The En-
glish–German glossary was generated by GPT-4
in the following way: we requested a set of 50
medical terms, in English, related to the topics
mentioned in Section 2.1. From that output, we
asked the model to replace repetitive or irrele-

vant items, which we singled out from the origi-
nal list, using the instruction “Replace items [num-
ber of each item in the list]” Finally, we asked
the model to translate the medical terms into Ger-
man, resulting in a curated glossary of 50 word
pairs. The evaluator considered all the transla-
tions in the glossary correct, but pointed out two
repeated items that had not been previously de-
tected. The English–European Portuguese glos-
sary was only partly generated by GPT-4: 26
word pairs were obtained from a publicly avail-
able glossary on the medical subfield of clinical
trials, L10N Studio. The remaining 24 word pairs
were generated in the same way described above.
This division showed clear results: the word pairs
generated by GPT-4 showed some terminology
and mistranslation issues. For example, “clini-
cal pharmacology study” was translated as “estudo
clı́nico de medicamento”, when it should be “es-
tudo clı́nico de farmacologia”, and “particle ther-
apy” was translated as “terapêutica de partı́culas”
when it should be “terapia de partı́culas”. The
word pairs extracted from the verified source, on
the other hand, were deemed much more accurate
by our SME evaluator, with only one out of the 26
term pairs not considered the ideal translation.

3.4 Overall results

Figure 4: Table 3: Overall scores of the five GPT-4 gener-
ated question banks. The maximum possible score for each
question bank is 100.

Table 3 shows the overall quality of each of
the five question banks generated by GPT-4 for
evaluating medical translators’ subject matter
expertise. (Note: for the score of QB1, QB2 and
QB3, we calculated the average of the scores
of both evaluators, when they differed). En-
glish–European Portuguese (four question banks
combined) has an overall score of 94.2%, while
English–German has an overall score of 95.3%.
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The results reflect the high level of quality and
practical applicability of the generated question
banks. In terms of perceived level of difficulty,
the evaluators gave the question banks an average
of 3.5 out of 5 (1 being very easy and 5 very
difficult). For more on the difficulty dimension,
see Section 5.4.

4 Limitations

Despite its preliminary positive findings, this study
presents several limitations. Firstly, the topics cho-
sen for the question banks only represent a very
small portion of medical knowledge, and only ad-
dress a few of the most commonly translated med-
ical documents. As mentioned in Section 4, repro-
ducing the study with different and perhaps less
common language-pair combinations is likely to
produce different results. We hypothesize that the
less common the language-pair combination, the
lower the quality achieved by GPT-4 . Dac Lai et al
(2023) state that there is a decrease in performance
for languages other than English in natural lan-
guage processing (NLP) tasks, which might be ver-
ified in the use-case of MCQ automation.The same
can be said for less common language varieties.
Additionally, the evaluation of the GPT-4 output
was done by only one expert per language pair.
The sample size evaluated by each expert was sub-
stantial (200 question stems and 200 sets of answer
choices), but extending the evaluation process to
more experts can strengthen the validity of the re-
sults. Furthermore, the ontology of subject mat-
ter expertise is vastly complex and multifaceted
(Collins and Evans, 2007; Shavelson, 2010) and
this paper does not intend to claim that the mea-
surement of subject matter expertise can be fully
judged by the results of MCQ assessments. The re-
sulting MCQs of this study are tailored for specific
use-cases, not to measure competency in general.
They are also designed to be part of a larger assess-
ment process, in which other specific tasks (such
as reviewing a specialized machine translated text,
for instance) contribute to a more accurate repre-
sentation of the expertise level of the human-in-
the-loop.

5 Conclusion and future work

MCQ automation using large language models has
been a prevalent topic of research in a wide range
of fields, such as reading comprehension (Sayin

et al. 2024), vocabulary testing (Wang et al.
2024), programming (Doughty et al. 2024) and
medical education (Kiyak, 2023), among others.
In this study, we observed promising results re-
garding GPT-4’s capability to generate SME tests
for specialized translators, in the medical domain,
with the English–European Portuguese and En-
glish–German language pairs. In order to verify
the applicability of the findings in this study, it
is recommended to replicate the study with other
language pairs and subject-matter domains. While
we selected GPT-4 to perform the study, the same
methodology might yield high-quality results with
other LLMs. The objective of this study was to
determine the viability of automating the genera-
tion of MCQs for assessing and labeling the skills
of expert translators at Unbabel, to match them to
specialized tasks requiring those skills. The over-
all quality of the four question banks combined
was 94,2% for English–European Portuguese and
95.3% for English–German. This indicates that in-
cluding GPT-4-generated MCQs in our expertise
assessment process is a viable option. Our initial
aim for the generated questions is to differentiate
non-experts from experts. In the future, it may
be interesting to assign different levels of exper-
tise based on the percentage of correct answers.
To achieve this, we might need to introduce more
challenging questions and distractors. This will be
considered once we analyze the difficulty of the
current question banks.

What follows are recommendations for improv-
ing the relevance of the output from an LLM for
the use case presented in this paper: generating
SME test items to be ultimately used as an op-
timization method of task assignment in expert-
in-the-loop translation flows. They can also be
adapted for other contexts, MT related or other-
wise. These SME test items might be relevant, for
instance, in traditional translation workflows, re-
search surveys to gather data, or in businesses, in
the context of assessments and job interviews. An-
other relevant use case is the integration of the gen-
erated test items in self-directed learning method-
ologies (Loeng, 2020), either in corporate contexts
or within freelance translator and reviewer train-
ing.

5.1 Language-pair glossaries

When creating the prompt for QB4 and QB5 (the
translation question banks) , instead of utilizing
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glossaries generated by GPT-4, we recommend cu-
rating an up-to-date glossary of terms taken from
one or more reliable and accredited sources; the
number of word pairs to include should be the
same as the number of questions requested in the
prompt. Requesting a mixed format question bank
(including different typologies of multiple-choice
questions) resulted in varied and diversified ques-
tion banks, as was the case for the translation
question banks. Including high-quality special-
ized glossaries does constitute an extra step before
crafting the prompts, but it guarantees a superior
result and less intervention when it comes to the
human step of reviewing, validating and (poten-
tially) correcting the question banks.

5.2 Inclusion of relevant word pairs

For entities and organizations that have similar
types of specialized documents and materials with
which they work regularly, we recommend extract-
ing the most common and relevant domain-specific
terms found in the translated content, and adding
them to the word-pair glossaries. That way, the
tests generated by GPT-4 or other LLMs will be-
come more tailored to the organization’s workflow.

5.3 Elimination of alternate-choice question
format

It is less likely to have plausible distractors with
only two answer choices (Towns, 2014) and we
verified that the distractors provided by GPT-4 of-
ten decreased the level of difficulty, making it eas-
ier for non-experts to guess the correct answer. In-
stead, we consider it is more beneficial to replace
the alternate-choice question bank, QB2, with a
classic four-option MCQ question bank, maintain-
ing, however, the same topic (general medical in-
formation). On QB4 and QB5 (the translation sec-
tion), we would likewise remove the instruction for
including alternate-choice questions.

5.4 Evaluation of item difficulty and
discrimination

A viable next step for this research would be to
evaluate the level of difficulty of the generated
test items. For this, we would employ a diffi-
culty index, which would indicate the percentage
of test-takers who answered each question cor-
rectly, as well as a discrimination index, which
calculates the relationship between each individual
test taker’s test item score with the overall scores

of all test takers, allowing each test item to dis-
criminate between high and low scorers (Hingorjo
and Jaleel, 2012). With this knowledge, we would
be able to establish a pass/fail threshold with a per-
centage (to be defined) of correctly answered test
items that distinguishes an expert test-taker from
a non-expert, when it comes to the experts-in-the-
loop who would be assigned to Unbabel’s domain
specific translation tasks. With the difficulty index,
we could also determine which test items prove
to be extremely easy or extremely difficult (there-
fore not good indicators of SME) and potentially
eliminate them from our pool of questions. This is
a necessary step before implementing the tests at
Unbabel and measuring their impact on the com-
pany’s workflows, to ensure that we are using only
the most accurate and appropriate test materials.

5.5 Few-shot prompting

We strongly recommend using few-shot prompts
containing at least two examples of test items with
plausible distractors. For this study, we ascertained
that distractors considered plausible had to be ei-
ther semantically plausible (usually in the same
category as the key) or morphologically plausible,
which means they would also contain terms shar-
ing the same word-root as the key or the question
stem. This was most successfully achieved with
the use of few-shot prompting on QB4, which led
to the conclusion that this prompting technique is
the most adequate to generate high quality distrac-
tors for the present use case of question bank auto-
mated generation.

5.6 LLM and language-pair diversity

Finally, this study should be replicated in the future
with different LLMs and language pairs, as well as
different areas of specialized translation, to extend
its findings and further assess the validity of this
type of methodology.
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Abstract

While large language models (LLMs) pre-
trained on massive amounts of unpaired
language data have reached the state-of-
the-art in machine translation (MT) of gen-
eral domain texts, post-editing (PE) is still
required to correct errors and to enhance
term translation quality in specialized do-
mains. In this paper we present a pilot
study of enhancing translation memories
(TM) produced by PE (source segments,
machine translations, and reference trans-
lations, henceforth called PE-TM) for the
needs of correct and consistent term trans-
lation in technical domains.

We investigate a light-weight two-step sce-
nario where, at inference time, a human
translator marks errors in the first transla-
tion step, and in a second step a few sim-
ilar examples are extracted from the PE-
TM to prompt an LLM. Our experiment
shows that the additional effort of augment-
ing translations with human error markings
guides the LLM to focus on a correction of
the marked errors, yielding consistent im-
provements over automatic PE (APE) and
MT from scratch.

1 Introduction

Technical translation at large enterprises involves
a large number of translation domains, for which
translation memories and terminologies need to
∗The work was done as part of an SAP sponsored PhD project
of the first author.
∗© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.

be maintained to support multi-domain MT sys-
tems and human post-editors in producing contextu-
ally adequate and consistent translation of technical
terms (Exel et al., 2020). In this paper, we ask if on-
going human post-editing efforts that produce large
databases consisting of source segments, machine
translations, and reference translations, can be en-
hanced by light-weight human error markings. This
could then be used to teach a translation system a
focused self-correction of marked erroneous tokens
from similar examples with error markings and cor-
rections found in the PE-TM. Such a setup could
complement translation memories and terminology
databases by up-to-date and domain-specific infor-
mation in the PE-TM, and be used in a scenario
where a user marks errors in MT hypotheses. In-
context examples with high source-side similarity
are then extracted from the PE-TM to prompt an
LLM to focus on a correction of the marked error
interactively.

We present a pilot study where we construct a
PE-TM for the IT domain, which is augmented
by human error markings on machine translations.
While for training purposes, error markings for the
PE-TM could be obtained by automatic matching
against human post-edits, this cannot be done at test
time. We envisage a scenario where the error mark-
ings in the PE-TM are obtained by direct human
annotation, simulating a realistic setup where a user
only performs the light-weight task of error mark-
ing at test time. Such a scenario could be feedback
collection in the publishing of raw-MT. Raw-MT
could be shown to end-users who, if they notice an
error in the translation, proceed to annotate tokens
in the translation they perceive to be incorrect. The
translation would then be flagged for review by a hu-
man translator, who then post-edits the translation
and publishes their correction. This process results
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Read the English text and the German translation hypothesis and then correct the output.
Incorrect words are inside of tags ’<bad> </bad>’. Please use this feedback in your correction.
If the hypothesis is already correct, do not make any changes.

English: This environment variable can also be used to make sure that other operations are
working on uploaded files, as well.
Hypothesis: Dieses <bad> Umweltvariable </bad> kann auch verwendet werden , um
sicherzustellen , dass andere <bad> Operationen auf </bad> hochgeladene Dateien <bad>
arbeiten </bad> .
German: Mittels dieser Umgebungsvariable kann auch sichergestellt werden, dass auch andere
Operationen an hochgeladenen Dateien arbeiten können.

English: Some important environment variables used by KDE
Hypothesis: Einige wichtige <bad> Umweltvariablen </bad> , die von KDE verwendet werden
German: Einige wichtige Umgebungsvariablen, die von KDE verwendet werden

Figure 1: Example of a 1-shot prompt for English-to-German Translation. Error markings are inside bold faced tags <bad>
</bad>. The demonstration example consists of a source segment in English (in green), a translation hypothesis in German
(in blue), and a correction (in red). The test example shows a correction of the translation of ”environment variable” from
”Umweltvariable” into ”Umgebungsvariable” learned by the LLM (in bold-faced red).

in the creation of (source, hypothesis, post-edit)
triples with annotations for the PE-TM. This PE-
TM is used to provide in-context examples for LLM
correction of annotated translation hypotheses. For
example, the end-user who annotates raw-MT could
then immediately be shown a new translation that
takes the error markings into account.

The results of our study show that selecting in-
context examples based on similarity of source-
side embeddings and providing error markings on
hypotheses lets the LLM infer focused corrections
of marked errors. Furthermore, overall translation
quality is improved over few-shot prompt-based
translation and over automatic post-editing. An
example 1-shot prompt and error-marked output is
given in Figure 1.

2 Prior Work

The last year has seen a progression of the transla-
tion capabilities of decoder-only LLMs, pre-trained
on unpaired language data, from lagging behind
supervised systems (Vilar et al., 2023) to match-
ing their translation quality (Garcia et al., 2023),
with only 5 examples of high-quality translation
data used for in-context learning. However, MT in
specialized domains still requires translation post-
editing in order to correct errors and to enhance
term translation quality. Raunak et al., (2023)
recently showed that very large LLMs (OpenAI,

2023) can perform zero-shot automatic translation
post-editing for general domain data, at the price of
hallucinated edits. This makes this setup impracti-
cal if high precision in domain-specific translation
is key. For these purposes, manually crafted glos-
saries (Vidal et al., 2022), dictionaries extracted
in a separate step of unsupervised word-alignment
(Ghazvininejad et al., 2023), or translation mem-
ories accessed with fuzzy matching (Moslem et
al., 2023; Hoang et al., 2023), have been used
to aid prompt-based MT. Our approach combines
PE-TMs with light-weight human error markings,
achieving improvements over both APE and MT
from scratch.

The standard paradigm to incorporate token-level
human error markings as learning signal is an adap-
tation of supervised learning from post-edits (see,
for example, Turchi et al. (2017)) by penalizing
erroneous tokens and rewarding correct tokens in
a weighted maximum-likelihood objective (Marie
and Max, 2015; Domingo et al., 2017; Petrushkov
et al., 2018; Lam et al., 2019; Kreutzer et al., 2020;
Berger et al., 2023). Most approaches are conceptu-
alized as fine-tuning applications, with error mark-
ings obtained by automatic matching against hu-
man post-edits or by direct human annotation. The
approach that is closest to our work is QuickEdit
(Grangier and Auli, 2018). They train a model
with separate encoders for source and error-marked
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hypothesis in order to improve upon the initial hy-
pothesis by avoiding the marked tokens. Similar to
our approach, QuickEdit requires error-markings
at inference time. While QuickEdit relies on super-
vised learning, our approach succeeds in teaching
an LLM to avoid marked tokens from a few demon-
stration examples of similar error patterns.

More recent work by Xu et al., (2023) success-
fully uses feedback in form of error type and lo-
cation that is predicted by a learned error pinpoint
model. Their work focuses on general domain trans-
lation and quality-estimation type feedback, in dif-
ference to the focused error markings on technical
terms that we are interested in. We plan an exten-
sion of our work in the direction of using learned
error markings in future work.

Our work is furthermore related to the more gen-
eral issue of self-correction capabilities of LLMs.
Similar to the findings of Huang et al., (2023), our
work shows that in order to qualify as a correction
rather than a mere change, automatic self-correction
in LLMs (Madaan et al., 2023; Pan et al., 2023)
needs to be guided by an oracle. In our case, the or-
acle consists of feedback on the errors in translation
outputs of an LLM, combined with a few examples
of similar errors and their reference translations.

3 Data and Models

We collected English and German parallel data
from open source software documentation and lo-
calization available on OPUS (Tiedemann, 2012),
as this data comes closest to our domain of inter-
est. We concatenated data from GNOME, KDE4,
KDEdoc, PHP, and Ubuntu to create our data set
and filtered them with the following methods: we
removed those segments containing fewer than five
words or more than 25, those identified by fast-
Text (Joulin et al., 2017) as the wrong language,
those with more than 20% of characters being non-
alphanumeric, and those containing personally iden-
tifiable information. Of the remaining data, we
selected a subset of 1, 500 examples.

For the purposes of this experiment, we were
interested in models that support prompt-based in-
teraction. Furthermore, we are interested in the
scenario where users use their judgment to guide a
model towards a better translation based upon its
original translation. Large language models lend
themselves well to this interaction because the same
model can be used with prompt-based interaction to
produce the original translations as well as for pro-

viding extra information to aid in correction. These
considerations decide in favor of using an LLM
over a traditional encoder-decoder based model typ-
ically used in production scenarios. Therefore, we
examine if the model that produced the hypothe-
sis, Llama 13B (Touvron et al., 2023), can leverage
feedback to correct its own mistakes. In addition
to choosing this model because it supports prompt-
ing, it runs on a single GPU1, and the model will
remain available in the future for reproducibility.
The Llama model was converted to Huggingface
Transformers (Wolf et al., 2020) format for infer-
ence. We found that Llama 13B frequently copies
hypotheses including the error tags to its output as it
was instructed not to make changes if the hypothe-
sis is acceptable as-is. We therefore post-processed
outputs by removing tags by regex.

Additionally, we test GPT-3.52 in order to test
a model larger than we can locally run. We use
the ”ChatCompletion” API, send the query as the
’user’ message, and set the temperature to 0. All
hypotheses were generated with the above models
using greedy decoding.

4 Feedback Collection

In order to simulate the previously proposed sce-
nario of an end-user who annotates raw-MT errors,
we turn to paid annotators. We generate translations
of English source sentences and provide them with
only the source and the hypothesis, as would be the
case when getting feedback on raw-MT. These are
then paired with references to create our PE-TM.

4.1 Human Annotation
We hired three professional translators with exper-
tise in the IT domain as annotators to provide token-
level feedback on the translation hypotheses. Token-
level feedback consisted of per-token binary quality
judgements, OK/BAD. Annotators were provided
English source sentences and German hypothesis
translations in a custom annotation interface. Each
token in the hypothesis was a button in the anno-
tation interface and annotators were instructed to
click on incorrect tokens to mark errors. Unmarked
tokens were assumed OK. Additionally, they were
instructed to keep markings minimal and only mark
tokens that would be edited or deleted during post-
editing.
1For all Llama 13B experiments, we use a single Nvidia A40
GPU with 48GB VRAM on a shared server
2GPT-3.5-Turbo-0613 was used for all experiments involving
OpenAI’s GPT models in this paper
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You will receive an annotation task called “Error Annotation”; the goal of this task is to mark each word in the machine
translation as correct or incorrect. By default, all words are considered correct. By clicking on target words, they are
marked as incorrect.

Here are the instructions in more detail:
You will be shown an English source sentence above and its machine translation into German below.

• Begin by reading the source sentence and then reading the translation.

• Consider which words would need to be deleted or changed in order to arrive at a correct translation.

• Mark the incorrect words of the translation by clicking on them.

• Clicking on the word causes a blue border to appear around the word. This word is now marked as incorrect.

• Clicking a second time will remove the blue border and it is now marked correct.

• Once all the incorrect words have a blue border, click on the “Next” button near the top of the page.

• Markings should be kept minimal. Mark only those terms that you would edit or delete in a post-editing scenario.

• If you would have to move a word to a different location, such as shifting a verb to the end of the sentence, mark
it as incorrect.

If the translation contains no correct words or the source words are translated word by word but do not make sense
together, mark them all as incorrect.

If the translation is correct as-is, proceed to the next annotation item.

If you cannot judge the quality of the translation because the source sentence is not comprehensible, or you are lacking
domain knowledge to annotate wrong words, click the Skip button (to the right of the “Next” button) and then proceed
to the next sentence.

The source sentences are taken from open-source software projects and documentation while the translations are
produced by a generic machine translation system.

Figure 2: Instructions given to annotators on how to mark errors in sentences, including how to use the interface and desired
marking behavior

Complete instructions are shown in Figure 2. An-
notators could skip examples but must provide a rea-
son. Reasons for skipping examples were ”Source
Incomprehensible”, ”Source Ambiguous”, ”Miss-
ing Knowledge”, and ”Other”.

Annotation was split into two phases. Phase one
was a trial run where all three annotators annotated
the same 50 examples. In phase two, each annota-
tor was given their own non-overlapping block of
500 source and hypothesis pairs. The phase one
examples were used to compute summary statistics
of annotation behavior, agreement coefficients, and
to calibrate our instructions.

After phase two, filtering out skipped examples
or those without any BAD markings yields a data
set of 982 examples. We split this data set into two
subsets; one set of size 492 for in-context examples
and a set of 490 for test examples.

4.2 Annotation Statistics
Annotator 1 selected ”Source Ambiguous” as the
reason for skipping once and ”Missing Knowledge”
the other six times. Annotator 2 selected ”Source
Incomprehensible” for their skip. After removing
the items skipped by any annotator, we have 43
examples that were annotated by all three.

Using the remaining common examples from
phase one, we calculate the percentage of tokens
marked per sentence and use that as a sentence-level
quality judgment. This is then used to calculate
Krippendorff’s alpha (Krippendorff, 2004) to deter-
mine if our annotators agree on overall translation
quality. We also calculate alpha on the token level
OK/BAD annotations.

We calculated pair-wise Krippendorff’s alpha
in addition to the average agreement for both the
sentence-level percentage marked and token-level
annotations. The average amount of tokens marked
for the unskipped sentences is visible in Table
1. Pairwise Krippendorff’s alphas for percentage
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Annotator 1 2 3

Percent Marked on Average 0.25 0.17 0.17
SD of Percent Marked 0.28 0.18 0.19

Table 1: Marking behaviors of each annotator in terms of
percent of tokens marked in the trial annotation.

Annotator 2 3

1 0.258 0.481
2 ∅ 0.222

Table 2: Inter-annotator agreement for percentage marked per
sentence, given by Krippendorff’s Alpha.

Annotator 2 3

1 0.445 0.531
2 ∅ 0.433

Table 3: Inter-annotator agreement for token classification,
given by Krippendorff’s Alpha.

Annotator 1 2 3

Percent Marked on Average 0.10 0.19 0.09
SD of Percent Marked 0.10 0.15 0.1

Table 4: Marking behaviors of each annotator in terms of
percent of tokens marked in the final annotation.

marked is visible in Table 2, while pairwise agree-
ment for token classification is in Table 3. Average
agreement for the percentage marked is α = 0.306
and for token classification α = 0.466. This sug-
gests that, while agreement about overall sentence
quality is not high, the reliability of classifying each
token in the hypothesis is higher. These results were
used to calibrate with the annotators after looking
over the annotations made by each individual.

After calibration, we then assigned each annota-
tor their block of 500 examples to annotate. Anno-
tator 1 skipped 6 of the 500 sentences and annotator
2 skipped 20. Percentage marked was lower for an-
notators 1 and 3 during the full annotation as more
sentences were left completely unmarked. Anno-
tator 1 left 36% of sentences unmarked; annotator
2 left 23%; and annotator 3 left 38%. The percent-
age that was marked per sentence was also reduced
after calibration, as shown in Table 4.

5 Experiments

5.1 Experimental Setup

Using the annotated data, we considered three ma-
chine translation tasks: Machine translation from
scratch (MT); Automatic Post-editing (APE); and
Post-Editing with error markings (MRK). Instruc-
tions were written for the LLM for each task and,
for each example in the inference set, five exam-
ples were retrieved from the in-context example
pool. We retrieve the most similar examples by
using cosine similarity over SentenceTransformers
(Reimers and Gurevych, 2019) embeddings com-
puted on source sentences only3.

In MT, models were prompted to

Translate English to German.

and were shown five (source, reference) pairs.
Full prompts can be found in the appendix A.1. For
the APE task, models were prompted to

Read the English text and the German
translation hypothesis and then correct
the output. If the hypothesis is already
correct, do not make any changes.

With this prompt, the models were given triples
of (source, hypothesis, reference) with the hypoth-
esis from our annotated data set and the reference
coming from the parallel data.

In the MRK scenario, models were prompted to

Read the English text and the German
translation hypothesis and then correct
the output. Incorrect words are inside of
tags ’<bad> </bad>’. Please use this
feedback in your correction. If the hy-
pothesis is already correct, do not make
any changes.

As with the APE prompt, models were given
(source, hypothesis, reference) triples with the to-
kens that were marked as bad during annotation
inside of XML-style tags, <bad></bad>. We
decided that giving the error markings as in-line
tags would be easier for the model to parse and
integrate in its output than including another line
where errors would be indicated further away from
the corresponding tokens.

3We used the model all-MiniLM-L6-v2 and retrieved the exam-
ples with the highest cosine similarity.
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Condition BLEU TER ME UE % Correct ME

Original Hyps 28.92 55.12 N.A. N.A. N.A.

MT (Llama/GPT) 29.83/38.61 55.97/49.21 N.A. N.A. N.A.
APE (Llama/GPT) 29.79/39.09 54.56/48.37 7.30/76.70 1.76/15.85 32% / N.A.

MRK (Llama/GPT) 30.09/39.31 54.70/48.32 14.76/78.36 3.60/13.90 67% / N.A.

Table 5: Results for both Llama 13B and GPT 3.5 across all metrics and translation scenarios (ME = Marking Edits, UE =
Unmarking Edits, % Correct ME = Percentage of correct ME in manual evaluation).

5.2 Metrics

We evaluate the models’ new hypotheses with a
suite of metrics to check for token level matches,
semantic similarity, and error marking usage. We
use the token based metrics BLEU4 (Papineni et
al., 2002) and TER5 (Snover et al., 2006) as imple-
mented in SacreBLEU (Post, 2018). We did not
include the popular neural metric COMET (Rei et
al., 2020) since is not sensitive to the individual
token changes (Glushkova et al., 2023) that we ask
the LLMs to perform.

In addition to these metrics, we also implement
our own to see how well the models are at rec-
ognizing and making edits to errors. These are
called marking edit (ME) and unmarking edit (UE).
We perform a word-level diff in order to see which
words need to be edited or deleted in the original hy-
pothesis to arrive at the new hypothesis. Combining
this with the error markings allows us to examine if
edits were made to the tokens error-marked by the
annotators (ME), or if tokens that were otherwise
OK were changed (UE).

The ME and UE metrics, however, cannot tell if
the edits were correct, only that they were made.
To determine if the edits correctly fix the errors,
we performed a manual evaluation on the marking
edits produced by Llama 13B in both the APE and
MRK settings. Three of the authors contributed
to the evaluation. Two are native speakers of Ger-
man and fluent in English while one is a native
speaker of English and fluent in German. We se-
lected 100 sentences with the most marking edits.
Edits were evaluated in terms of their correctness,
with a subjective yes or no answer given for the
entire sentence.

4BLEU signature: nrefs:1 | case:mixed | eff:no |
tok:13a | smooth:exp | version:2.4.0
5TER Signature nrefs:1 | case:lc | tok:tercom |
norm:no | punct:yes | asian:no | version:2.4.0

6 Results

We show results across metrics for Llama 13B and
GPT-3.5 in Table 5. Including error markings as in-
put increases the frequency with which the models
edits the marked tokens. For Llama 13B, we see
editing rates for marked tokens double from 7.30
to 14.76. This suggests that, even after being asked
to correct the hypotheses, Llama 13B finds its own
outputs as acceptable translations. When errors are
specifically pointed out to the model, it is much
more capable of self-correcting errors.

Llama 13B nominally improves BLEU scores
over the original hypotheses score (28.92) in all
scenarios with MRK in the lead with 30.09, MT in
second with 29.836 and APE with 29.79. Nominal
improvements over the original hypotheses are also
found according to the TER metric, albeit only for
APE and MRK scenarios.

The GPT model is already quite capable of find-
ing errors in the hypotheses without error mark-
ings and the APE outputs achieve marking edits
of 76.70 while MRK has a slight improvement of
78.36. Worth noting is the reduction in unmark-
ing edits when prompting GPT with MRK. MRK
reduces unmarking edits to 13.90 from 15.85 with
APE. This means that indicating specific errors can
constrain the number of edits that the GPT model
makes. Additionally, nominal improvements of
BLEU and TER scores are found in the APE and
MRK scenarios over MT with GPT 3.5 as well.
MRK improves BLEU to 39.31 from MT’s 38.61.

In the manual evaluation of marking edits, we
found that APE made correct edits 32% of the time
on average, while either making incorrect edits or
not editing the rest. MRK on the other hand was
judged correct 67% of the time on average. Agree-
ment in terms of Krippendorff’s Alpha for sentence

6MT is able to surpass the original hypotheses with Llama
13B because the annotated hypotheses were generated with the
same 5 examples for all inference segments while MT retrieved
similar examples for each test segment.

641



level ratings of APE is α = 0.82, while for MRK
α = 0.55. As APE makes fewer edits overall, it
is easier to classify as incorrect or not editing. For
MRK there was disagreement on how to handle
partial edits or if not all markings were edited, re-
quiring individual judgement by each evaluator.

7 Conclusion

We presented a pilot study to investigate the po-
tential of augmenting a so-called PE-TM resource
consisting of sources, machine translations, and
human references, with human error markings in
order to guide an LLM to self-correct marked er-
roneous term translations. We find that the LLM
that produced the translation hypotheses identifies
its own translations as correct, and therefore does
not act on the instructions to correct errors. How-
ever, when prompted with error markings, the LLM
learns to act on them, doubling the number of ed-
its to marked tokens, with nearly 70% of the edits
being correct according to a human evaluation. In
sum, our pilot study shows that the additional effort
of error marking a machine translation at test time
allows an LLM translation system to learn focused
corrections on marked errors from similar examples
extracted from a PE-TM, leading to improved trans-
lation quality over APE and MT. In future work, we
will investigate learned models for error markings.
These require larger TMs for reliable training of
markings estimators, but also bear the promise of
improved retrieval augmentation.
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A Appendix

A.1 Example Prompts
An example of a prompt for MT, APE, and MRK
are in Figures 3, 4, and 5, respectively.
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Translate English to German.
English: Cookies are part of the HTTP header, so setcookie() must be called before any output is
sent to the browser.
German: Sie sind Bestandteil des HTTP-Headers, was bedeutet, dass die Funktion setcookie()
aufgerufen werden muss, bevor irgendeine Ausgabe an den Browser erfolgt.

English: session.use only cookies specifies whether the module will only use cookies to store the
session id on the client side.
German: session.use only cookies spezifiziert, ob das Modul nur Cookies verwendet, um die
Session-ID clientseitig zu speichern.

English: Note that SID is only defined if the client didn’t send the right cookie.
German: Beachten Sie, dass SID nur definiert ist, wenn vom Client nicht das richtige Cookie
gesendet wurde.

English: The server does not support the request type of the body.
German: Der Server unterstützt den angeforderten Typ nicht.%1: request type

English: Must be in active session on local console
German: Nur in aktiver Sitzung auf lokaler Konsole

English: Like other headers, cookies must be sent before any output from your script (this is a
protocol restriction).
German:

Figure 3: Example of 5-shot prompt for English-to-German Translation. Each demonstration example consists of a source
segment in English (in green), and a reference translation (in red).
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Read the English text and the German translation hypothesis and then correct the output. If the
hypothesis is already correct, do not make any changes.

English: Cookies are part of the HTTP header, so setcookie() must be called before any output is
sent to the browser.
Hypothesis: Cookies sind Teil des HTTP-Headers , deshalb muss setcookie() vor jedem
Ausgabe-Output an den Browser aufgerufen werden .
German: Sie sind Bestandteil des HTTP-Headers, was bedeutet, dass die Funktion setcookie()
aufgerufen werden muss, bevor irgendeine Ausgabe an den Browser erfolgt.

English: session.use only cookies specifies whether the module will only use cookies to store the
session id on the client side.
Hypothesis: session .use only cookies bestimmt , ob das Modul nur mit Cookies die Session-ID
auf dem Client-Betriebssystem speichert .
German: session.use only cookies spezifiziert, ob das Modul nur Cookies verwendet, um die
Session-ID clientseitig zu speichern.

English: Note that SID is only defined if the client didn’t send the right cookie.
Hypothesis: Beachtet , dass SID nur definiert ist , wenn der Client nicht den richtigen Cookie
gesendet hat .
German: Beachten Sie, dass SID nur definiert ist, wenn vom Client nicht das richtige Cookie
gesendet wurde.

English: The server does not support the request type of the body.
Hypothesis: Der Server unterstützt nicht die Anforderungstyp der Body .
German: Der Server unterstützt den angeforderten Typ nicht.%1: request type

English: Must be in & active session on local console
Hypothesis: Muss in & aktiver Sitzung auf dem lokalen Konsole
German: Nur in & aktiver Sitzung auf lokaler Konsole

English: Like other headers, cookies must be sent before any output from your script (this is a
protocol restriction).
Hypothesis: Wie andere Headern müssen Cookies vor jedem Ausgabe-Output ( dies ist eine
Protokoll-Einschränkung ) gesendet werden .
German:

Figure 4: Example of 5-shot prompt for English-to-German Automatic Post-Editing (APE). Each demonstration example
consists of a source segment in English (in green), a translation hypothesis in German (in blue), and a reference translation (in
red).
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Read the English text and the German translation hypothesis and then correct the output. Incorrect
words are inside of tags ’<bad> </bad>’. Please use this feedback in your correction. If the
hypothesis is already correct, do not make any changes.

English: Cookies are part of the HTTP header, so setcookie() must be called before any output is
sent to the browser.
Hypothesis: Cookies sind Teil des HTTP-Headers , deshalb muss setcookie() vor jedem <bad>
Ausgabe-Output </bad> an den Browser aufgerufen werden .
German: Sie sind Bestandteil des HTTP-Headers, was bedeutet, dass die Funktion setcookie()
aufgerufen werden muss, bevor irgendeine Ausgabe an den Browser erfolgt.

English: session.use only cookies specifies whether the module will only use cookies to store the
session id on the client side.
Hypothesis: session .use only cookies bestimmt , ob das Modul nur <bad> mit </bad> Cookies
die Session-ID auf dem <bad> Client-Betriebssystem speichert </bad> .
German: session.use only cookies spezifiziert, ob das Modul nur Cookies verwendet, um die
Session-ID clientseitig zu speichern.

English: Note that SID is only defined if the client didn’t send the right cookie.
Hypothesis: <bad> Beachtet </bad> , dass SID nur definiert <bad> ist </bad> , wenn der
Client nicht den richtigen Cookie gesendet hat .
German: Beachten Sie, dass SID nur definiert ist, wenn vom Client nicht das richtige Cookie
gesendet wurde.

English: The server does not support the request type of the body.
Hypothesis: Der Server unterstützt nicht <bad> die </bad> Anforderungstyp <bad> der
</bad> Body .
German: Der Server unterstützt den angeforderten Typ nicht.%1: request type

English: Must be in & active session on local console
Hypothesis: Muss in & aktiver Sitzung auf <bad> dem </bad> lokalen Konsole
German: Nur in & aktiver Sitzung auf lokaler Konsole

English: Like other headers, cookies must be sent before any output from your script (this is a
protocol restriction).
Hypothesis: Wie andere <bad> Headern </bad> müssen Cookies vor jedem <bad>
Ausgabe-Output </bad> ( dies ist eine Protokoll-Einschränkung ) gesendet werden .
German:

Figure 5: Example of 5-shot prompt for English-to-German Post-Editing with error markings (MRK). Error markings inside by
tags <bad> </bad>. Each demonstration example consists of a source segment in English (in green), a translation hypothesis
in German (in blue), and a reference translation (in red).
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Abstract
Machine translation (MT) research is most
typically English-centric. In recent years,
massively multilingual translation systems
have also been increasingly popular. How-
ever, efforts purposefully focused on less-
resourced languages are less widespread.
In this paper, we focus on MT from and
into the Estonian language. First, empha-
sizing the importance of data availability,
we generate and publicly release a back-
translation corpus of over 2 billion sen-
tence pairs. Second, using these novel
data, we create MT models covering 18
translation directions, all either from or
into Estonian. We re-use the encoder of the
NLLB multilingual model and train modu-
lar decoders separately for each language,
surpassing the original NLLB quality. Our
resulting MT models largely outperform
other open-source MT systems, including
previous Estonian-focused efforts, and are
released as part of this submission.

1 Introduction

The majority of work on neural machine transla-
tion (NMT) is nowadays primarily English-centric,
with some notable work on (massively) multilin-
gual MT (Fan et al., 2020; NLLB Team et al.,
2022; Kudugunta et al., 2023). In recent years,
some attention has been directed at translation di-
rections out of English (e.g. this is the primary fo-
cus of the WMT’2024 evaluation campaign1) or at

© 2024 The authors. This article is licensed under a Creative
Commons 4.0 licence, no derivative works, attribution, CC-
BY-ND.
1http://www2.statmt.org/wmt24/
translation-task.html

Figure 1: Model architecture. We reuse the multilingual
Transformer encoder of NLLB-1.3B and train a new Trans-
former decoder for each target language.

pairs that do not include English: for instance, re-
cent WMT and IWSLT shared tasks included one
or two such pairs (Kocmi et al., 2023; Kocmi et al.,
2022; Agarwal et al., 2023).

In this work, we present our recent efforts on ad-
vancing Estonian-centric machine translation. In a
broader scope the work is part of the Neurotõlge
project, which develops open machine translation
for Estonian.2 The name Neurotõlge means Neural
translation in Estonian and the work on its devel-
opment has started in 2017 and is ongoing.

The present contribution covers 18 new transla-
tion directions for Neurotõlge from and into Esto-
nian. We openly release a massive back-translation
corpus for these language pairs, extending the Syn-
thetic Corpus of Parallel Estonian (SynEst) (Ko-
rotkova et al., in press), and release translation
models trained using these data.

We employ a partially modular approach (Es-
colano et al., 2021; Lyu et al., 2020) in creating

2https://translate.ut.ee
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translation models. Specifically, we use the en-
coder of an existing massively multilingual trans-
lation system NLLB (NLLB Team et al., 2022)
and create the decoders for each target language
as separate modules (the architecture is shown in
Figure 1). This setup makes it possible to train the
decoders independently, and any subset of the de-
coders can be deployed afterwards. The achieved
translation quality is better than the original NLLB
system and also surpasses other open systems on
the included translation directions.

The main contributions of this paper are thus:

• we extend the SynEst corpus to cover 12 new
translation directions and 4 new data sources,
adding over 2 billion filtered sentence pairs to
the corpus, and make the full corpus publicly
available;3

• we create new MT systems for Estonian
translation, covering 6 translation directions
from Estonian and 12 translation directions
into Estonian. Our systems demonstrate
stronger translation performance than previ-
ous open-source efforts, including Estonian-
centric ones, on most language pairs when
translating from Estonian into other lan-
guages, and show especially noticeable and
consistent improvements for translation into
Estonian (up to 13 BLEU (Papineni et al.,
2002) depending on translation direction and
text domain). The models are released for
open use.4

2 Related Work

In our work, we focus on strengthening the capa-
bilities of open-source MT systems focused on the
Estonian language. This builds upon previous ef-
forts centered on Estonian public translation, most
recently, the MTEE governmental project (Tättar
et al., 2022), and, more generally, the Neurotõlge
project and online translation engine.2 MTEE cov-
ered translation between Estonian and three other
languages: English, German, and Russian, and
achieved state-of-the-art translation quality at the
time (Tättar et al., 2022). In this work, we train

3https://metashare.ut.ee/repository/
search/?q=SynEst, for direct DOI links to each
language pair, see Appendix B.
4https://huggingface.co/tartuNLP/
synest-models

Estonian-centric models for more language pairs,
outperforming the MTEE models in most cases.

Instead of training models from scratch, we use
the NLLB multilingual translation model (NLLB
Team et al., 2022) as a starting point for our sys-
tems. NLLB is a massive effort utilizing the multi-
lingual MT approach (Dong et al., 2015; Johnson
et al., 2017), and covering 200 languages, which
makes it a convenient base on which to build sys-
tems tailored to a smaller number of languages.

In this work, we mostly rely on creating large
amounts of new training data to improve Esto-
nian translation. Specifically, we use the back-
translation technique (Sennrich et al., 2016). Ex-
isting MT systems are used to generate translations
of monolingual corpora into desired languages.
The obtained parallel data is then reversed and
used to augment the training corpus. Thus, the
noisy, automatically translated text is on the source
side, and the target side contains the cleaner origi-
nal data, which allows the model to learn text gen-
eration based on genuine data. Specifically, we
use and extend the SynEst corpus (Korotkova et
al., in press), an Estonian-focused back-translation
dataset, to cover new translation directions and
source corpora.

In terms of model architecture, our systems are
inspired by modular approaches (Lyu et al., 2020;
Escolano et al., 2021), where multilingual MT
models share encoder and decoder modules for
each input and output language instead of hav-
ing one encoder and one decoder covering all lan-
guages. More specifically, we use an existing mul-
tilingual encoder module from NLLB and train a
new decoder for each target language from scratch,
somewhat similarly to concurrent work on ”mix-
and-match translation” by Purason et al. (2024),
where encoders and decoders from different mod-
els are unified to form a new model.

3 Extending the SynEst Corpus

Synthetic Corpus of Parallel Estonian, or SynEst
(Korotkova et al., in press), includes data from
the NewsCrawl monolingual corpus (Kocmi et al.,
2023) automatically translated into Estonian from
11 languages (Arabic, Chinese, English, Finnish,
French, German, Latvian, Lithuanian, Russian,
Spanish, and Ukrainian). The dataset can be used
as a back-translated corpus to facilitate training
MT models which include Estonian.

In this work, we significantly extend SynEst to

648



code target language parallel
back-translated corpus

total
NewsCrawl ParaCrawl UNPC OpenSubtitles

DE German 9.3 332.6 159.3 – – 501.2
EN English 19.6 254.7 433.2 19.4 61.0 787.9
FI Finnish 15.0 23.5 19.1 – – 57.6
RU Russian 5.1 86.8 2.2 13.1 – 107.2
UK Ukrainian 2.6 1.8 6.7 – – 11.1
ZH Chinese 5.8 10.4 4.7 – – 20.9

Table 1: Sizes of training corpora for models translating from Estonian into other languages (filtered, in millions of sentence
pairs). Parallel shows the total size of all parallel corpora used for each language pair. For back-translated corpora, the source
side (Estonian) is the automatically translated data, while the target side is the original data. UNPC denotes the United Nations
Parallel Corpus.

code
source

parallel ENC total
language

AR Arabic 6.3 94.3 100.6
DE German 9.3 143.8 153.1
EN English 19.6 144.7 164.3
ES Spanish 19.5 126.8 146.3
FI Finnish 15.0 136.8 151.8
FR French 18.8 132.1 150.9
LT Lithuanian 10.5 132.7 143.2
LV Latvian 7.1 132.2 139.3
RU Russian 5.1 112.1 117.2
SV Swedish 13.4 127.8 141.2
UK Ukrainian 2.6 115.7 118.3
ZH Chinese 5.8 113.6 119.4

total 1,645.6

Table 2: Sizes of training corpora for models translating into
Estonian from other languages (filtered, in millions of sen-
tence pairs). Parallel shows the total size of all parallel cor-
pora used for each language pair. ENC denotes the Esto-
nian Parallel Corpus. The Estonian Parallel Corpus was back-
translated: the source side is the data automatically translated
from Estonian into other languages, while the target side is
the original Estonian data.

include more source corpora and translation di-
rections, most importantly, introducing translation
directions from Estonian. We make the updated
dataset publicly available for unrestricted use.3

3.1 Translation Directions into Estonian

For translation directions into Estonian, we extend
the corpus with three new data sources: ParaCrawl
(Bañón et al., 2020), the United Nations Parallel
Corpus (Ziemski et al., 2016), and OpenSubtitles
(Lison and Tiedemann, 2016).

In case of ParaCrawl, we use 10 language pairs
present in this parallel corpus: one side is al-

ways English, and the other one of German, Span-
ish, Finnish, French, Lithuanian, Latvian, Russian,
Swedish, Ukrainian, and Chinese. We automati-
cally translate both sides of the corpora into Esto-
nian. The sizes of the resulting corpora range from
5.4 million sentence pairs for Russian–Estonian to
a total of 878.4 million pairs for English–Estonian.
As both sides of the parallel corpus are trans-
lated into a third language (Estonian), this setup
opens the possibility of exploring triangular MT
approaches; however at present we treat the cor-
pora we translate as monolingual and leave inves-
tigation of this direction for future work.

For the United Nations Parallel Corpus, we
translate its English and Russian monolingual sub-
sets into Estonian, obtaining 33.4 million and
28.5 million sentence pairs before filtering, respec-
tively. Finally, we translate the English OpenSubti-
tles corpus into Estonian as well, resulting in 441.4
million sentence pairs before filtering.

The total sizes of the generated dataset for each
source corpus and translation direction are given in
Table 8 in Appendix A.

3.2 Translation Directions from Estonian

Most importantly, we focus on extending the
SynEst synthetic corpus to include translation di-
rections from Estonian. This will allow to use the
corpus to train models for translation into Esto-
nian. We translate the Estonian National Corpus
(Koppel and Kallas, 2022) into 12 languages: Ara-
bic, Chinese, English, Finnish, French, German,
Latvian, Lithuanian, Russian, Spanish, Swedish,
and Ukrainian. The resulting back-translation cor-
pus contains between 171.4 million and 196.6 mil-
lion sentence pairs per translation direction (see
Table 7 in Appendix A for approximate numbers
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target language

DE EN FI RU UK ZH

NLLB-1.3B 24.4 36.7 15.5 22.4 18.7 25.0
MTEE 25.8 37.0 – 22.4 – –
MADLAD-3B 26.0 37.8 20.1 20.0 15.5 33.5
Ours 27.5 38.1 21.9 23.5 21.3 31.6

DeepL 30.9 39.9 24.4 26.7 25.6 40.5
Google 30.8 41.7 22.9 26.6 24.4 42.2

Table 3: BLEU scores on the FLORES-devtest benchmark for models translating from Estonian into other languages. The best
scores overall are shown in bold, and the best scores among open-source models are underlined. For our models, we report the
score of the checkpoint with the best validation BLEU. With MTEE, we use the general-domain model to translate the FLORES
benchmark.

for each translation direction).

3.3 Translation Models

For generating the synthetic side of the SynEst cor-
pus we translate from and into English, German,
and Russian with the MTee models (Tättar et al.,
2022), using the domain-specific engines MTee-
legal for the United Nations Parallel Corpus and
MTee-general for all other corpora. For transla-
tion directions not involving these languages we
use the M2M-100 1.2B-parameter model (Fan et
al., 2020). In all cases, we use beam search with
beam size 5.

4 Experiments

4.1 Models

We replicate the model setup used in previous ex-
ploratory experiments (Korotkova et al., in press).
We base our systems on the multilingual NLLB-
1.3B dense model (NLLB Team et al., 2022). We
freeze the NLLB encoder and train a new, ran-
domly initialized Transformer decoder (Vaswani et
al., 2017) for each target language. We keep the
dimensions of the decoder layers the same as in
the encoder, but use 6 decoder layers instead of
the encoder’s 24. Keeping the encoder parame-
ters fixed allows to reduce the training-time costs,
while reducing the size of the decoder lowers both
training- and inference-time costs compared to full
fine-tuning of the base model. Freezing the en-
coder parameters also maintains the multilingual
properties of the encoder, meaning that after fine-
tuning the model on a certain translation direction
it can still translate from any of the 200 languages
of NLLB. As all models share the same encoder
parameters, final models can be built in a modular

fashion, with a single decoder for all translation di-
rections, and one encoder per target language.

We focus on creating Estonian-centric MT mod-
els: all translation directions in our experiments
include Estonian as either the source or the tar-
get language. Specifically, for translation from Es-
tonian into other languages, we train models that
translate into German, English, Finnish, Russian,
Ukrainian, and Chinese. For translation into Esto-
nian, as the encoder is shared between all models
and Estonian is the common target language, we
train a single model on the concatenation of data
representing 12 language pairs (see Table 2).

We use FairSeq (Ott et al., 2019) to train our
models; details on model and training hyperparam-
eters can be found in Appendix D.

4.2 Training Data

To train our models, we use two types of data:
parallel corpora and the extended SynEst back-
translated corpus.

We use the concatenation of 10 parallel corpora:
CCMatrix (Schwenk et al., 2021b), WikiMatrix
(Schwenk et al., 2021a), MultiParaCrawl (Bañón
et al., 2020), Europarl (Koehn, 2005), OpenSub-
titles (Lison and Tiedemann, 2016), JRC-Acquis
(Steinberger et al., 2006), TED2020 (Reimers
and Gurevych, 2020), EMEA, infopankki, and
DGT (Tiedemann, 2012). For the Estonian–
English language pair, MultiParaCrawl is replaced
with ParaCrawl (Bañón et al., 2020). Not all of
these corpora exist for each language pair in our
experiments; we use each of the corpora whenever
it is available for a language pair.

For SynEst, we use all source corpora available
for a given translation direction. As the dataset is
used as additional back-translation data, the auto-
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ET–DE ET–EN ET–RU

News

NLLB-1.3B 25.8 25.6 22.8
MTEE 30.1 26.4 26.9
MADLAD-3B 26.3 28.7 19.7
Ours 30.5 25.9 26.5

DeepL 28.0 28.1 23.5
Google 26.0 30.0 21.2

Crisis

NLLB-1.3B 26.3 21.4 26.2
MTEE 29.8 33.8 33.8
MADLAD-3B 22.1 35.0 25.0
Ours 30.3 33.2 34.7

DeepL 28.1 34.1 27.3
Google 26.6 36.1 27.6

Military

NLLB-1.3B 21.0 31.1 30.1
MTEE 24.2 35.4 35.9
MADLAD-3B 19.6 33.2 28.8
Ours 25.4 32.9 35.7

DeepL 20.0 32.7 31.0
Google 20.3 34.2 34.5

Legal

NLLB-1.3B 27.1 48.9 35.5
MTEE 34.0 55.1 42.8
MADLAD-3B 32.1 47.8 39.9
Ours 34.7 53.7 43.0

DeepL 34.8 50.9 35.5
Google 39.1 50.9 37.8

Spoken

NLLB-1.3B 29.3 30.5 23.3
MTEE 33.0 34.3 28.1
MADLAD-3B 33.1 35.2 22.8
Ours 33.2 32.2 28.0

DeepL 29.9 34.4 23.5
Google 36.0 41.0 22.3

Table 4: BLEU scores on the MTEE domain benchmark sets
for models translating from Estonian into other languages.
The best scores overall are shown in bold, and the best scores
among open-source models are underlined. For our models,
we report the score of the checkpoint with the best validation
BLEU. With MTEE, we show the scores reported by Tättar et
al. (2022).

matically generated side of the corpus is always
used as the source and the cleaner original data as

the target during training.
We concatenate all corpora to create our full

training dataset. Approximate sizes of the full
training corpora and their components are shown
in Tables 1 and 2 for model translation direc-
tions from Estonian and into Estonian, respec-
tively. (The sizes are shown after filtering; details
on data filtering can be found in Appendix C).

The dev split of the FLORES dataset (Goyal et
al., 2022) is used as the validation set.

4.3 Evaluation

We compare the performance of our Estonian-
centric models to that of three other open-source
MT systems:

• the NLLB-1.3B (NLLB Team et al., 2022)
multilingual translation model, which also
serves as the starting model in our experi-
ments;

• the models trained within the MTEE project
(Tättar et al., 2022), which was the pre-
vious effort of public Estonian-centric MT.
These models cover the Estonian↔German,
Estonian↔English, and Estonian↔Russian
translation directions, and employ a fully
modular approach;

• the more recent MADLAD-400 3B
(Kudugunta et al., 2023).

For additional comparison, we also show the re-
sults of DeepL5 and Google Translate,6 two widely
used proprietary online translation engines.

The test sets we employ for evaluation are
the FLORES evaluation benchmark (Goyal et al.,
2022) (the devtest split), and the MTEE domain-
specific benchmark sets (Tättar et al., 2022).
FLORES is useful in providing a benchmark for
multilingual translation between many languages,
which is based on Wikipedia. MTEE, while
covering fewer language pairs (Estonian–English,
Estonian–German, and Estonian–Russian), is cen-
tered on language pairs which include Estonian,
and allows to estimate model performance on text
belonging to 5 distinct domains.

We use the sacreBLEU implementation (Post,
2018) of the BLEU score (Papineni et al., 2002) to

5https://www.deepl.com/translator
6https://translate.google.com
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source language

AR DE EN ES FI FR LT LV RU SV UK ZH

NLLB-1.3B 15.7 17.8 22.7 13.8 16.1 17.3 15.1 16.1 15.8 18.4 16.9 11.6
MTEE – 21.7 27.6 – – – – – 20.2 – – –
MADLAD-3B 20.3 21.7 26.2 16.3 19.2 19.9 19.3 22.8 17.7 21.3 16.2 15.4
Ours 20.0 23.0 29.4 16.7 20.9 23.3 19.3 21.0 20.1 24.0 21.4 14.6

DeepL 23.4 24.4 30.2 19.0 22.5 23.7 22.1 23.6 22.6 26.3 24.1 18.0
Google 23.2 25.3 30.7 18.5 22.4 24.5 21.5 23.6 22.6 25.7 23.3 18.8

Table 5: BLEU scores on the FLORES-devtest benchmark for models translating from other languages into Estonian. The best
scores overall are shown in bold, and the best scores among open-source models are underlined. For our model, we report the
score of the checkpoint with the best validation loss (the same checkpoint is used for all source languages). With MTEE, we
use the general-domain model to translate the FLORES benchmark.

measure the models’ performance.7 Additionally,
we report COMET scores (Rei et al., 2020) in Ap-
pendix E. For models translating from Estonian,
we choose the checkpoint which shows the best
BLEU score on FLORES-dev for the language pair
in question. For the models translating into Esto-
nian, we use the checkpoint showing the best loss
on the combined validation set; we do not choose
a best checkpoint for each source language sepa-
rately.

5 Results

BLEU scores of NLLB-1.3B, MTEE, MADLAD-
3B, our model, DeepL, and Google Translate on
FLORES-devtest for translation directions from Es-
tonian into other languages (our experiments cover
German, English, Finnish, Russian, Ukrainian,
and Chinese as target languages) are shown in Ta-
ble 3. In this setting, our model shows the strongest
results among the open-source systems for five out
of six language pairs, outperforming the next best
open-source models by 0.3 to 2.6 BLEU points.
On the MTEE domain benchmarks (Table 4), our
model consistently outperforms other open-source
ones on the Estonian–German language pair, while
for Estonian–English it shows lower scores than
the MTEE and, for most domains, MADLAD
models. For Estonian–Russian, results are more
mixed, with our models being the best among all
models on the crisis and legal domains (with a
small margin of 0.2 BLEU over MTEE for legal
and a more noticeable one of 0.9 BLEU for cri-
sis) and falling slightly behind MTEE on the news,
7sacreBLEU signature for all target languages except Chi-
nese: nrefs:1|case:mixed|eff:no|tok:13a|
smooth:exp|version:2.3.1. For Chinese: the same
with tok:zh.

military, and spoken domains (by up to 0.4 BLEU).
Table 5 shows results on FLORES-devtest for

translation into Estonian. Our model noticeably
improves upon the NLLB model for all translation
directions, while also outperforming all compared
open-source models on 7 out of 12 translation di-
rections. On three more directions, the difference
between our model and the best performing one
among open systems does not exceed 0.3 BLEU
points.

From Table 6 we see that our into-Estonian
model performs consistently well on different do-
mains. It outperforms all models, including pro-
prietary ones and the MTEE models fine-tuned to
these domains, on all language pairs and domains,
with the exception of EN–ET news, with margins
to the next best models ranging from 0.2 to 13
BLEU for different language pairs and domains.
This consistently strong performance can be at-
tributed to the fact that this single model has en-
countered a vast amount of training data, with 12
input languages and Estonian as the output lan-
guage, leading it to learn generating Estonian out-
put very well.

6 Deployment and Known Issues

The models are made publicly available on the
HuggingFace model hub4 and can be run using the
TartuNLP translation worker.8 The models are set
up in a modular fashion, with one encoder cover-
ing all input languages and a separate decoder for
each output language.

We have found that the models are not robust
to some inputs, such as single words; while full

8https://github.com/TartuNLP/
translation-worker/tree/nllb-based-est
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DE–ET EN–ET RU–ET

News

NLLB-1.3B 22.0 15.6 19.5
MTEE 29.7 18.0 27.2
MADLAD-3B 24.9 19.0 22.5
Ours 33.2 19.7 30.0

DeepL 29.5 21.4 23.0
Google 28.9 19.7 24.8

Crisis

NLLB-1.3B 27.4 24.3 20.1
MTEE 40.1 41.6 38.4
MADLAD-3B 36.2 31.1 27.2
Ours 53.1 45.8 40.8

DeepL 38.7 37.2 28.8
Google 39.6 41.2 32.3

Military

NLLB-1.3B 22.6 21.6 20.1
MTEE 31.9 30.2 30.8
MADLAD-3B 28.0 24.6 24.1
Ours 37.1 31.9 32.7

DeepL 31.2 31.7 26.2
Google 28.6 31.7 26.8

Legal

NLLB-1.3B 25.0 31.1 26.9
MTEE 32.4 50.8 47.1
MADLAD-3B 31.1 31.7 37.9
Ours 48.0 52.1 50.3

DeepL 39.2 47.8 37.0
Google 37.4 48.7 38.7

Spoken

NLLB-1.3B 23.0 18.0 16.9
MTEE 31.7 23.7 24.4
MADLAD-3B 27.5 22.2 19.5
Ours 37.5 26.1 27.3

DeepL 30.7 24.2 19.1
Google 27.9 23.6 19.2

Table 6: BLEU scores on the MTEE domain benchmark sets
for models translating from other languages into Estonian.
The best scores overall are shown in bold, and the best scores
among open-source models are underlined. For our model, we
report the score of the checkpoint with the best validation loss
(the same checkpoint is used for all source languages). With
MTEE, we show the scores reported by Tättar et al. (2022).

sentence translation works reasonably well, with
single-word or isolated phrase input the models

may start severely overgenerating.

7 Future Work

So far the efforts of the project have focused
on sentence-level NMT. The next iterations of
development and model training will likely fo-
cus on document-level MT, either with sequence-
to-sequence or decoder-only models. Moreover,
we are looking into instruction-tuned sequence-
to-sequence models: this approach should yield
translation-specific emergent abilities and would
thus enable the integration of terminologies, on-
the-fly domain adaptation, and other types of trans-
lation output control. We also plan to dedicate
more attention to the robustness of the devel-
oped translation engines, for instance, by includ-
ing upper-cased data in the training dataset for
smoother handling of headlines and other all-caps
segments, as well as including phrase and word
pairs to enhance translation performance when the
input is not a complete sentence.

8 Conclusion

In this work, we have made a contribution towards
open-source machine translation centered on the
Estonian language.

First, we presented an extended version of the
SynEst synthetic corpus. The new version intro-
duces 12 translation directions from Estonian, in
addition to previously present directions into Es-
tonian. In total, we have generated over 2 billion
filtered sentence pairs. We release the full corpus
for public use and hope that the availability of this
resource will facilitate further work on Estonian
translation.

Second, we created new MT models for transla-
tion from Estonian into 6 languages and from 12
languages into Estonian and made them publicly
available. Evaluation on two benchmarks covering
6 domains has shown that our models are compara-
ble to or outperform previous open efforts on trans-
lation from Estonian, depending on the language
pair and domain, and perform especially well on
translation into Estonian, outperforming not only
previous open-source but also proprietary systems
by up to 13 BLEU on some domains. These con-
sistent improvements are likely due to the use of
massive amounts of synthetic data we created.
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Dávid Javorský, John Judge, Yasumasa Kano, Tom
Ko, Rishu Kumar, Pengwei Li, Xutai Ma, Prashant
Mathur, Evgeny Matusov, Paul McNamee, John
P. McCrae, Kenton Murray, Maria Nadejde, Satoshi
Nakamura, Matteo Negri, Ha Nguyen, Jan Niehues,
Xing Niu, Atul Kr. Ojha, John E. Ortega, Proyag Pal,
Juan Pino, Lonneke van der Plas, Peter Polák, Eli-
jah Rippeth, Elizabeth Salesky, Jiatong Shi, Matthias
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deep Baines, Onur Çelebi, Guillaume Wenzek,
Vishrav Chaudhary, Naman Goyal, Tom Birch, Vi-
taliy Liptchinsky, Sergey Edunov, Edouard Grave,
Michael Auli, and Armand Joulin. 2020. Beyond
english-centric multilingual machine translation. J.
Mach. Learn. Res., 22:107:1–107:48.

Goyal, Naman, Cynthia Gao, Vishrav Chaudhary,
Peng-Jen Chen, Guillaume Wenzek, Da Ju, San-
jana Krishnan, Marc’Aurelio Ranzato, Francisco
Guzmán, and Angela Fan. 2022. The Flores-101
evaluation benchmark for low-resource and multilin-
gual machine translation. Transactions of the Asso-
ciation for Computational Linguistics, 10:522–538.

Johnson, Melvin, Mike Schuster, Quoc V. Le, Maxim
Krikun, Yonghui Wu, Zhifeng Chen, Nikhil Thorat,
Fernanda Viégas, Martin Wattenberg, Greg Corrado,
Macduff Hughes, and Jeffrey Dean. 2017. Google’s
multilingual neural machine translation system: En-
abling zero-shot translation. Transactions of the As-
sociation for Computational Linguistics, 5:339–351.

Kingma, Diederik and Jimmy Ba. 2015. Adam: A
method for stochastic optimization. In Proceed-
ings of the 3rd International Conference on Learning
Representations (ICLR), San Diego, CA, USA.

Kocmi, Tom, Rachel Bawden, Ondřej Bojar, An-
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A Back-translated Dataset Sizes

The approximate number of sentence pairs in each
of our back-translated corpora before filtering are
shown in Table 7 (translated from Estonian into
other languages) and Table 8 (translated from other
languages into Estonian).

target
ENC

language

Arabic 183.7
German 196.6
English 196.4
Spanish 172.7
Finnish 177.7
French 173.7
Lithuanian 174.0
Latvian 174.3
Russian 196.3
Swedish 171.4
Ukrainian 175.5
Chinese 189.0

Table 7: Sizes of the back-translation corpora translated from
Estonian (unfiltered, in millions of sentence pairs). ENC
stands for the Estonian National Corpus.

corpus

source
NC PC UNPC OS

language

Arabic 42.3 – – –
German 427.1 278.3 – –
English 314.3 878.4 33.4 441.4
Spanish 72.1 208.4 – –
Finnish 28.8 31.3 – –
French 104.8 217.6 – –
Lithuanian 7.6 13.2 – –
Latvian 14.9 13.1 – –
Russian 126.6 5.4 28.5 –
Swedish – 49.1 – –
Ukrainian 2.3 13.2 – –
Chinese 13.9 14.2 – –

Table 8: Sizes of the back-translation corpora translated into
Estonian (unfiltered, in millions of sentence pairs). NC, PC,
UNPC, and OS denote the NewsCrawl, ParaCrawl, United
Nations Parallel Corpus, and OpenSubtitles corpora, respec-
tively.

B Digital Object Identifiers for the
Extended SynEst Corpus

The DOIs for each language pair of the extended
SynEst corpus are shown in Table 9.

C Data Filtering

The back-translation datasets are filtered based on
log probability of the generated translations. We
only keep the examples that where log probability
is higher than µ − 1.5σ where µ is the mean and
σ is the standard deviation over all translation log
probabilities for a given translation direction and
corpus.

All data, both synthetic and parallel, are normal-
ized with the MTee normalization script (Tättar et
al., 2022) and filtered with OpusFilter (Aulamo et
al., 2020). The following filters are used:

1. LongWordFilter: filter examples with
words longer than 40 characters (default).

2. LengthFilter: filter examples longer
than 1000 characters or shorter than 10 char-
acters.

3. LengthFilter: filter examples longer
than 100 words.

4. LengthRatioFilter: filter examples
where the source and target sentence lengths
differ more than 3 times in terms of number
of words.

5. CharacterScoreFilter with threshold
1 (default) for the respective scripts.

6. LanguageIDFilter with fastText (Bo-
janowski et al., 2017) language identification
model.

7. LanguageIDFilter with CLD2 language
identification.

8. TerminalPunctuationFilter with
the default parameters.

9. NonZeroNumeralsFilter with the de-
fault parameters.

This configuration is applied to all language
pairs with the following exceptions:

• Arabic–Estonian, which uses filters 1 – 6 and
uses minimal sentence length of 3 characters
in filter 2;
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language pair DOI

Arabic–Estonian doi.org/10.15155/y746-qa68
German–Estonian doi.org/10.15155/2fy2-2k14
English–Estonian doi.org/10.15155/5r1e-6r35
Spanish–Estonian doi.org/10.15155/sqk9-ze70
Finnish–Estonian doi.org/10.15155/hjw7-m565
French–Estonian doi.org/10.15155/4vb6-ab11
Lithuanian–Estonian doi.org/10.15155/7at2-jv07
Latvian–Estonian doi.org/10.15155/erkh-k466
Russian–Estonian doi.org/10.15155/4e20-vs27
Swedish–Estonian doi.org/10.15155/jfws-ed89
Ukrainian–Estonian doi.org/10.15155/xmpv-ft58
Chinese–Estonian doi.org/10.15155/m6ww-j693
Estonian–all doi.org/10.15155/ctz5-1d43

Table 9: DOIs for the extended SynEst corpus

• Chinese–Estonian, which only uses
LengthFilter with maximal sen-
tence length of 750 characters (no minimal
length), CharacterScoreFilter, and
LanguageIDFilter with fastText as
language identification model.

Duplicates and test set overlaps are removed
from the training dataset.

D Training Details

The models are trained with FairSeq (Ott et al.,
2019). The NLLB-1.3B encoder consists of
24 transformer layers with embedding dimension
1024, feed-forward dimension 8192, and 16 atten-
tion heads. The decoders are randomly initialized
and have 6 transformer layers; the dimensions of
the decoders are the same as those of the encoder.
The input and output embeddings of the decoder
are shared. The vocabulary size is 256,000 for
the encoder and 32,000 for the decoder (we train
a separate SentencePiece (Kudo and Richardson,
2018) model for each output language). Models
are trained on 8 GPUs (4 AMD MI250x 128GB
GPU modules, each acting as 2 GPUs) with batch
size 4,096 tokens per GPU. Models are trained for
2,000,000 updates, with checkpoints saved after
every 2,000 updates. We use the inverse square
root learning rate scheduler with 4,000 warm-up
updates from initial learning rate 1×10−7 to max-
imum learning rate 5 × 10−4. We use Adam opti-
mizer (Kingma and Ba, 2015) with β1 = 0.9 and
β2 = 0.999. Dropout probability (Srivastava et al.,
2014) is 0.1, attention dropout 0.1, and activation

dropout is not used. The loss function is cross-
entropy.

E COMET Scores

Tables 10, 11, and 12 show COMET scores (Rei et
al., 2020) for translation from and into Estonian on
the FLORES benchmark. Tables 13 and 14 contain
results of translating the MTEE test sets from and
into Estonian, respectively.

COMET scores were calculated with the default
wmt22-comet-da model (Rei et al., 2022).
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target language

DE EN FI RU UK ZH

NLLB-1.3B 84.19 88.33 86.65 86.71 85.90 80.01
MTEE 84.88 88.49 – 87.33 – –
MADLAD-3B 84.64 89.19 89.03 85.55 82.23 85.57
Ours 85.95 88.92 90.25 88.26 87.79 84.51

DeepL 87.08 89.54 91.44 89.67 90.07 87.69
Google 87.21 89.75 90.70 89.74 89.77 87.78

Table 10: COMET scores on the FLORES-devtest benchmark for models translating from Estonian into other languages. The
best scores overall are shown in bold, and the best scores among open-source models are underlined. For our models, we report
the score of the checkpoint with the best validation BLEU. With MTEE, we use the general-domain model to translate the
FLORES benchmark.

source language

AR DE EN ES FI FR

NLLB-1.3B 84.08 87.37 89.36 86.13 87.23 87.00
MTEE – 88.82 89.34 – – –
MADLAD-3B 87.65 88.86 90.65 87.78 88.84 88.01
Ours 87.34 90.42 91.60 88.67 90.58 89.76

DeepL 89.02 91.25 92.54 89.78 91.13 90.67
Google 88.35 90.34 91.77 89.29 90.72 90.17

Table 11: COMET scores on the FLORES-devtest benchmark for models translating from Arabic, German, English, Spanish,
Finnish, and French into Estonian. The best scores overall are shown in bold, and the best scores among open-source models
are underlined. For our model, we report the score of the checkpoint with the best validation loss (the same checkpoint is used
for all source languages). With MTEE, we use the general-domain model to translate the FLORES benchmark.

source language

LT LV RU SV UK ZH

NLLB-1.3B 85.36 85.78 86.27 87.50 85.69 84.03
MTEE – – 88.28 – – –
MADLAD-3B 87.82 90.27 86.07 88.54 83.44 88.48
Ours 88.72 89.92 89.37 90.57 89.08 88.18

DeepL 90.23 91.05 89.92 91.55 90.15 89.91
Google 89.68 90.46 89.42 90.77 89.24 89.55

Table 12: COMET scores on the FLORES-devtest benchmark for models translating from Lithuanian, Latvian, Russian,
Swedish, Ukrainian, and Chinese into Estonian. The best scores overall are shown in bold, and the best scores among open-
source models are underlined. For our model, we report the score of the checkpoint with the best validation loss (the same
checkpoint is used for all source languages). With MTEE, we use the general-domain model to translate the FLORES bench-
mark.
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ET–DE ET–EN ET–RU

News

NLLB-1.3B 83.35 83.64 85.15
MTEE 85.12 84.03 86.70
MADLAD-3B 83.74 85.07 82.41
Ours 85.41 84.19 87.36

DeepL 86.32 85.51 88.71
Google 86.64 85.25 88.70

Crisis

NLLB-1.3B 83.79 85.08 87.60
MTEE 85.62 86.76 90.18
MADLAD-3B 81.26 87.00 85.75
Ours 85.50 86.65 90.77

DeepL 86.18 87.88 90.62
Google 86.26 88.39 90.24

Military

NLLB-1.3B 83.05 86.35 88.72
MTEE 84.26 87.14 89.88
MADLAD-3B 80.62 87.34 85.85
Ours 85.54 87.04 90.53

DeepL 84.68 87.51 90.51
Google 85.12 88.12 90.60

Legal

NLLB-1.3B 84.51 87.12 90.84
MTEE 86.72 88.17 92.33
MADLAD-3B 85.01 88.01 90.85
Ours 87.04 88.14 92.39

DeepL 87.09 87.91 91.07
Google 86.68 87.62 91.32

Spoken

NLLB-1.3B 80.55 81.65 83.30
MTEE 82.22 82.19 84.04
MADLAD-3B 81.85 83.75 81.44
Ours 82.92 81.96 84.37

DeepL 83.21 83.94 86.08
Google 83.98 84.26 85.67

Table 13: COMET scores on the MTEE domain bench-
mark sets for models translating from Estonian into other lan-
guages. The best scores overall are shown in bold, and the
best scores among open-source models are underlined. For
our models, we report the score of the checkpoint with the
best validation BLEU. With MTEE, we calculate the scores
on the same model outputs as used by Tättar et al. (2022).

DE–ET EN–ET RU–ET

News

NLLB-1.3B 85.80 86.61 87.41
MTEE 87.83 85.85 89.34
MADLAD-3B 87.32 87.96 87.00
Ours 89.88 88.93 91.07

DeepL 90.45 89.93 90.53
Google 90.00 88.47 90.36

Crisis

NLLB-1.3B 89.55 91.08 87.75
MTEE 91.00 93.96 91.91
MADLAD-3B 91.48 93.02 88.86
Ours 93.83 94.51 92.44

DeepL 92.52 94.36 91.81
Google 92.25 94.07 91.49

Military

NLLB-1.3B 88.73 92.26 89.24
MTEE 90.81 93.40 92.00
MADLAD-3B 90.33 92.92 89.16
Ours 92.56 93.55 92.57

DeepL 92.19 94.28 91.81
Google 91.43 93.92 91.54

Legal

NLLB-1.3B 90.07 92.88 91.13
MTEE 91.96 95.50 94.23
MADLAD-3B 92.84 93.50 93.54
Ours 94.51 95.62 94.72

DeepL 93.49 95.45 93.49
Google 92.35 94.54 92.22

Spoken

NLLB-1.3B 86.59 88.31 84.26
MTEE 89.56 90.15 87.51
MADLAD-3B 89.11 90.13 84.33
Ours 90.88 90.75 88.47

DeepL 90.06 90.98 87.23
Google 89.58 90.72 87.30

Table 14: COMET scores on the MTEE domain benchmark
sets for models translating from other languages into Esto-
nian. The best scores overall are shown in bold, and the best
scores among open-source models are underlined. For our
model, we report the score of the checkpoint with the best
validation loss (the same checkpoint is used for all source lan-
guages). With MTEE, we calculate the scores on the same
model outputs as used by Tättar et al. (2022).
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Kübler, Natalie, 431
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