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Abstract

This paper describes the project “BridgeAI:
Boosting Regulatory Implementation with
Data-driven insights, Global expertise, and
Ethics for AI”, a one-year science-for-policy
research project funded by the Portuguese
Foundation for Science and Technology
(FCT). The project aims to provide
decision-makers in Portugal with the best
context to implement the EU Artificial
Intelligence (AI) Act and bridge the gap
between AI research and policy. Although
not exclusively on machine translation, the
project pertains to natural language
processing in general and ultimately to each
of us as citizens.

1 Introduction

World-leading researchers in artificial intelligence
(AI) hold differing views on the potential risks of AI
in the future and on the need and intensity of AI
regulation (Novelli et al., 2023). These divergent
views reinforce the need to align regulation and
implementation with scientific evidence, informing
decision-makers about real risks, opportunities, and
future pathways.

Historically, the outcomes from science –policy
interfaces have not proved to be straightforward and
do not usually lead to the establishment of effective
collaborations (Jagannathan et al., 2023). The
process by which knowledge is transferred from
scientists to decision-makers is usually considered
ineffective, due to a lack of understanding.

Furthermore, the recent approval of the EU AI
Act (AIA) by the European Parliament mandates
swift implementation by Member States, presenting
numerous societal and scientific challenges.

BridgeAI aims to respond to these challenges, by
moving towards a context-based approach that
facilitates the creation of actionable knowledge at
the intersection of science and practical, ethical,
social, legal, and political domains. BridgeAI's
primary objective is to furnish decision-makers and
relevant stakeholders with comprehensive contextual
insights through the analysis of real-world case
studies, and the collaboration between AI experts
and decision-makers. By doing so, we aim to
enhance the informed and effective implementation
of the AIA in Portugal and empower stakeholders to
transition from passive compliance with regulations
to active participation in the responsible design of AI
internationally (Floridi et al, 2018).

2 Project overview

BridgeAI's proposal for the science-for-policy
project received approval in March 2024. Scheduled
to initiate in April, the project entails six months of
preparatory work followed by a three-day workshop
in Lisbon. This workshop will convene experts from
diverse fields organised into different working
groups (WGs) to formulate recommendations for the
application of the AIA by the Portuguese Public
Administration. The concluding day of the workshop
will feature presentations of findings and a
roundtable discussion on broader topics, open to the
public.

Subsequent to the workshop, a detailed analysis of
discussions and recommendations will be conducted,
culminating in the formulation of a positional paper
to aid the Portuguese public administration in
crafting a coherent strategy for the implementation
of the AIA. The project is designed to impact
beyond 2024, and should include broader activities
topics such as AI literacy to the public domain.

© 2024 The authors. This article is licensed under a Creative Commons 4.0 licence, no derivative works, attribution, CC-BY-ND.
_______

June 24-27, 2024 ©2024 European Association for Machine Translation

35



2.1 Key partners and people

Currently, BridgeAI counts with the following
partners: Anacom, British Embassy Lisbon,
Champalimaud Foundation, INESC-ID, Instituto de
Telecomunicações, JLM&A, SGS, The Alan Turing
Institute, Unbabel, and VdA. The team is investing a
significant effort into engaging with more partners
from the public administration.

2.2 Methodology

During the six-month preparatory work, distinct
working groups (WG) will lay the groundwork for
the workshop. Each WG, comprising approximately
seven members, will focus on specific areas:

WG0 | AI technological case studies:
Foundational and transversal WG that will create the
case studies of AI products from the Center for
responsible AI, serving as the basis for other WGs.

WG1 | Risk Assessment tools in AI products:
Determine what should be in a practical AI risk
assessment tool for public and private entities, based
on tools already available to assess responsible AI
principles (Morley et al., 2019).

WG2 | AI Ethics in Regulatory Processes:
Taking into consideration the case-studies, the WG
will define how we should address AI ethical
concerns in the regulatory processes and how to
provide ethical training at several levels.

WG3 | AI Act interface with other regulations,
norms, audits and implementation metrics:
Determine the key implementation initiatives that
should arise to ensure the AI Act is effectively
implemented and that all are conciliated (e.g.,
certification, standards, audits and control).

WG4 | Advanced training and literacy: Define
strategic measures for Portugal to increase levels of
AI literacy and propose training programs to be
developed. Based on actionable knowledge (Stern et
al., 2020) methodologies and a diverse team, this
WG will work to make responsible AI explicit to the
public administration and citizens.

WG5 | AI ethics and regulatory efforts outside
the EU: Point out best practices in AI regulation and
ethics being developed outside the EU and
understand how Portugal can learn from these or
align best practices across legal frameworks.

To ensure the workshop is productive and
insightful, preparatory work will feature periodic
meetings and progress reports. Each WG will
determine topics to be discussed in the workshop,
and all members should be informed and aware of
state-of-the-art scientific insights. Each WG will be
led by a coordinator responsible for facilitating

group efforts. Following the workshop, the project
management team will distil the accumulated
actionable knowledge to produce the expected
outcomes and outreach to the core stakeholders.

2.3 Expected outcomes

The anticipated outcomes of the project encompass a
positional paper to be submitted to the public
administration, comprising well-founded, concrete,
and actionable recommendations for the AIA
implementation in Portugal, and an additional list of
recommendations outlining a medium to long-term
plan for the successful implementation of the AIA
by the public administration, preparing the economy
to the new paradigm of AI.
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