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Abstract

Online hate speech propagation is a complex
issue, deeply influenced by both the perpetra-
tor and the target’s cultural, historical, and so-
cietal contexts. Consequently, developing a
universally robust hate speech classifier for di-
verse social media texts remains a challenging
and unsolved task. The lack of mechanisms
to track the spread and severity of hate speech
further complicates the formulation of effective
solutions. In response to this, to monitor hate
speech in Indonesia during the recent 2024 pres-
idential election, we have employed advanced
Natural Language Processing (NLP) technolo-
gies to create an improved hate speech classifier
tailored for a narrower subset of texts; specif-
ically, texts that target vulnerable groups that
have historically been the targets of hate speech
in Indonesia. Our focus is on texts that mention
these six vulnerable minority groups in Indone-
sia: Shia, Ahmadiyyah, Christians, LGBTQ+,
Indonesian Chinese, and people with disabili-
ties, as well as one additional group of interest:
Jews. The insights gained from our dashboard
have assisted stakeholders in devising more ef-
fective strategies to counteract hate speech. No-
tably, our dashboard has persuaded the Gen-
eral Election Supervisory Body in Indonesia
(BAWASLU) to collaborate with our institu-
tion and the Alliance of Independent Journalists
(AJI) to monitor social media hate speech in
vulnerable areas in the country known for hate
speech dissemination or hate-related violence
in the upcoming Indonesian regional elections.
This dashboard is available online at https:
//aji.or.id/hate-speech-monitoring.

1 Introduction

Indonesia’s history is marked by the use of
hate speech to incite discrimination and violence
(George, 2016). This speech, often amplified dur-
ing times of political tension such as during an
election, targets people or groups based on their
race, gender, ethnicity, religion, sexual orientation,

and disability. The advent of social media has ex-
acerbated this issue, as evidenced by a ten-fold in-
crease in hate speech ratio during the 2024 Indone-
sian presidential election compared to 2021-2022
(CSIS, 2022).

Jews LGBTQ+ Indo-Chinese
is ra hell lesbong cokin

setanyahu eljibiti cindo
joo lghdtv+ chindo

Table 1: Words and phrases commonly appearing in
Indonesian hate speech texts targeting each group.

Countering and mitigating hate speech is chal-
lenging due to its volume and the variation in
content based on the cultural, historical, and soci-
etal contexts of both the perpetrator and the target
(e.g., different words may be used to target differ-
ent groups in different countries at different times
(Table 1)). Hence, creating effective strategies to
counter hate speech is hard. Detection may be the
logical first step in combating hate speech. A hate
speech monitoring tool for effective intervention
and mitigation is therefore needed.

Neural networks (Devlin et al., 2019; Liu et al.,
2019) and large language models (Touvron et al.,
2023; OpenAI et al., 2024; Nguyen et al., 2024) are
potential solutions for detecting hate speech. In-
deed, they have been used in works such as Mathew
et al. (2022) and Guo et al. (2024); but their perfor-
mance is not yet satisfactory, with the highest per-
formance benchmarked on English hate speech be-
ing a macro-F1 score of 0.73 by ChatGPT (Brown
et al., 2020). Correspondingly, on the Indonesian
hate speech we build, ChatGPT reaches a macro-F1
score of 0.63 (section 3.2).

In this work, we demonstrate that leveraging
keywords for data collection and insights from mi-
nority groups can enhance hate speech detection,
even with a smaller model. Specifically, we use
keywords (Appendix A) obtained through focus
group discussions (FGDs) involving Indonesian

142

https://aji.or.id/hate-speech-monitoring
https://aji.or.id/hate-speech-monitoring


minority groups to collect posts mentioning these
groups. Then, representatives from the groups
annotate samples of these posts for the presence
of hate speech. The resulting annotated data is
used to build our hate speech dataset, named Indo-
Toxic20241 (Susanto et al., 2024). The IndoBER-
Tweet (Koto et al., 2021) fine-tuned on this dataset
achieves a 0.78 macro-F1 cross-validation score.

We introduce our hate speech dashboard2, which
is the result of the collaboration between Monash
University Indonesia and the civil society organiza-
tion the Indonesian Alliance of Independent Jour-
nalists (AJI). This dashboard is licensed under CC
BY-SA 4.03. We also publicly release the model
used to construct the dashboard on Huggingface4.

Using the fine-tuned IndoBERTweet model, our
dashboard automatically detects hate speech in
sources like X, Facebook, Instagram, and online
articles, providing insights to stakeholders. Media
stakeholders can use it to track hate speech trends
against vulnerable groups, aiding in public report-
ing and impact mitigation. Social media platforms
can gain insights into how their moderation policies
impact hate speech toward vulnerable groups. Elec-
tion organizers can use this tool to alert them on
the severity of hate speech during elections, which
can serve as a foundation for future strategies to
mitigate hate speech, balance freedom of expres-
sion, guide staff, and establish ethical guidelines
for election participants.

2 Related Work

2.1 Hate Speech Detection

Evolution in hate speech detection systems is at-
tributed to the changes in what society perceives
as hate speech (Delgado, 1982; Greenawalt, 1989;
Nations, 2023; Paramadina and Mafindo, 2023).
Initially, these systems were trained on data with
unanimous agreement among annotators (Alfina
et al., 2017a; Ibrohim and Budi, 2018). Recent
research, however, has shifted focus to the role of
subjectivity in hate speech classification (Fleisig
et al., 2024; Susanto et al., 2024). Unfortunately,
incorporating subjectivity into hate speech detec-
tion systems is still nascent, leading us to utilize
a traditional hate speech detection system, taking
only the text as its sole input.

1IndoToxic2024 Dataset
2AJI Website, containing our hate speech dashboard
3Attribution-ShareAlike 4.0 International
4Our Indonesian Hate Speech text classifier

Online hate speech, a growing problem linked
to an increase in offline hate crime, has been the
focus of numerous monitoring efforts (Williams
et al., 2019). For instance, CSIS (2022) developed
a dashboard to track hate speech on Twitter (now
X) targeting Indonesian minority groups consisting
of Ahmadiyyah, Shi’a, Tionghoa (Chinese Indone-
sians), Christians, and Ethnic Papuans; which was
developed due to the groups receiving some of the
worst campaigns of hate speech that cause signifi-
cant harm to the groups and the violation of their
rights (CSIS, 2022). Similarly, CIJ (2023) cre-
ated a dashboard for monitoring hate speech during
Malaysia’s 15th general election, working with a
broader definition of target groups consisting of
"Gender and LGBTIQ", "Race", "Refugees and
Migrants", "Religion", and "Royalty". CIJ (2023)’s
dashboard emphasizes the severity of hate speech,
where it circulates, and who created it. However,
neither the models nor the datasets used to con-
struct these dashboards were publicly released, lim-
iting evaluations and future works for these moni-
toring efforts.

2.2 NNs as Hate Speech Classifier
Neural Networks (NNs) have gained much traction
since the introduction of the transformer architec-
ture (Vaswani et al., 2017), which was further pop-
ularized by the BERT model (Devlin et al., 2019)
and other subsequent language models. These lan-
guage models have been employed early on for text
classification including sentiment analysis and hate
speech detection in various languages, not only on
English texts (Saleh et al., 2021), but also on other
language texts such as Bengali (Keya et al., 2023),
Vietnamese (Hoang et al., 2023), and Indonesian
(Susanto et al., 2024).

2.3 LLMs as Hate Speech Classifier
Recent years have seen large language models
(LLMs) excel in various tasks (Touvron et al., 2023;
OpenAI et al., 2024) including hate speech classi-
fication (Guo et al., 2024). However, their perfor-
mance tends to drop for non-English languages as
they are predominantly trained on English language
texts (Li et al., 2024). Most of the state-of-the-
art LLMs perform poorly on Indonesian language
tasks, with gpt-3.5 being an exception as of 2023
(Koto et al., 2023). Many recent works have there-
fore focused on the creation of language-specific
LLMs for non-English languages, like SeaLLM for
Southeast Asian languages (Nguyen et al., 2024).
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3 Methodology

In this work, we adopt the definition of hate speech
set by Indonesia’s National Human Rights Commis-
sion, which includes any communication motivated
by hatred against people based on their identities,
intending to incite violence, death, and social un-
rest (Paramadina and Mafindo, 2023). Based on
this definition and the domestic context of online
hate speech and toxicity in Indonesia, we define
five types of hate speech and toxic text in our work:

• Profanity or obscenity: Texts that utilize
harsh and inappropriate language that offend
the majority of the reader.

• Insult: Texts that utilize harsh and inappro-
priate language that intend to humiliate the
target.

• Incitement to violence: Texts that intend to
cause loss, danger, or difficulties to a person
or a group, including physical violence, intim-
idation, or any other actions that cause fear
and distress to the target.

• Identity attack: Texts that attack and demean
others’ identities which include ethnicity, reli-
gion, race, sexual orientation, and gender.

• Sexual explicit: Texts with the mention of
sexual activities or sex organs that intend to
harass the target.

Unlike prior hate speech detection efforts that
focus primarily on detection models, we integrate
insights from Indonesian vulnerable group about
common online attacks targeted towards them. This
was achieved through focus group discussions
(FGDs), where we identified seven targeted vul-
nerable groups, comprising six minority groups:
Shia, Ahmadiyyah, Christians, LGBTQ+ individu-
als, Tionghoa, and people with disabilities, along
with one additional group of interest: Jews, due to
the rising Israeli-Palestinian conflict.

Through the FGDs, we obtain keywords that
are often used online to refer to each minority
group as well as keywords used to target each
vulnerable group (listed in Appendix A). Us-
ing these keywords, we use Brandwatch (www.
brandwatch.com) to collect data mentioning the
targeted vulnerable groups from X (formerly Twit-
ter), and the now-deprecated Crowdtangle (https:
//crowdtangle.com/) to retrieve data from Face-
book and Instagram. Due to X’s download limit,
we use a sampling rate of 23%, implying that for
each post we gathered from the platform, approxi-

mately three posts were not collected. In collabo-
ration with an Indonesian fact-checking organiza-
tion Mafindo, we collect news articles containing
misinformation that mention these groups from
Cekfakta’s article database (https://cekfakta.
com/). The data totals 1.45 million texts (from 1
Sep 23 to 27 Mar 24).

3.1 IndoToxic2024 Hate Speech Dataset
Our IndoToxic2024 dataset was created by ran-
domly sampling previously collected data, which
was then annotated by 19 annotators from various
backgrounds and ethnicities, including members
of the six targeted minority groups. The dataset is
multi-label, including a toxicity type label for each
entry in the data. This dataset was then used to
train and evaluate our hate speech detection model.

To train the model, we down-sample the imbal-
anced IndoToxic2024 dataset, which contains more
non-hate speech texts than hate speech texts, to the
ratio of one positive to three negative examples. We
use the 6,807 positive and 20,421 negative samples;
totaling 27,228 samples. Since the IndoToxic2024
dataset contains text multiple annotators annotate,
there are samples with conflicting annotations for
a singular text. This dataset therefore imitates the
real-life complexity of hate speech messages in
social media.

3.2 Model Comparison
We evaluate IndoBERTweet (Koto et al., 2021),
SeaLLM (Nguyen et al., 2024), and gpt-3.5-turbo
(Brown et al., 2020). IndoBERTweet, fine-tuned on
the IndoToxic2024 dataset (Susanto et al., 2024), is
assessed using stratified 10-fold cross-validation,
ensuring no leakage during evaluation. Due to re-
source constraint, SeaLLM and gpt-3.5-turbo are
evaluated in a zero-shot setup. gpt-3.5-turbo is also
evaluated in a few-shot setup. IndoBERTweet is
pre-trained on Indonesian texts, SeaLLM is primar-
ily pre-trained on Southeast Asian languages, and
gpt-3.5-turbo is mainly trained on English texts.

Model Macro-F1
IndoBERTweet 0.718
gpt-3.5-turbo (zero-shot) 0.627
SeaLLM-7B-v2.5 0.517
gpt-3.5-turbo (few-shot) 0.429

Table 2: Performance of multiple models on the Indo-
Toxic2024 Dataset.

The gpt-3.5-turbo’s few-shot prompting setup
involves providing the model with 15 static exam-
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ples (provided in Appendix B), comprising eight
positive and seven negative instances, maintain-
ing a balanced ratio. The eight positive instances
represent hate speech toward each of our seven
targeted vulnerable groups, with the addition of
Rohingya refugees in the IndoToxic2024 dataset.
However, the performance significantly declined
from a macro-F1 score of 0.627 in the zero-shot
setup to 0.429 in the few-shot setup (Table 2).
This drop may be attributed to the increased com-
plexity of the prompt and its application to a non-
English task (Li et al., 2024).

3.3 Model Selection

Classification Task Accuracy Macro-F1

Related to Election 0.96 0.93
Hate Speech 0.89 0.78
Identity Attack 0.75 0.80
Incitement to Violence 0.77 0.53
Insult 0.79 0.85
Profanity or Obscenity 0.81 0.70
Sexual Explicit 0.91 0.80

Table 3: Performance of the fine-tuned IndoBERTweet
models for each text classification task in our dashboard.

We utilize IndoBERTweet models fine-tuned on
the IndoToxic2024 dataset Susanto et al. (2024) in
this work as our final classifier for the dashboard.
The performance of the fine-tuned IndoBERTweet
models for different classification tasks visualized
in our dashboard is shown in Table 3.

IndoBERTweet itself is pre-trained by extending
a monolingually-trained Indonesian BERT model,
named IndoBERT (Koto et al., 2020), with additive
domain-specific vocabulary specific to Indonesian
Twitter texts. The model efficiently handles vocabu-
lary mismatch, an important quality when handling
social media texts as the vocabulary may drasti-
cally change with time. IndoBERTweet has been
trained for various tasks in previous works, includ-
ing hate speech detection, using data from Alfina
et al. (2017b) and Ibrohim and Budi (2019).

3.4 Our Dashboard Pipeline

After scraping posts and articles containing men-
tions of the vulnerable groups using the keywords,
we utilize the fine-tuned IndoBERTweet model for
the various classification tasks. We then visualize
the results on a dashboard created using Power BI.

4 System Description: Content of the
Dashboard

At the time of this paper’s submission, our dash-
board has processed over 1.45 million online texts
mentioning the identified vulnerable groups, dating
from 1 September 2023 to 27 March 2024, from
Facebook, X, Instagram, and online articles. The
dashboard, created using Power BI, consists of the
following 6 pages.

Figure 1: The Introduction Page

The Introduction Page outlines the motivation
behind this dashboard, what we define as hate
speech, the time frame of interest, where the data
originate from, the target groups we focus on, and
how we create this dashboard.

Figure 2: The Overview Page

The Overview Page serves as the main summary
of information. At the top of the page exists a slider
to filter the data date range. Additionally, there are
three pie charts, each displaying the hate speech
distribution, the distribution of texts related to the
election (i.e., "Related to Pemilu 2024"), and the
data source distribution.

The Hate Speech Trend Page shows the quan-
tity of hate speech over time on multiple social
media platforms. We also add filter options to en-
hance analysis capability: the date filter, platform
filter, and related-to-election filter. These filters are
also available in the following two pages.
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Figure 3: The Hate Speech Trend Page

Figure 4: The Type of Hate Speech Page

The Type of Hate Speech Page functions to
map the type of hate speech–identity attack, in-
sult, profanity, threat/incitement to violence, or
vulgarity–that our model predicts in the dataset.
Since a text can potentially contain more than one
type of hate speech, the total sum of data on this
page will be above the hate speech count presented
on the overview page.

Figure 5: The Targeted Groups Page

The Targeted Groups Page shows the distri-
bution of the targeted vulnerable groups in the de-
tected hate speech. We also group these target
groups into coarser categories such as ethnicity,
religion, disability, and gender & sexuality.

The Engagement Score Page shows how much
engagement hate speech texts collectively obtain
from each platform. This page contains filters from
previous pages, namely the (hate speech) target

Figure 6: The Engagement Score Page

group category filter, the related-to-election filter,
and the hate speech type filter.

5 Observation Results

From this monitoring tool, a non-exhaustive list of
interesting observations can be made:

The 2023 Israel–Hamas war has affected the
circulation of hate speech targeting Jews in Indone-
sia, shown in Figure 7. Before the war, which
started on 7th October 2023, only 15K out of
189.9K (7.78%) texts were found to be hate speech.
During this period, only 1.5K hate speech texts
targeted Jews, while Chinese descendants in In-
donesia (the Tionghoa ethnicity) had 4.1K hate
speech texts targeting them. However, in Novem-
ber 2023, 42K out of 206.9K (20.21%) texts were
found to be hate speech. During this period, hate
speech texts against Tionghoa ethnicity dropped to
only 1.25K texts, while hate speech texts targeting
Jews sharply rose to 28K. This number means that
two-thirds of hate speech texts in November 2023
targeted Jews.

Though the ratio of hate speech circulating in
March 2024 on social media has returned to its
previous level in September 2023, the number
of overall hate speech has increased. Despite our
constant sampling rate during data collection, the
number of posts mentioning targeted vulnerable
groups in Indonesia has increased in recent months,
as shown in Figure 8. So, even though technically
the ratio of hate speech to non-hate speech text men-
tioning vulnerable groups in Indonesia has fallen
from 7.53% in September 2023 to 7.39% in March
2024, the total number of hate speech has increased
from 12,465 to 16,395. Note that we did update our
keywords to collect texts mentioning the Rohingya
refugees in December 2023.

Some vulnerable groups are attacked for po-
litical reasons. Filtering our dashboard to texts
related to the 2024 Indonesian presidential election,
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Figure 7: Hate Speech trend before and after the Israel-Hamas war on 7th October 2023, where a drastic increase of
hate speech against Jews in Indonesia can be seen.

Figure 8: Hate Speech ratio on September 2023 and March 2024. The count of hate speech texts increases, though
the percentage remains similar. In September 2023, Tionghoa ethnicity was the main target, but in March 2024,
Jewish ethnicity became the main target of hate speech.

we see that the Tionghoa ethnicity is often the target
of political (i.e., related-to-election) hate speech,
as shown in Figure 9. After the Israel-Hamas war,
the prominent target of political hate speech shifted
to Jews. However, we noticed that during both the
4th and 5th presidential debates, aired on 21st Jan-
uary and 4th February 2024 respectively, the target
of political hate speech returned to the Tionghoa
ethnicity for a short while.

Meanwhile, other vulnerable groups are at-
tacked for non-political reasons. The top three
vulnerable groups often being targeted by political
hate speech are Jewish, Tionghoa, and LGBTQ+
while the top three vulnerable groups often be-
ing targeted by hate speech in general are Jewish,
Tionghoa, and Christians. Throughout the dash-
board’s monitoring, we only find 301 texts where
Christians are the target of political hate speech;
meanwhile, they are targeted by over 9765 non-
political hate speech texts.

6 Conclusion and Recommendation

Correctly fighting hate speech is hard. Effective
measures like stringent content filtering or social
media bans should be reserved for extreme cases.
But, knowing when we have reached those extreme
cases is not trivial. This is why we reiterate the
importance of a hate speech monitoring tool.

The General Election Supervisory Body in In-
donesia (BAWASLU) has also monitored hate
speech during Indonesia’s 2024 presidential elec-
tion. However, theirs was done manually with hu-
man annotators monitoring and collecting posts on
multiple social media platforms. As expected, this
approach to monitor hate speech lacks scalability.
Comparatively, our dashboard allows for scalable
monitoring, only requiring someone to download
scraped social media posts and prepare them for
the model to infer, which can be done by a single
person. This was the basis of Monash University
Indonesia’s collaboration with BAWASLU, under-
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Figure 9: Targets of political hate speech on the 4th and 5th presidential debate, where Tionghoa ethnicity was the
main target, overtaking Jewish ethnicity hate speech count slightly.

lining the importance of scalability and the appli-
cation of NLP technologies for monitoring hate
speech, which we explain further in the Impact
section of our work below.

Based on our dashboard’s findings from the 2024
election, we urge stakeholders - social media plat-
forms, election organizers, media, and journalists -
to intensify their efforts to prevent and mitigate on-
line hate speech, particularly during political events
like general elections.

Our recommendations for social media plat-
forms are as follows:

1. Map and identify potential targets for online
hate speech as a first step, since targets of hate
speech may change over time, exemplified by
the surge in anti-Semitic hate speech in the
ongoing Israeli-Palestinian conflict.

2. The inclusion of experts and vulnerable
communities in the development and through-
out the hate speech monitoring can assist in
the early detection of unpredictable events like
the Rohingya refugee hate speech.

3. Examine the social media algorithm’s im-
pact on hate speech content promotion, par-
ticularly its inadvertent promotion of hate
speech, to avoid echo chambers and filter bub-
bles.

4. Utilize fact-checked databases such as Cek-
fakta, annotated by neutral parties, to combat
hate speech and discrimination.

5. Collaborate with other platforms to manage
the cross-platform spread of hate speech.

6. Promote credible news sources like indepen-
dent media and fact-checking organizations to
inform the public accurately.

7. Update community standards to counter

cyber-troops infiltrating the platform with fake
accounts and troll content.

8. Provide API access to experts, researchers,
and journalists for monitoring and analyzing
hate speech trends on the platform.

Election organizers must remember that hate
speech is context-dependent; influenced by histori-
cal, societal, and cultural contexts. Any action to
prevent and mitigate hate speech must consider its
impact on citizens’ freedom of expression. Contro-
versial regulations like Article 28 paragraph (2) of
the 2016 Indonesian ITE Law (Law on Electronic
Information and Transactions), often misused to
silence marginalized minority groups, necessitate
the exploration of non-regulatory solutions. To this
end, we recommend the following:

1. Strategic partnerships with civil society, ex-
perts, and organizations are essential to ad-
dress hate speech during political events.

2. Monitoring and reporting hate speech
against each minority group is crucial, espe-
cially during political times, to prevent civil
unrest and targeted violence.

3. Training sessions are necessary to equip local
election organizers with the skills to monitor
hate speech effectively.

Lastly, for the media and journalists, we recom-
mend the following:

1. Promote awareness, maintain a vigilant
watch, and report on the trends of hate speech
on social media platforms, especially during
periods of political unrest.

2. Reinforce fact-checking culture by verifying
statements containing hate speech made by
politicians, candidates, and their party.
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Limitations of Our Work

Limited to Indonesian texts Our dashboard can
only accurately infer Indonesian texts. It is well
known that social media posts can sometimes con-
tain code-switch texts such as a regional dialect.
However, we did not conduct an extensive review
of this phenomenon. We mitigate this by using
IndoBERTweet, a model trained on informal In-
donesian social media texts.

Not evaluated on general texts Though the
model we used for hate speech detection boasts
a 89% accuracy with a 78% macro-F1 score, this is
only tested on texts already filtered by the keywords
we use i.e., on texts mentioning targeted vulnerable
groups. We did not evaluate its performance for
general social media texts.

Not up-to-date with LLMs evaluation Our
dashboard, launched online on 12th February 2024,
may not reflect the rapid advancements in large
language models, such as the cheaper and more
efficient GPT-4o mini released on 18th July 2024.
The performance gap between our model and the
latest large language models may be smaller than
reported.

The Impact of Our Dashboard

Acts as a catalyst in starting the collaboration
between the General Election Supervisory Body
in Indonesia (BAWASLU) and Monash Univer-
sity Indonesia After advocating our results to
BAWASLU, Monash University Indonesia is now
collaborating with the government agency, starting
with a memorandum of understanding. This collab-
oration is proof that BAWASLU now wants to take
a more proactive stance, collaborating to monitor
social media hate speech in vulnerable locations
known for abundant hate incidents, both online and
offline.

Raising the issue of hate speech to Meta We
have also advocated our results to Meta, which
resulted in talks between Monash University In-
donesia and the team at Meta. Particularly, they are
interested on how we can collaborate to mitigate
hate speech in the upcoming regional elections in
Indonesia, where hate speech is predicted to spike
again.

Increasing awareness and educating the masses
on hate speech Our hate speech dashboard has
garnered significant attention, with coverage from

32 national media outlets, including high-traffic
media outlets like Kompas.com. This widespread
media coverage has played a role in enhancing pub-
lic awareness about the prevalence of hate speech in
Indonesia. For quantifiable proof, we also checked
the visit count and page view count where our dash-
board went live. On 11th February 2024, a day be-
fore the dashboard’s official release on AJI’s home-
page, we recorded 332 visits and 2,226 page views.
The subsequent day, these numbers surged, with
visits doubling to 667 and page views escalating to
5,045. The interest peaked on February 13, 2024
(the day before the presidential election), with 701
visits and a remarkable 15,545 page views. The
high page view count also indicates a significant
interest from visitors who are keen to understand
more about the situation of hate speech in Indone-
sia.

Ethical Consideration

Weighing the Pros and Cons of monitoring hate
speech Hate speech has continued to thrive in
online social media platforms. However, tools to
combat them effectively are still capable of im-
provements. Hate speech is a complex issue be-
cause it involves human emotions and biases, thus
it cannot be solved correctly by relying only upon a
machine solution. Of course, one extreme solution
always exists, to remove any text that mentions any
vulnerable groups; but this type of action can only
end up hurting everyone and further marginalizing
the already vulnerable groups. The phenomenon
of hate speech not only poses a threat but also an
opportunity to learn why it exists and how it can
be mitigated or treated. The benefits of having a
monitoring tool for this issue far outweigh the draw-
backs of not having one, as it can be used to inform
citizens, track the trend of hate speech, quantify the
severity, and provide insights on how to mitigate it
correctly.

Protection of the authors of the used data Our
dashboard only reports on the statistics of the data,
without any leak on who the original author of the
data is. This act ensures that no authors can be
traced and is protected.

Consideration of misuse Potential misuse of our
dashboard, such as by malicious groups gauging
their success, is deemed non-concerning as such
groups do not require a monitoring tool for this
purpose.
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A Keywords Used for Scraping

cina, china, tionghoa, chinese, cokin, cindo, chindo, shia, syiah, syia, ahmadiyya, ahmadiyah, ahmadiya,
ahmadiyyah, transgender, queer, bisexual, bisex, gay, lesbian, lesbong, gangguan jiwa, gangguan mental,
lgbt, eljibiti, lgbtq+, lghdtv+, katolik, khatolik, kristen, kris10, kr1st3n, buta, tuli, bisu, budek, conge,
idiot, autis, orang gila, orgil, gila, gendut, cacat, odgj, zionis, israel, jewish, jew, yahudi, joo, anti-christ,
anti kristus, anti christ, netanyahu, setanyahu, bangsa pengecut, is ra hell, rohingya, pengungsi, imigran,
sakit jiwa, tuna netra, tuna rungu, sinting.

B Static 15 Few-shot Prompts

Figure 10: The Targeted Groups Page

The fifteen texts and annotations were chosen by the author manually. The order of prompt appearance
is randomized using an integer seed of 42. The prompts contain 8 positive examples and 7 negative
examples.
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