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Abstract

It is well-known that language models are bi-
ased; they have patchy knowledge of coun-
tries and cultures that are poorly represented
in their training data. We introduce CAVA, a
visualization tool for identifying and analyz-
ing country-specific biases in language mod-
els. Our tool allows users to identify whether a
language model successfully captures the per-
spectives of people of different nationalities.
The tool supports analysis of both longform
and multiple-choice model responses and com-
parisons between models. Our open-source
code easily allows users to upload any country-
based language model generations they wish
to analyze. To showcase CAVA’s efficacy, we
present a case study analyzing how several
popular language models answer survey ques-
tions from the World Values Survey.

1 Introduction

There is a growing body of work on understand-
ing the biases encoded in large language models
(LLMs). In particular, researchers have striven to
measure the culture- and country-specific compe-
tencies of LLMs (AlKhamissi et al., 2024; Bhatt
and Diaz, 2024), and how they represent sub-
jective country-specific opinions (Durmus et al.,
2023). In this system demonstration, we present
a web app tool that facilitates research on country-
based differences in LLM abilities.

CAVA 1 2 3 presents a novel method to visualize
and interact with the cultural values expressed by
an LLM with a map-based interface. There is a
range of tools that allows users to evaluate the de-
gree of cultural alignment between an LLM and a
country with techniques such as performance met-

*Carnegie Mellon University
†Denotes equal contribution
1Visit CAVA at https://cavatool.com
2Video demo of CAVA at https://youtu.be/75v1Sbz7wrM
3Project Repo: https://github.com/ngiulian/CAVA

rics, identification and location of keywords, visu-
alization of the distribution of answers, and per-
forming cross-model comparisons. CAVA’s design
allows for the easy addition of models and ques-
tions, making it adaptable for specific use cases.

The aim of CAVA is to empower researchers
and the general public to better understand the cul-
tural trends and alignment of LLMs with an in-
tuitive and adaptable interface. Using CAVA, we
conducted a case study on the religious beliefs of
LLMs and discovered notable patterns of behavior
in popular LLMs. We hope that future users can
glean additional insights into similarly impactful
topics.

2 Related Work

A prevalent approach in current research to assess
the cultural alignment of LLMs involves utilizing
established frameworks or surveys such as Hofst-
ede’s cultural dimensions (Hofstede et al., 2014)
or the World Values Survey (WVS) (Haerpfer
et al., 2020). This method typically involves em-
ploying prompt engineering to instruct LLMs to
simulate personas from specific countries and then
have them respond to the framework or survey.
The answers are then compared to the ground truth
to quantify the cultural alignment of LLMs and re-
veal their cultural biases.

This section reviews work that employs Hofst-
ede’s cultural dimensions. Masoud et al. (2024)
observed that while all LLMs struggle to accu-
rately reflect cultural values, GPT-4 demonstrated
a stronger understanding of cultural dimensions
compared to GPT-3.5 and Llama2 when adapted
to specific personas. Kharchenko et al. (2024) ob-
served similar struggles, but showed LLMs are
generally capable of grouping countries on each
side of a cultural dimension and demonstrated
that there is no clear correlation between a lan-
guage’s online presence and the cultural alignment
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of the country that uses it. In another study, Cao
et al. (2023) highlighted how English prompts flat-
ten out cultural differences and bias them towards
American culture.

As for work that employs the WVS, Tao et al.
(2024) demonstrated five OpenAI LLMs exhibit
cultural values aligned with English-speaking
Protestant European countries. AlKhamissi et al.
(2024) revealed cultural misalignment is exacer-
bated for underrepresented personas and culturally
sensitive topics. Arora et al. (2023) supports these
findings albeit with mBERT, XLM, and XLM-R.

Various benchmarks have been introduced to
evaluate the cultural alignment of LLMs. CDE-
Val (Wang et al., 2024) is based on Hofstede’s
cultural dimensions. WorldValuesBench (Zhao
et al., 2024) and GlobalOpinionQA (Durmus et al.,
2023), which comes with a map-based visualiza-
tion, are based on the WVS and Pew Global At-
titudes Survey (PEW). Regional variants of the
WVS such as the European Values Survey (EVS)
and Chinese Values Survey are also other com-
monly used surveys for evaluating LLMs in this
regards (Liu et al., 2024).

3 Description of System

CAVA is a web app centered around an interactive
world map displaying an LLM’s responses to sur-
vey questions when it is asked to take on the per-
sona of an individual from each country 4. It con-
sists of two main modes for visualizing the survey
results. In the standard mode, countries are col-
ored based upon the type of analysis a user is in-
terested in, such as the degree of alignment with
ground truth answers (if available), sentiment of
the response, or the presence of keywords of inter-
est. In the comparison mode, countries are col-
ored based upon the differences in two models’ re-
sponses. Both modes support comparisons across
multiple prompt verbalizations and generated sam-
ples. The following sections details how CAVA’s
features enable this analysis.

3.1 Features in Standard Mode
Standard mode allows users to select a model and
topic to analyze. By default, countries on the map
are colored by the model’s response to the given
survey question. An interactive sidebar allows

4CAVA utilizes GeoJSON objects from Natural Earth to
define countries. Consequently, we adopt their disclaimer:
Natural Earth Vector draws boundaries of countries according
to de facto status.

users to further analyze model responses along
several different axes, each with a distinct visu-
alization of the model responses. The following
sections detail each feature.

Predicted labels. The Classification tab allows a
user to color the map based on the response given
to the classification prompt. They simply choose
the prompt version that they want to color by and
the popup for each country is re-colored based on
the response the model gave to the prompt. A
legend showing which color corresponds to each
class is shown in the bottom right of the map.
Moreover, the sidebar also contain a bar chart with
the distribution over all the classes for every coun-
try.

Figure 1: Classification tab showing how the map is
colored by a country’s response to the classification
prompt and the overall distribution

Prediction correctness. For questions where a
ground truth is available (for example, the ques-
tions’ posed to the LLM match real survey ques-
tions), CAVA can display how close an LLM’s re-
sponses are to real world answers using the imple-
mented metrics which are detailed below. Users
can select a metric they are interested in and the
countries are recolored on a color gradient. For ex-
isting metrics, red indicates poor alignment score
and black indicates good alignment score. Coun-
tries without a ground truth distribution remain
white. The countries are also sorted in the tab with
the most aligned countries at the top.

The metrics we used for evaluation are stan-
dard in the space of measuring cultural alignment
through multiple choice questions. Specifically
we implemented the hard and soft metrics de-
scribed by (AlKhamissi et al., 2024). The hard
metric corresponds to the plain accuracy and for a
given topic and country can be expressed as

Hŷ,Y =
1

|Y |
∑

y∈Y
1{ŷ=y}
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Figure 2: The Evaluation tab which can be used for
visualizing geographically where the model responses
aligned well with the ground truth

where ŷ is the response the model gave and Y
is the set of all responses that people from that
country gave for the topic. Because most of the
questions in the WVS are on an ordinal scale it
makes sense to have a metric that rewards an-
swers that “close" to the ground truth even if the
two responses are not identical. The soft met-
ric achieves this by measuring how far apart the
model response and response from the person com-
pleting the survey are. Suppose for a given ques-
tion, the model outputted ŷ, the set of ground truth
responses is Y , and the set of all possible answers
to the question is Q. The soft metric can be ex-
pressed as

Sŷ,Y =
1

|Y |
∑

y∈Y
(1− ϵ(ŷ, y))

where

ϵ(ŷ, y) =

{
1{ŷ ̸=y} if question is not ordinal
|ŷ−y|
|Q|−1 otherwise

We can see that the CAVA makes visualizing align-
ment to the ground truth distribution with respect
to either metric very easy. Additional metrics can
also be added by future users.

Sentiment analysis. The Sentiment Analysis
tab allows a user to color the map based on the
overall sentiment of the open-ended response for
each country. The sentiment scores were com-
puted using a multilingual XLM-roBERTa-base
model fine tuned for sentiment analysis model
(Barbieri et al., 2022). The countries are colored
on a color gradient with green being positive, yel-
low being neutral, and red being negative. The
tab also includes a list of the five countries with
the highest and lowest sentiment score for each as
well as a bar graph of the overall distribution of
sentiment scores.

Figure 3: Sentiment tab showing how the map is col-
ored by the sentiment of the open ended response as
well as the other sentiment analysis statistics in the side-
bar

Keyword search. The Keyword Search feature
allows a user to search for a particular word of in-
terest that they expect to appear in the open ended
responses. When the user searches for a word, a
new layer is added to the map in the menu called
“Keywords” in the top right corner. Upon select-
ing on the layer corresponding to this new word,
countries with open ended responses that contain
this keyword will be highlighted. Moreover, the
keyword will now be bold anywhere in the popup.
Note that keyword search is implemented with a
prefix matching regular expression so any word
that contains the keyword as a prefix will be found.

Figure 4: Keyword Search tab demonstrating how a
new layer in the map is created for each keyword
searched

Distinctive words. Term Frequency-Inverse
Document Frequency (TF-IDF) is a technique
to measure the importance of a given word to a
document. We leveraged this technique to help
users identify important words in an open ended
response. For a given topic, we considered each
country’s open-ended response to be a “docu-
ment” and all of these documents together to be
the “corpus”. In the TF-IDF tab, the user simply
selects a threshold and all words with TF-IDF
score above the threshold will now be underlined
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in the response. Note that a higher threshold will
result in fewer words being selected. Countries
will be listed in the sidebar in alphabetically order
along with their selected words. A country’s name
can be clicked on and the corresponding popup
will open.

(a) Selected Words (b) Country Popup

Figure 5: Examples of how the TF-IDF feature can be
used to identiy important keywords for each country
and how they get underlined in the responses

3.2 Comparison Mode
In comparison mode, users select two LLMs that
they want to compare on a given topic. The coun-
tries are colored according the extent of disagree-
ment between two model responses with large dis-
agreement signified by red and agreement signi-
fied by white. Country popups in the map show
the prompt and each model’s response to it.

4 Analyzing Cultural Competencies

To showcase how CAVA can be used to assist
in analysis of LLMs’ cultural competencies, we
posed 25 questions from the World Values Survey
to seven models and visualized the results.

4.1 Method
World Values Survey. The World Values Sur-
vey is a global effort to regularly survey the val-
ues and beliefs of the inhabitants of countries and
territories across the world. We leveraged Wave 7
of World Values Survey (WVS) (Haerpfer et al.,
2020), which consists of nearly 290 questions
asked to citizens of 66 countries from the years
2017–2022. The questions assess the social, po-
litical, economic, religious and cultural values of
each nation. From the full survey, we chose 25
questions which cover a diverse array of topics.
The vast majority of questions involve Likert-scale
responses, e.g. with participants choosing from op-
tions ranging between “Very important” and “Not

at all important.” In accordance with the WVS, we
also include “Don’t know” as an option.

Prompt design. Each prompt consists of a pre-
fix detailing the persona the language model
should adopt when answering the question, fol-
lowed by the actual questions the language model
should answer. We use the following prefix:

Assume you are an average citizen living in {COUNTRY}.
You have lived here your whole life and your cultural be-
liefs mirror the most frequent beliefs held by those living
in {COUNTRY}.

We then use chain-of-thought prompting to
have each language model first give a textual ex-
planation of how they would answer the question,
and then conditioned on this explanation, predict
one of the options, as they appear on the real sur-
vey. Chain-of-thought prompting, where a lan-
guage model is first asked to explain its reason-
ing process before it gives an answer, has been
shown to improve the correctness and consistency
of model responses (Wei et al., 2022). More-
over, this technique allows us to take advantage of
CAVA’s functions for analyzing both open-ended
text responses and class label predictions. Exam-
ples of both prompts are shown below:

Q1: Open-ended
Assume you are an average citizen living in Aruba. You
have lived here your whole life and your cultural beliefs
mirror the most frequent beliefs held by those living in
Aruba. You will be given a pair of questions to answer.
Please answer in a way that is consistent with the identity
described above. Your response will be viewed by others.
You must aim to convince the viewer that your response
was given by an individual that fits the description of the
persona mentioned above.

Question 1:
In at most four sentences: Indicate how important religion
is in your life.

Q2: Classification
Based on your previous answer, answer the following ques-
tion.
Question 2: Indicate how important religion is in your life.
Would you say it is
Options:
1. Very important
2. Rather important
3. Not very important
4. Not at all important
5. Don’t Know
Select exactly one option. Respond with only the number
of the option and nothing else.

Varying the prompt. Language model re-
sponses can vary greatly based on seemingly
inconsequential changes to the prompt (Gonen
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Model Name µ-Soft metric µ-Hard metric

gpt-3.5-turbo 0.765 0.362
gpt-4-turbo 0.775 0.382
gpt-4o 0.785 0.377
Llama-2-70b 0.679 0.258
Llama-3-70b 0.762 0.365
Mixtral-8x22B 0.788 0.374
Qwen1.5-72B 0.777 0.333

Table 1: Mean Soft and Hard Metric highlight perfor-
mance of each model across all WVS questions and
countries (higher is better). Mixtral, gpt-4o, and gpt-4-
turbo have the closest alignment with human responses,
across both metrics. Llama-2 trails behind the other
models, possibly due to its bias toward selecting "I
don’t know." Bold is best, underline is second best.

et al., 2023). CAVA supports comparing responses
across several prompt verbalizations. For our
case study, we prompted each model with three
slightly different versions of the open-ended ques-
tion shown above. We preface each question with
either “In at most four sentences”, “Summarize
very briefly”, or “Please respond succinctly.” For
each version, we generated the open-ended re-
sponse and then conditioned on this to get the re-
sponse to the classification question. For analysis
on the alignment of answers between prompts, see
Appendix A.

Models. We include a mixture of closed-
source and open-weight models in our study:
gpt-3.5-turbo, gpt-4-turbo, gpt-4o,
Llama-2-70b-chat-hf, Llama-3-70b-chat-hf,
Mixtral-8x22B-Instruct-v0.1, and Qwen1.5
72B-Chat. We included Qwen, which was
trained on mostly Chinese, to try and understand
how cultural alignment is affected by the dom-
inant language of a model’s training data. For
Qwen, prompts were translated from English
to Chinese with the Google Translate API. All
models were used in a zero-shot manner without
finetuning. All the generations were done with
temperature=0.7 and top_p=0.7. Table 1 uses
the metrics described in Section 3.1 as a means to
quantify the degree of cultural alignment for each
model across the WVS questions selected.

4.2 Case Study

Let us take a deep dive into two of the questions,
Q6 and Q170, to understand how CAVA can unveil
interesting insights. Both these questions help us
understand how LLMs encode perspectives on re-
ligion. Paraphrased, the questions are:

Q6 How important is religion in your life?
Q170 How much do you agree with the statement:

The only acceptable religion is my religion.

Comparison mode shows gaps between models.
When prompted to answer Q170 on a scale from
1 (“Strongly Agree") to 4 (“Strongly Disagree")
and 5 being “Don’t Know" (WVS 170), we ob-
served interesting patterns of agreement/disagree-
ment between GPT-4o and Llama-3 5 in various
geographic regions, as shown in Figure 6. In
CAVA’s comparison mode, the shade of a country
ranges from red (disagreement) to white (perfect
agreement) between model predictions.

We generally observed high levels of agree-
ment for Western nations, such as Canada, the
United States, and the majority of Europe. For
these countries, in cases where the two mod-
els answered differently, their responses typi-
cally fell on the same side of the scale, e.g.
one answering “Strongly Agree" and the other
“Agree". In contrast, for much of northern
Africa and the Middle East, there is signif-
icant disagreement as oftentimes GPT-4o an-
swered "Agree"/"Strongly Agree" and Llama-3
answered "Disagree"/"Strongly Disagree" or vice
versa. It is also interesting to note that not all
pairs of models exhibit such disagreement. For
example, Mixtral-8x22B-Instruct-v0.1 and
Qwen1.5-72B-Chat’s responses to Q170 were
identical in all but six countries.

Figure 7: Predominantly Muslim countries surface
when searching for the keyword “Allah" in Llama-3’s
open generations in response to WVS Q170.

TF-IDF and Search surface important con-
cepts. Used in conjunction, the TF-IDF and
Search features allow users to discover keywords
and identify which country’s open responses they
appear in. In LLama-3’s open-ended responses to
Q170, we observed that the word "Allah" appears

5LLaMA-3 Chat (70B)
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Figure 6: The level of disagreement between GPT-4o and Llama-3 when responding to the statement "The only
acceptable religion is my religion". A country’s color ranges from white, indicating perfect agreement, to red,
indicating perfect disagreement where two models have answers at the end of the spectrum.

on the list of words with a TF-IDF score greater
than 0.2. By searching for the keyword "Allah" in
the responses, we saw that predominantly Muslim-
majority countries are highlighted (seen in Fig-
ure 7), suggesting that Llama-3 employs "Allah"
frequently for these countries. We could then run
keyword search for the other models and observe,
for example, that the OpenAI models only use "Al-
lah” for at most 4 countries.

Figure 8: GPT-3.5-turbo responds “Very Important"
for nearly every country (shown in red) when prompted
to “Indicate how important religion is in your life"
(WVS Q6), similar to all other models in CAVA.

Exploring trends in predicted labels. When
considering the distribution of the responses to Q6
on a scale from 1 ("Very Important") to 4 ("Not at
all Important"), the Classification tab shows that
all models overwhelmingly respond with "Very
Important" across all prompts variants. Only a

handful of countries in Europe were labeled with
"Not at all important." GPT-3.5’s distribution and
world map (Figure 8) is an archetypal example
of this behavior. The Correctness tab allowed us
to explore these patterns further and observe that
predictions for African countries tend to be very
aligned with the ground truth, and predictions for
North and South America were very unaligned.

5 Conclusion and Discussion

This paper introduces CAVA, a novel tool for visu-
alizing the cultural competencies of LLMs across
the dimension of geographic locales. As shown in
our preliminary study with World Values Surveys
questions, CAVA is able to surface cultural and ge-
ographic trends which may not be apparent when
looking at this data in only a tabular form. We in-
vite researchers and the broader public to discover
further cultural insights with CAVA and utilize it
for their own research research questions.

Future work could include adapting CAVA to
be a continual benchmark for closed source mod-
els, documenting changes in capabilities over time
(Chen et al., 2023). We would also like to provide
support for analyzing the interaction between mul-
tilingual capabilities and cultural competencies—
adding support for country-specific prompts that
are in the modal language for each country.
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6 Limitations and Ethical Considerations

There are several limitations to our work. Firstly,
we utilized Wave 7 of WVS, which had data col-
lected from 2017-2022 (Haerpfer et al., 2020).
Consequently, there may be a disconnect between
the performance of LLMs on specific WVS ques-
tions, since the some LLMs have a knowledge cut-
off after the end of data collection and produce
generations referencing events respondents may
not have experienced. This limitation extends to
all recent papers that utilize the WVS. Second, the
WVS outcomes (and web pages discussing these
outcomes) may be present in the training data
of certain LLMs, which could influence their re-
sponses. For example, in one of Mixtral’s open-
ended generation for Q54 of the WVS for France,
the model references the content of WVS ques-
tions “MENA_25” and “MENA_26F”. In addition,
for Qwen, there were errors in machine translation
which we only noticed after doing all generations.

There are significant ethical considerations
around any attempt to capture the perspective of an
entire country in a single open-ended text response
or classification. Moreover, while for some coun-
tries we are able to compare models’ predicted
class labels against the results from the World Val-
ues Survey, for many countries, no groundtruth
data exists. And for the open-ended text genera-
tions, we can only offer analyses such as TF-IDF
and cross-model comparisons; without performing
human evaluation, we have no ability to assess the
validity of any of the generations.
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WVS ID Open Ended Prompt

6 Indicate how important religion is in your life.
27 Consider the following statement and tell me how strongly you agree or disagree.

One of my main goals in life has been to make my parents proud.
37 How would you feel about the following statement? It is a duty towards society to

have children.
44 I’m going to read out a change in our way of life that might take place in the near

future. Please tell me, if it were to happen, what would be your opinion? More
emphasis on the development of technology.

51 In the last 12 months, how often have your or your family gone without enough food
to eat?

53 In the last 12 months, how often have your or your family gone without medicine or
medical treatment that you needed?

54 In the last 12 months, how often have your or your family gone without a cash in-
come?

59 I’d like to ask you how much you trust people from this group. Could you tell me
whether you trust people from this group? Your neighborhood.

69 I am going to name an organization. Could you tell me how much confidence you
have in it: The police.

71 I am going to name an organization. Could you tell me how much confidence you
have in it: The government.

135 How frequently does the following occur in your neighborhood? Racist behavior.
138 How frequently does the following occur in your neighborhood? Sexual harassment.
146 To what degree are you worried about the following situation? A war involving my

country
148 To what degree are you worried about the following situation? A civil war.
154 What are the most important political issues facing society?
170 Please tell us if your opinion on the following statement. The only acceptable religion

is my religion.
172 Apart from weddings and funerals, about how often do you pray?
178 Please tell me whether you think the following action be justified. Avoiding a fare on

public transport
184 Please tell me whether you think the following action be justified. Abortion
190 Please tell me whether you think the following action be justified. Parents beating

children
196 What do you think of your country’s government doing the following- Keep people

under video surveillance in public areas
197 What do you think of your country’s government doing the following- Monitor all

e-mails and any other information exchanged on the Internet
235 I’m going to describe a political system and ask what you think about it as a way

of governing this country. Having a strong leader who does not have to bother with
parliament and elections

238 I’m going to describe a political system and ask what you think about it as a way of
governing this country. Having a democratic political system

252 How satisfied are you with how the political system is functioning in your country
these days?

Table 3: The questions in WVS tend to be closed—respondents rate their beliefs and attitudes on a spectrum of
options. To elicit open-ended answers for each WVS question, we used the prompts shown here.
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