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Abstract

Large Language Models (LLMs) are increas-
ingly integrated into diverse applications (Kad-
dour et al., 2023). The rapid evolution of
LLMs presents opportunities for developers to
enhance applications continuously. However,
this constant adaptation can also lead to per-
formance regressions during model migrations.
While several interactive tools have been pro-
posed to streamline the complexity of prompt
engineering, few address the specific require-
ments of regression testing for LLM Migrations
(Ma et al., 2024). To bridge this gap, we in-
troduce RETAIN (REgression Testing guided
LLM migrAtIoN), a tool designed explicitly
for regression testing in LLM Migrations. RE-
TAIN comprises two key components: an in-
teractive interface tailored to regression testing
needs during LLM migrations, and an error
discovery module that facilitates understand-
ing of differences in model behaviors. The er-
ror discovery module generates textual descrip-
tions of various errors or differences between
model outputs, providing actionable insights
for prompt refinement. Our automatic evalu-
ation and empirical user studies demonstrate
that RETAIN, when compared to manual eval-
uation, enabled participants to identify twice as
many errors, facilitated experimentation with
75% more prompts, and achieves 12% higher
metric scores in a given time frame.

1 Introduction

Large Language Models (LLMs) have demon-
strated proficiency in executing a wide array of
complex tasks (Achiam et al., 2023; et al., 2024),
which previously necessitated custom fine-tuned
models. This capability has made the integration
of LLMs into applications increasingly attractive,
as it significantly reduces the costs associated
with developing models from scratch. However,
for LLMs to effectively perform these complex

∗Work done as intern at Adobe.

Figure 1: Regression Testing for Prompting LLMs. The
process involves: (1) input dataset, (2) initial prompt, (3)
data slicing algorithm to identify behavioral differences
(regressions) across models, and (4) prompt refinement
to address identified regressions.

tasks, careful prompt design is crucial (Brown
et al., 2020; Wei et al., 2022). Prompt engineering
is an unstructured process that involves crafting
instructions within the prompt or curating a set of
in-context examples (Khattab et al., 2022). These
design choices are often highly specific to the
particular model being prompted.

The rapidly evolving landscape of LLMs, com-
pels application developers to continually update
to newer versions to maintain optimal performance.
Moreover, applications utilizing LLM APIs often
face forced transitions as older models are depre-
cated and discontinued1. This creates a recurring
challenge of re-engineering prompts for different
LLMs to achieve the same task and maintain consis-
tent model behavior, a process we define as LLM
migration.

Migrations to newer LLMs are difficult due to

1https://platform.openai.com/docs/deprecations
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model regressions (Ma et al., 2024), necessitat-
ing the development of custom tools for analyzing
discrepancies in model behaviors. Such regres-
sion tests must focus both on pattern discovery for
errors and systematic failure validation (Cabrera
et al., 2023; Ma et al., 2024). These patterns can
generally be encoded as a subgroup or “slice" of
model outputs, with a corresponding metric that
characterizes the observed behavior, and are often
discovered in an iterative and manual manner by
prompt developers (Shankar et al., 2024).

Figure 1 illustrates a high-level regression test-
ing process for prompting, drawing parallels with
software engineering techniques. The main chal-
lenge in regression testing based prompting, is to
design a systematic method of identifying regres-
sions. While numerous tools and frameworks have
been developed to assist in prompt engineering,
ranging from interactive platforms (Wu et al., 2022;
Arawjo et al., 2024; Cabrera et al., 2023) to auto-
mated systems (Khattab et al., 2023; Zhou et al.,
2022), few address the specific needs of regres-
sion testing in prompting. Existing tools often lack
support for data slicing (Figure 1), which requires
manual inspection to identify regressions and group
data points into slices. Furthermore, current tools
provide insufficient support for analyzing model
behaviors at various granularities.

To bridge this gap, we propose RETAIN
(REgression Testing guided LLM migrAtIoN) - de-
signed explicitly for regression testing in prompting
and enables flexible analysis of model behaviors
at various granularities. RETAIN aims to reduce
the effort required in identifying regressions by
automatically detecting differences in model be-
haviors across different data subsets (§4.4). Our
tool features an interactive interface supporting the
analysis of various prompt iterations across mul-
tiple granularity levels: aggregate metric scores,
distribution analysis of metric scores, and side-
by-side comparisons at the instance level (§4.3).
Furthermore, RETAIN integrates prompt updating
capabilities, making it a self-contained solution for
the entire prompting process. Through user stud-
ies, we demonstrate that RETAIN, compared to
manual prompting approaches, aids users in iden-
tifying twice as many errors, facilitates iteration
over 75% more prompts, and achieves 12% higher
metric scores in a given time frame.

2 Related Work

2.1 Prompting tools

Prompting has emerged as new paradigm (Liu et al.,
2023) based on language models that model the
probability of text directly. To effectively lever-
age the pre-trained knowledge of large language
models (LLMs), carefully designed prompts are
required (Wei et al., 2022). To facilitate analyzing
and experimenting with different prompts several
commercial prompting tools and libraries, such
as Promptify (Pal, 2022), Lang Chain (Langchain,
2023) and Guidance (AI, 2023) have been devel-
oped. Several interactive prompting tools like Stro-
belt et al. (2022); Mishra et al. (2023); Wu et al.
(2022) aim to reduce the workload in experiment-
ing with several prompts. Tools like Zeno (Cabrera
et al., 2023) provide support for analysing models
performance on different data slices but are limited
to only datasets that contain meta-data, which is
often not available for majority NLP tasks. A new
emergent area involves automatic prompt engineer-
ing techniques (Khattab et al., 2023; Yuksekgonul
et al., 2024) which aim to treat the prompting pro-
cess as an optimization task.

2.2 Exploratory Analysis and Automated
Discovery

Automatic pattern discovery is a well studied prob-
lem with several classical methods in ML (Man-
ning and Schutze, 1999) such as topic modeling
(Blei et al., 2003) to extract major topical variations.
Our task is different from these traditional settings
as it requires error discoveries in the form of nat-
ural language predicates, which are interpretable
and can express abstract concepts. Several works
like Zhong et al. (2023); Wang et al. (2023); Zhong
et al. (2022) show that LLMs are capable of ex-
tracting distributional differences between two text
corpora. We leverage these ideas for building our
data slicing module (Figure 2-D).

3 User Challenges in Regression Testing
for LLM Migrations

To understand users’ workflows in regression test-
ing for LLM Migrations, we conducted a formative
study and collaborative design process, adapted
from the methodology described in (Zhang et al.,
2022). Our study included semi-structured inter-
views with researchers and engineers, focusing on
their experiences in LLM Migrations.
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Figure 2: RETAIN comprises of three main Panels: Metric Panel, Data Panel, and Error Analysis Panel. It features
three pages (A) designed for various prompt engineering tasks, (B) Users can set metrics, (C) compare model
outputs through charts and side-by-side comparisons, and (D) conduct in-depth analysis of failure cases using the
error discovery module. Additionally, users can define LLM assertions to evaluate outputs across different prompts.
(E)

Our findings revealed several key challenges:
difficulty in identifying differences in model out-
puts (regressions), struggle to understand causes of
variations in metric scores, and lack of systematic
tracking for the effects of prompt edits on model
outputs. In cases of migrations, ensuring consistent
LLM behavior is critical, underscoring the impor-
tance of regression testing. Based on these insights,
we identified three primary design goals:

• DG1: Develop methods to automatically iden-
tify behavioral changes across prompts or
models, and intelligently suggest data slices,
especially when metadata is unavailable.

• DG2: Provide tools for examining LLM be-
havior at various levels, from aggregate met-
rics to individual instance comparisons, sup-
porting diverse analytical needs.

• DG3: Integrate capabilities for systematic
tracking and analysis of prompt modifications,
enabling users to iterate and improve prompts
based on regression testing results.

4 System

In this section, we demonstrate RETAIN using a
scenario where a researcher or engineer utilizes

our tool for LLM migration in the task of prompt
migration (Ma et al., 2024) for a summarization
task (Hermann et al., 2015). The user is migrat-
ing a prompt optimized for gpt3.5-turbo-16k to
Llama-3-8b. It’s important to note that RETAIN
is versatile and applicable to any prompt engineer-
ing setup. The user initiates the process by creat-
ing a simple declarative configuration file (detailed
in Appendix §A). This file contains essential in-
formation such as model names, access keys, ini-
tial prompts, metrics, and test data (Promptfoo,
2023). With this configuration in place, the user
can launch the RETAIN tool. For implementation
details, readers are directed to Appendix A.

4.1 Pages
RETAIN consists of three tabs: (1) Eval, (2)
Prompts, and (3) Runs (Figure 2-A). The Eval
Page comprises three key panels: (i) Metric
Panel, (ii) Data Panel, and (iii) Error Analysis
Panel. The Prompts page (Figure 6) displays the
model’s prompt, which in this case is the prompt
for Llama-3-8B model. For the task of migra-
tion, the user begins with the same prompt as
gpt3.5-turbo and iteratively refines it to optimize
the Llama prompt, aiming to achieve behavior com-
parable to gpt3.5-turbo. The Runs page (Fig-
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ure 7) offers a tabular view of the metric scores for
both models. This structure is designed to provide
a comprehensive overview of the prompt engineer-
ing process, offering users a bird’s-eye view of the
entire migration workflow.

4.2 Metrics Panel
The Metrics Panel displays all user-defined met-
rics from the configuration file within the Metrics
Card’s variables toggle (Figure 2-B). To address
the challenge of non-determinism in LLM regres-
sion testing (Ma et al., 2024), we introduce the
concept of Metric Tolerance. This feature is analo-
gous to confidence intervals in hypothesis testing
and represents the acceptable margin of difference
between two metric scores for them to be consid-
ered equivalent. The panel features a dropdown
menu for filtering the data table to display only
test data points where metric score differences ex-
ceed the set tolerance. This enables users to focus
on discrepancies between model outputs, aiding in
efficient analysis and debugging.

4.3 Data Panel
The Data Panel (Figure 2-C) consists of aggregate-
level visualizations and instance-level side-by-side
comparisons (DG2)

Visualizations The panel incorporates three visu-
alizations to facilitate model analysis. First, the Ag-
gregate Metric Score Chart provides a performance
summary. However, recognizing that aggregate
scores may not fully capture model behavior (Cabr-
era et al., 2023; Ribeiro et al., 2020), we include
additional visualizations. The Metric Score Distri-
bution Chart allows users to compare the distribu-
tion of metric scores between the models. Lastly,
the Regressions Chart (Promptfoo, 2023), designed
to address our goal of regression-based prompting.

Side-by-Side Comparisons To complement the
aggregate visualizations, we provide instance-level
comparisons through a side-by-side tabular inter-
face. This feature is crucial to identify specific
slices of interest and observe qualitative patterns
in model outputs (Kahng et al., 2024). By allow-
ing direct comparison of individual instances, users
can gain deeper insights into the model’s behavior.

4.4 Error Analysis Panel
A significant challenge in prompt engineering is un-
derstand why and where the model performs poorly
with respect to the given metrics (DG1). To address

Figure 3: Error Discovery Module Interaction. (A)
Users initiate error generation to identify discrepancies
among model outputs in the side-by-side comparison
table. (B) For errors of interest, users can employ the
support feature (D) to highlight specific model outputs
containing the selected error type. (C) The thumbs
up/down feature allows users to create or remove custom
LLM metrics based on error descriptions.

this, we introduce Goal-driven error discovery, de-
signed to streamline the error identification process
and facilitate targeted prompt refinements.

Goal-Driven Error Discovery Figure 3 shows
the various interactions with the module. Our er-
ror discovery module, inspired from Zhong et al.
(2022) and Zhong et al. (2023), aims to identify dis-
tributional differences between model outputs that
are relevant to user-defined goals. This approach
not only helps users understand why the model is
under performing on given metrics but also pro-
vides textual descriptions of errors, which can be
directly incorporated into subsequent prompt ed-
its. To help users identify the model outputs con-
taining a given error type, we employ a selector
module. The selector module highlights the model
outputs containing the specific error in the side-by-
side comparison tables. We implement two dis-
tinct pipelines for these tasks. For building the
goal-oriented error discovery, we prompt (Table 3)
GPT-4 to identify differences between the groups
of outputs of the two models for a given goal. For
the selector module for every model output, we
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prompt (Table 4) GPT-3.5 to classify whether the
outputs contains the given error or not. Additional
implementation details in Appendix B.

Defining LLM Assertions Shankar et al. (2024)
emphasize the importance of LLM assertions in
detecting data quality errors made by language
models. Building on this concept and Zheng et al.
(2024), we enable users to define custom LLM-
based metrics that specifically evaluate errors of
interest. Users can create these metrics by clicking
on the thumbs-up icon (Figure 3-C) associated with
a particular error description. In formulating these
metrics, we incorporate the error descriptions to
ensure relevance and specificity. Additional imple-
mentation details and we adopt the prompts from
Kim et al. (2024) for this task.

4.5 Features for Iterative Prompt Engineering

To support the iterative nature of prompt engineer-
ing (DG3), we offer several additional features.
The View Runs feature in the Data Panel (Figure 2)
enables users to track and compare performance
across different prompt versions. The Define Seg-
ments feature helps users define custom data slices
and persist them across runs (DG2), addressing the
need for fine-grained performance analysis identi-
fied in our formative studies. Users can customize
which model outputs are displayed in the side-by-
side comparison tables. This feature, combined
with the error discovery module, allows for detailed
analysis of how prompt edits affect model behavior
across subgroups of data for different versions.

5 Evaluations

To evaluate our system comprehensively, we em-
ploy two approaches: (1) an automatic evaluation
(§5.1) to assess the accuracy of our LLM-based
error discovery method in detecting distributional
differences between model outputs, and (2) a user
study (§5.2) to compare RETAIN’s impact on the
prompt migration process against current practices.

5.1 Automatic Evaluations

The goal-oriented error discovery module is de-
signed to streamline the identification of differ-
ences between model outputs. Evaluating such
a system poses significant challenges due to the
unsupervised nature of error discovery and the ab-
sence of labelled data. To address this, we develop
a synthetic dataset to assess the system’s ability

to recover known differences between two artifi-
cially constructed corpora. This approach allows us
to quantitatively evaluate the effectiveness of our
error discovery mechanism in a controlled setting.

5.1.1 Dataset Generation and Metrics

We follow a methodology similar to Zhong et al.
(2023) to evaluate the error discovery module. We
employed a LLM to generate two corpora (A and
B) that differ along two dimensions: a goal-relevant
dimension and a distractor dimension. For example,
if the goal is to understand how Corpus A differs
from Corpus B in terms of topic, then we would
synthesize Corpus A to be on politics while Corpus
B on sports ( goal-relevant dimension being vary-
ing topic). Additionally, we would vary the corpus
on another dimension eg. writing style ( distractor
dimension). Corpus A would be more informal
while Corpus B would be formal. The system’s
task is to identify the goal-relevant dimension i.e.,
the topic. The process of generating the dataset
involves randomly sampling both dimensions from
a predefined set of attributes. Corpus A and B were
generated such that all samples incorporated the
distractor dimension, while a fixed percent of the
samples also incorporated the goal-relevant dimen-
sion. We synthesized 100 test data points to create
our evaluation dataset. For evaluation, we adopted
the metrics used by Zhong et al. (2023). We used
Error Relevance to assess the module’s effective-
ness in generating errors relevant to the gold error
type. To evaluate the selector module (Error Cover-
age), we employed precision and recall metrics to
evaluate the module’s ability to identify data points
in the corpora containing the given error type.

5.1.2 Performance Analysis

Table 1 shows how the goal-oriented error discov-
ery module significantly enhances the detection of
relevant errors, compared with a baseline prompt-
ing approach (see Appendix B for details). Regard-
ing the identification of data points with specific
errors, the system demonstrates higher precision
(0.69) compared to recall (0.38). This higher pre-
cision is particularly beneficial in our context, as
it ensures that the system highlights rows that are
highly likely to contain the error in question, reduc-
ing the burden on users by minimizing the number
of rows requiring manual inspection.
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Metric w/ goal w/o goal

Error Relevance 0.87 0.72
Error Coverage

- Precision 0.69 0.70
- Recall 0.38 0.36

Table 1: Performance Evaluation of Goal-Oriented Er-
ror Discovery. The incorporation of user-defined goals
substantially enhances the accuracy of error detection,
demonstrating the efficacy of our approach in identify-
ing relevant discrepancies between model outputs.

5.2 User Study

To evaluate RETAIN, we conducted a comprehen-
sive two-phase user study designed to assess two
critical aspects of our system across 12 participants
proficient in prompt engineering. This dual-phase
approach allows us to examine both the analytical
capabilities of RETAIN and its practical applica-
tion in real-world prompt engineering scenarios.

5.2.1 Phase 1: Error Identification Task

Phase 1 involved a within-subject study on error
identification. Participants had 15 minutes per set
to identify and note types of errors between two
model outputs. We created a dataset with manu-
ally injected errors based on a typical LLM error
taxonomy, validated by two independent NLP ex-
perts. Participants used both manual (Excel) and
RETAIN-assisted methods for error identification.
This design compared RETAIN’s efficiency and ac-
curacy against traditional methods in detecting and
categorizing LLM output discrepancies, aiming to
evaluate our system’s potential improvements in
error detection and classification.

5.2.2 Phase 2: End-to-End Prompt
Engineering Experience

Phase 2 used a between-subject design to evalu-
ate prompt engineering, focusing on performing
LLM Migrations. Participants had 15 minutes to
migrate a prompt optimized for gpt-35-turbo to
llama-3-8b. Group A used a standard jupyter
notebook, while Group B used RETAIN, allow-
ing comparison of RETAIN’s effectiveness against
traditional methods in prompt engineering. After
exploring RETAIN, participants completed a post-
screen survey using a 5-point Likert scale to assess
usability, functionality, utility, cognitive load, and
overall satisfaction.

Figure 4: BERTScore Progression Over Time. The solid
line is the average score while the shaded region is the
standard deviation. We can observe that using our tool
participants could achieve higher scores in lesser time.

Figure 5: Post-Study Psychometric Evaluation Results.
The x-axis labels are simplified for readability and the
full questions are available in Section §C.2.

5.2.3 Results
RETAIN significantly outperformed traditional
methods in regression testing guided prompt en-
gineering. It identified nearly twice as many er-
rors (165 vs 86) and covered more error categories
(2.56 vs 2.22 average). RETAIN-refined prompts
achieved higher BERT scores (0.704 vs 0.625) (Fig-
ure 5), improving scores by 25% compared to 12%
manually within the given timeframe. Users could
also experiment more with RETAIN (4.55 vs 2.6
prompt edits). Psychometric evaluation reinforced
these findings, with 76.04% positive responses and
83% intending frequent use. Users praised RE-
TAIN’s efficiency in data processing, component
analysis, and model comparison.

6 Conclusion

We present RETAIN- a tool for regression test-
ing guided LLM Migration. RETAIN comprises
of an interactive prompting interface tailored to
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regression testing needs, and an error discovery
module that facilitates understanding differences
in model outputs. The tools aims to help users in
understanding where and why models score poorly
on given metrics. Our user study indicated that
the tool enables users identify twice as many er-
rors, iterate with more prompt versions and achieve
a higher score on evaluation metrics within the
same time frame. We hope that our easy to setup,
self-contained tool will facilitate broader adoption
among those involved in LLM migration tasks.

7 Limitations

Our user study revealed several opportunities to
further enhance RETAIN’s analytical capabilities:

• On-the-Fly Metric Creation: Users expressed
a desire to create rule-based metrics during
analysis to deterministically catch specific er-
ror types. This could be implemented using
regex-based filtering, allowing for more flexi-
ble and immediate error detection.

• Prompt Edit Suggestions: Currently, RE-
TAIN doesn’t provide automated prompt edit
suggestions. Incorporating automatic prompt
engineering techniques, as demonstrated by
Khattab et al. (2023), could significantly ac-
celerate the prompt migration process.
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A Additional Details

Tool Implementation Details RETAIN is a
web-based application.The entire tool was imple-
mented using Python. For the user interface we
used Reflex2 while for the backend we made use of
Langchain and litellm to query the various LLMs.

# prompts...
prompts:

- "Summarize this document"
- "Summarize this document, concisely and profes-

sionally:"
# models...
providers:

- openai:gpt-35-turbo-16k
- meta-llama-3-8b

# tests cases
tests:

- vars:
document: "file://docs.txt"

assert:
- type: bleu

value: "Summary . . . "
- type: bertscore

value: "Summary . . . "

Table 2: Example of a configuration file used to setup
RETAIN.

B Error Discovery Implementation
Details

The goal-oriented approach has two prompts. The
prompt used for generating the errors is in Table 3
and for selecting the model outputs in Table 4. For
the generator prompt, it is possible that for some
instances all the model outputs might not fit into
one prompt, hence we construct multiple prompts
with different sets of samples so that GPT-4 can
“see” all the different model outputs. We set tem-
perature to be 0 for both the tasks. The baseline
(non-goal oriented approach) used the prompt de-
scribed in Table 5. For generating the synthetic
evaluation dataset, we use the following attributes
set topic, writing style, stance, language, format-
ting, and country and V was varied from 0.6 to 1.0.
We prompted GPT-4 to generate the outputs.

C User Study Details

C.1 Participant Recruitment

We recruited 12 participants for this study, each
with at least two years of experience in ML En-
gineering or prompt engineering with LLMs. All

2https://reflex.dev/

Given two groups of inputs ( Group A and Group B
) and a Question, your task is to identify differences
that make the groups different according to the specific
question. Each input in a group starts with the token
[ITEM].
Follow these guidelines:
1. Only generate differences that help answer the ques-
tion provided.
2. Only generate 4-5 words description for each differ-
ence.
3. Each difference description should start on a new
line.
4. Each difference should be unique and relevant to the
question provided.
5. If there are no differences that make the groups
different according to the question, output ’There are no
differences that make the groups different according to
the question provided’.
Group A: {{Corpus A}}
Group B: {{Corpus B}}
Question: goal
Compared to outputs in Group A, more outputs in Group
B

Table 3: Prompt used to generate the various errors as
part of the goal oriented error discovery module.

Given two groups of outputs ( Model A and Models B
) and a Question, your task is to identify textual differ-
ences that answer the specific question. Each output in
a model starts with the token [ITEM].
Follow these guidelines:
1. Only generate differences that help answer the ques-
tion provided.
2. Only generate 4-5 words description for each differ-
ence.
3. Each difference description should start on a new
line.
4. Each difference should be unique and should help
answer the question provided.
5. If there are no differences that make the groups
different according to the question, output ’There are no
differences that make the groups different according to
the question provided’.
Model A Outputs: {{Corpus A}}
Model B Outputs: {{Corpus B}}
Question: {{goal}}
To answer the question, we can see that, compared to
outputs from Model A, more outputs from Model B are

Table 4: Prompt used to select the various model outputs
which contain a given error type.

participants were ML Engineers or Research Sci-
entists from industrial settings, regularly working
with LLMs for task-oriented use cases. Recruit-
ment was conducted via an internal messaging ser-
vice, dissemintated to individuals who had no con-
flicting interest. Participants were selected based
on their expertise to ensure informed feedback on
the LLM Migration tool. All interviews were con-
ducted in person. Compensation included a single-
meal voucher or gift of equivalent value in Califor-
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Figure 6: Prompts Page: The user can edit/update the model prompts using the Prompts tab.

Figure 7: Runs Page: This page provides a tabular visualization of the various prompt versions.

Given two groups of inputs ( Group A and Group B ),
identify all stylistic, syntactic and semantic differences
that make the groups different. Some possible differ-
ences could be common words, phrases, or patterns in
writing style that are present in one group but not in the
other group. Each input in a group starts with the token
[ITEM]. Only generate 4-5 words description for each
difference, and each difference description should start
on a new line. Ensure to cover all the above 3 categories
of differences. Do not output descriptions that start with
words like ’In Group A’ or ’Group B ..’.
Group A: {{set_a}}
Group B: {{set_b}}
Compared to outputs in Group A, majority outputs in
Group B

Table 5: Prompt used as a baseline to find differences
between two groups. This is a standalone, non-goal-
oriented prompt

nia.

C.2 Post User Survey Questions
• I think I would like to use this system fre-

quently.

• I would imagine that most people would learn

to use this system very quickly.

• I found the system very easy to use.

• The error discovery module helped me iden-
tify errors quickly.

• This tool could be useful for comparing two
LLMs.

• The error discovery module helped reinforce
the errors I had observed.

• The error discovery module helped me to
quickly identify the data points with the a
common error.

• The tool provided support to analyze different
subsets of the data according to the user needs.
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