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Abstract

The Instruction-Driven Game Engine (IDGE)
project aims to democratize game development
by enabling a large language model (LLM) to
follow free-form game descriptions and gen-
erate game-play processes. The IDGE allows
users to create games simply by natural lan-
guage instructions, which significantly lowers
the barrier for game development. We approach
the learning process for IDGEs as a Next State
Prediction task, wherein the model autoregres-
sively predicts the game states given player ac-
tions. The computation of game states must be
precise; otherwise, slight errors could corrupt
the game-play experience. This is challenging
because of the gap between stability and diver-
sity. To address this, we train the IDGE in a
curriculum manner that progressively increases
its exposure to complex scenarios. Our initial
progress lies in developing an IDGE for Poker,
which not only supports a wide range of poker
variants but also allows for highly individual-
ized new poker games through natural language
inputs. This work lays the groundwork for fu-
ture advancements in transforming how games
are created and played.

1 Introduction

Game developers dedicate creativity to offer immer-
sive experiences to game players. Players immerse
themselves in games and offer valuable feedback
to developers. This makes a symbiotic relation-
ship between creators and customers. However,
as depicted in the comic from Figure 1, there are
disconnections between them, due to diverse pref-
erences of players across age, gender, and cultural
backgrounds. Despite the fact that many today’s
games allow for customization of basic characters
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and appearances, it is an impossible task for devel-
opers to craft every aspect of the game to suit the
need of every player. Our study seeks to reconcile
such a divide.

Game engines, as the heart of game develop-
ment, are conventionally driven by programming
languages. This technical barrier often deters en-
thusiasts from realizing their game development
dreams. In response, we propose a novel concept:
Instruction-Driven Game Engine (IDGE), a game
engine enabling anyone to fashion a game through
natural language instructions and generating the
resultant game-play process. Distinct from recent
advancements in video-based games (Bruce et al.,
2024; Team et al., 2024b), our focus in this paper is
on the text-based game states. We leverage Unity
to render these states to visual display.

IDGE is a neural engine, meaning it is built upon
neural networks, specifically large language mod-
els (LLMs) (Brown et al., 2020; OpenAI, 2023;
Touvron et al., 2023; Yang et al., 2023). It is de-
signed to follow a game script, a detailed instruc-
tion that blueprints the game, e.g. settings, rules,
elements, and drive the progression of game-play
as interacting with players. IDGEs frame the op-
eration of engines as a Next State Prediction task,
which autoregressively predicts the next game state
based on the user-specified game script, previous
game state, and current player action.

Training an IDGE faces the dual challenges of
stability and diversity. The former seeks to pro-
vide a stable and precise game-play throughout
lengthy contexts, while the latter seeks to follow
diverse preferences across the large player base.
Unfortunately, we empirically see an ironic twist:
the model trained directly from naive game logs is
neither stable nor diverse. Therefore, we employ
a standard-to-diverse curriculum learning method-
ology, which gradually introduces complexity into
the training process, incrementally enhancing the
model’s diversity while preserving its stability.
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Developer: 
In our new 
game, 
players will 
control...

Player: Why 
protagonist 
is always a 
man?

Developer: 
Yes, maybe 
we should...

Developer: In 
dual protago-
nists, you can 
always switch 
between a man 
and a woman. 

Player: Why 
always men 
or women?

Developer: 
Emmm...

Developer: 
Please tell your 
thought to our 
engine.

1 2 3

4 5 Player: Design the 
protagonist as a Mar-
tian with black skin.

Player: Give the protag-
onist the superpower of 
instantaneous moving.

6

�
�

�
�

�
�

�
�

Engine: 
Yes!

Figure 1: 1: Players were tired of the game’s protagonist models. 2, 3: Developers thus created a new mode
with dual protagonists. Players still didn’t buy it, while they didn’t know how to develop games. 4: There were
irreconcilable divides between players and developers. 5, 6: Till the advent of the IDGE, it can read the players’
mind and let them experience the games immediately.

While it is still on journey from building an
IDGE capable of producing AAA games, this paper
provides an initial progress on Poker, a worldwide
card game, e.g. Texas hold’em, Badugi. We train
the IDGE using data sourced from a poker simu-
lator. We show that the IDGE’s understanding of
nuanced semantics successfully fills voids left by
the simulator program, e.g. generating suits and
numbers that never occurred in the training process.
Furthermore, the IDGE shows immense promise in
generalizing to entirely new games, e.g. handling
novel card combinations and battle strategies.

We summarize our paper below: • § 2 introduces
the concept of the IDGE and its learning problem; •
§ 3 discusses the IDGE-style data for poker games;
• § 4 proposes the enhanced training techniques.

2 Instruction-Driven Game Engine

In this section, we introduce dialogue-style LLMs
as the setup for IDGEs. We then formulate the
learning problem as Next State Prediction.

2.1 From Instruction-Driven Dialogue to
Instruction-Driven Game Engine

Most LLMs (Brown et al., 2020; OpenAI, 2023;
Touvron et al., 2023; Yang et al., 2023) have been
fine-tuned on dialogue-style corpora, where it is
endowed with the ability to interact with users. The
resultant models can follow a system instruction
provided by users and lead to a dialogue process in
line with it.

Likewise, an IDGE works through interaction,
too. Its system instruction specifically refers to a

game script that accurately describes the desired
game. In game-play, the IDGE interacts with play-
ers (users), concurrently processing player inputs,
(e.g. moves, targets), to dynamically generate the
game states as responses.

In Figure 2, we demonstrate how a poker IDGE
facilitates a variant of Texas Hold’em: the player
first inputs the game script in natural language.
Based on this game script, the IDGE simulates the
game-play process with the player state by state.
The player performs the action, e.g. check, call,
raise, and the engine computes and returns the re-
sultant game state. It is a dialogue-like process and
will continue till the game concludes.

2.2 Next State Prediction
Causal language models learn the interplay of
words through the autoregressive process of next to-
ken prediction (Vaswani et al., 2017; Brown et al.,
2020). From a game-play perspective, the mini-
mum component is no single token, but rather each
game state. A game state is a single frame that
contains all real-time game information, e.g. char-
acters, items, missions. Essentially, the task of any
game engines is exactly to compute the next state
according to the prior ones. Therefore, we may
formulate the learning of IDGEs as a Next State
Prediction (NSP) problem.

Given a sequence of game states s =
{s0, s1, · · · , sT }, an IDGE with parameters θ
seeks to maximize the likelihood:

T∑

t=1

log pθ(st|s0, s1, · · · , st−1, xt, z) (1)
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State N-1:
state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {'p1': {'bet': 20, 'remain': 980}, 'p2': {'bet': 10, 'remain': 990}, 'p3': 
{'bet': 10, 'remain': 990, 'fold': True}},
  'deck': [...],
  'hole': {'p1': ['D7', 'C6'], 'p2': ['H7', 'H11'], 'p3': ['C12', 'H8']},
  'community': ['C7',  'H9', 'D1'],
  'flow': ['start', 'shuffle', 'blind', 'deal2', 'bet', 'flop3'],
  'message': [{'src': 'engine', 'trg': 'p2', 'content': 'It is your turn to bet.'}]}
Player Input N: (from Player 2)
{'src': 'p2', 'trg': 'engine', 'content': 'Raise to 50!'}

State N:
state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {'p1': {'bet': 20, 'remain': 980}, 'p2': {'bet': 50, 'remain': 950}, 'p3': 
{'bet': 10, 'remain': 990, 'fold': True}},
  'deck': [...],
  'hole': {'p1': ['D7', 'C6'], 'p2': ['H7', 'H11'], 'p3': ['C12', 'H8']},
  'community': ['C7',  'H9', 'D1'],
  'flow': ['start', 'shuffle', 'blind', 'deal2', 'bet', 'flop3'],
  'message': [{'src': 'engine', 'trg': 'p2', 'content': 'It is your turn to bet.'}]}
Player Input N+1: (from Player 1)
{'src': 'p1', 'trg': 'engine', 'content': 'Call'}

50

20

10

Call

State N+t:
state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {'p1': {'bet': 50, 'remain': 950}, 'p2': {'bet': 50, 'remain': 950}, 'p3': 
{'bet': 10, 'remain': 990, 'fold': True}},
  'deck': [...],
  'hole': {'p1': ['D7', 'C6'], 'p2': ['H7', 'H11'], 'p3': ['C12', 'H8']},
  'community': ['C7',  'H9', 'D1', 'D6', 'S9'],
  'flow': ['start', 'shuffle', 'blind', 'deal2', 'bet', 'flop3', 'bet', 'flop1', 'bet', 
'flop1', 'bet', 'show'],
  'message': [{'src': 'engine', 'trg': 'all', 'content': 'Winner is Player 1.'}]}

50

50

10

Player 1’s view

Raise to 50!

20

10

Player 2’s view

All players’ view

...

Game Script:
There are 3 players in the game. The minimum and maximum bet is 2 and 1000. There are four suits: Hearts (H), Diamonds (D), Clubs (C), Spades 
(S). Card values rank as: 2<3<4<5<6<7<8<9<10<11<12<13<1.
Card combinations rank as: High Card<Pair<Two Pair<Three of a Kind<Straight<Flush<Full House<Four of a Kind<Straight Flush.
Pair: Two cards of the same value; Two Pair: Two pairs of different values; Three of a Kind: Three cards of the same value; Straight: Five 
consecutive cards of any suit; Flush: Five cards of the same suit, not consecutive; Full House: Three cards of the same value plus another two 
cards of another value; Four of a Kind: Four cards of the same value; Straight Flush: Five consecutive cards of the same suit; High Card: Not 
conforming to any of above combinations.
There is a game flow to determine how the game proceeds: start->shuffle->blind->deal2->bet->flop3->bet->flop1->bet->flop1->bet->show->prize.
start: Configure the game and prepare the deck and chips for all players; shuffle: Shuffle the deck; blind: Randomly choose two players as big 
blind and small blind. Place 1/2 minimum bet for small blind and minimum bet for big blind; dealx: Deal x cards to each player; bet: Query each 
player to bet until all unfolded players have placed the highest bet or there is only one unfolded player; flopx: Flop x cards to the communi-
ty; show: Calculate the highest five-card hand of each player from hole cards and community cards; prize: Determine the winners with the high-
est five-card hand and split the prize pool to them.

State 1:
state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {'p1': {'bet': 0, 'remain': 1000}, 'p2': {'bet': 0, 'remain': 1000}, 'p3': 
{'bet': 0, 'remain': 1000}},
  'deck': ['H1', 'D1', 'C1', 'S1', 'H2', 'D2', 'C2', 'S2', 'H3', 'D3', 'C3', 'S3', 
'H4', 'D4', 'C4', 'S4', 'H5', 'D5', 'C5', 'S5', 'H6', 'D6', 'C6', 'S6', 'H7', 'D7', 
'C7', 'S7', 'H8', 'D8', 'C8', 'S8', 'H9', 'D9', 'C9', 'S9', 'H10', 'D10', 'C10', 
'S10', 'H11', 'D11', 'C11', 'S11', 'H12', 'D12', 'C12', 'S12', 'H13', 'D13', 'C13', 
'S13'],
  'flow': ['start']
}

All players’ view

...

Figure 2: Game-play samples for next state prediction. In the lower half, we illustrate the state prediction circle
using NSP. The left side is the input text for the engine from a global view, including all parts that are visible to
players as well as those that are not. The right side is the diagram of the game from different players’ views.

where xt refers to the player input at the moment t
and z refers to the game script which is global for
the entire game. The engine seeks to predict the
next state st given the prior states s0, s1, · · · , st−1

following z.
A game state is typically far bigger than a token,

incurring overflow of inputs and posing challenges
for language models in capturing long-range depen-
dencies (Beltagy et al., 2020; Xiao et al., 2024). A
more manageable case occurs when it is assumed
that each state st solely depends on its previous
k states. Specifically when k = 1, Eq. 1 can be
reduced to:

T∑

t=1

log pθ(st|st−1, xt, z). (2)

While such an independence assumption would

incur information loss, a solution is to keep a sum-
mary module within the game state.

NSP is a general way to model the process of
game-play using a neural engine. However, the
practical performance will be limited by models’
computational capabilities. For example, it won’t
be easy for an LLM to handle sophisticated nu-
merical calculation (Wu et al., 2023a), especially
for a smaller one. To overcome this weakness, we
augment the state prediction process using code
modality. The engine is allowed to predict the inter-
mediate code to serve its duty rather than offering
the eventual results directly. The prediction will be
post-processed by a code interpreter to compute the
next state eventually. A toy example is the shuffling
of poker cards. It is very hard for a neural model to
generate uniformly distributed cards from its inner
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representation. To do this, it can define a “shuffle”
function and then call it in the next state.

In addition to defining new functions or methods,
we allow the engine to call predefined functions,
called core functions, which are defined in an ex-
ternal core set. These core functions are usually
the essential routines that will be frequently used
in the game, such as shuffling, ranking of cards
in poker. By utilizing core functions, the engine
further overcomes the inefficiency of generating
repeated content.

The integration of core functions extends IDGEs’
functionality and flexibility, enabling them to han-
dle a broader scope of games. This design is akin to
the hierarchical architecture in conventional game
engines, where the high layers are allowed to call
utilities from the core layer.

2.3 Differential State Prediction
The inference complexity of NSP scales quadrat-
ically with the sequence length. Therefore, de-
coding a lengthy game state may fall into trouble.
Empirically, the game state only undergoes a slight
change between two successive moments t and
t+ 1, with the majority of the state remaining the
same. This phenomenon can be potentially general
across various games when the intervals between
states are short. We thus introduce Differential
State Prediction (DSP), an efficient variant of NSP,
where the engine is simplified to predict solely the
difference of two states:

T∑

t=1

log pθ(∆st|st−1, xt, z) (3)

where ∆st is the difference of st−1 and st. DSP
is more efficient compared to NSP in most situa-
tions, significantly accelerating the inference dur-
ing game-play. In our experiments, we find that
DSP also produces slightly better performance.

To reconstruct st from ∆st and st−1, there will
be a merge function st = M(∆st, st−1). In this
work, each game state is implemented as a dict.
Hence, M refers to the coding of updating dict
elements. The following section will demonstrate
concrete examples of NSP/DSP for a poker game.

3 Data for IDGE

Our training data is sourced from two methods.
First, we develop a poker simulator and obtain the
training data from its game logs. The simulator
supports ten representative poker games: Texas

state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {
    'p1': {'bet': 0, 'remain': 1000},
    'p2': {'bet': 0, 'remain': 1000},
    'p3': {'bet': 0, 'remain': 1000}
  },
  'deck': ['H1', 'D1', 'C1', 'S1', 'H2', ...],
  'flow': ['start']
}

state['deck']=shuffle(state['deck'])
state['flow']=['start', 'shuffle']

DSP Code Interpreter

Input state for Shuffling: Output state for Shuffling:

state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {
    'p1': {'bet': 0, 'remain': 1000},
    'p2': {'bet': 0, 'remain': 1000},
    'p3': {'bet': 0, 'remain': 1000}
  },
  'deck': [...],
  'hole': {
    'p1': [],
    'p2': [],
    'p3': []
  },
  'flow': ['start', 'shuffle', 'blind']
}

def deal(x,deck,hole):
  for i in range(x):
    for p in hole:
      hole[p]+=[deck.pop()]
deal(2,state['deck'],state['hole'])
state['flow']=['start','shuffle','blind','deal2']

DSP Code Interpreter

Input state for Dealing

state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {
    'p1': {'bet': 0, 'remain': 1000},
    'p2': {'bet': 0, 'remain': 1000},
    'p3': {'bet': 0, 'remain': 1000}
  },
  'deck': [...],
  'hole': {
    'p1': ['C2', 'S2'],
    'p2': ['C1', 'S3'],
    'p3': ['C5', 'H9']
  },
  'flow': ['start', 'shuffle', 'blind', 'deal2']
}

Output state for Dealing

Output code

Output code

Merge

state={
  'config': {'players': ['p1', 'p2', 'p3']},
  'chips': {
    'p1': {'bet': 0, 'remain': 1000},
    'p2': {'bet': 0, 'remain': 1000},
    'p3': {'bet': 0, 'remain': 1000}
  },
  'deck': ['C2', 'C1', 'C5', 'S2', 'S3', ...],
  'flow': ['start', 'shuffle']
}

Merge

Figure 3: DSP. In the shuffling case, the IDGE calls
“shuffle”, which is a predefined core function. In the
dealing case, it defines a new “deal” function to deal a
number of cards to each player one by one. We use a
code interpreter to merge the input state and the output
code to obtain the next state.

Hold’em, Omaha, Omaha HL, Short-deck Hold’em,
2-to-7 triple Draw, A-to-5 triple Draw, 2-to-7 sin-
gle Draw, Badugi, Badeucey, and Badacey. Addi-
tionally, it allows for further configuration of sev-
eral common poker elements, e.g. type of suits,
numbers. By adjusting these elements, one can de-
rive virtually infinite variations beyond aforemen-
tioned ten poker games. Moreover, we realize that
if the game logs are sampled completely in uniform,
the occurrence of some rare states, such as some su-
perior card combinations, would be extremely low.
The resultant engine trained on such data may fall
short in low-frequency situations, even though the
dataset is large. Therefore, we balance the data by
up/down-sampling the game logs to ensure that all
possible situations occur similarly. After obtaining
game logs, we transform each log into a training
sample as in Figure 2 for NSP and DSP. Each sam-
ple is made up of three parts: the game script z,
player input xt, and game states st. If we were to
draw an analogy with ChatGPT, they respectively
play the roles of the system, user, and assistant.

The second part of the data is generated by
GPT3.5. Based on the state prediction data from
the simulator, we prompt GPT3.5 to augment the
game scripts and generate the corresponding new
game states. This process is manually done by
skilled prompting, which incorporates scenarios
beyond typical poker games, expanding the diver-
sity of training data as a result.
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num. of len. of len. of len. of output avg.
samples script input NSP → DSP states

10k 439.8 401.1 404.9 → 135.9 35.3

Table 1: Statistics of training data.

♠ Game Script To describe the poker game in nat-
ural language, we design a prototype game script.
The top part of Figure 2 illustrates the game script
for a Texas Hold’em variant. We can see that it
defines a series of game elements: the number of
players in the game, minimum and maximum bet
limits, suits and values of single cards, battle strate-
gies, and the game flow. These elements corre-
spond to the configuration of the poker simulator.
Particularly, the game flow refers to the procedures
this game will go through in order, e.g. bet, deal.
♠ Game State and Player Input For the game
state and player input, we adopt a dict format as
shown on the left side of Figure 2. For instance,
“deck” is followed by the remaining cards in the
deck, “hole” and “community” is followed by the
hole cards of players and the public cards, while
“message” is followed by the message sent from
the source a to target b. On the right side of Figure
2, we show the diagram of the poker game asso-
ciated to the left-side game state. In player input
N , player 2 chooses to raise the bet. Given state
N − 1, the engine outputs state N , where the chips
of player 2 are updated and player 1 is informed to
bet since player 3 has folded.

To ensure the independence assumption that
each state st solely depends on state st−1, we incor-
porate the game flow as a summary module in the
game state. It specifically caches all past game pro-
cedures in order. The engine can thus be navigated
to step into the next procedure correctly, regardless
of the amount of game-play history.
Data Statistics Table 1 shows the statistics of the
training data that we construct, which comprises
10k state prediction samples. Specifically, the av-
erage number of states of one game is 35.3, i.e.
the number of states for the engine to predict. The
output tokens of DSP is much less than that of NSP.

4 Curriculum Learning

Straightforwardly, we could utilize the data gen-
erated in § 3 to fine-tune a base model by maxi-
mizing Eq. 2/3 and obtain the IDGE. However,
the resultant IDGE may struggle with stability and
diversity: neither can it accurately predict the next
game state nor comprehend the user-specified game

script in natural language. Therefore, we devise a
progressive curriculum learning process (Bengio
et al., 2009), to incrementally enhance the IDGE’s
diversity while preserving stability.
Warmup: Training on Core Set In § 2, we utilize
a set of core functions to facilitate the process of
state prediction. Though the model can be exposed
to all core functions via fine-tuning, we observe
that it struggles to call the core functions properly.
This phenomenon is much more severe in unseen
contexts. We attribute this to the cold start prob-
lem that the model merely memorizes the names of
the core functions during training, without know-
ing their underlying implementation. To this end,
we introduce a pre-learning phase to warmup the
model. We develop an instruction tuning dataset
of 1k samples derived from the core set, where
each core function is translated to a natural lan-
guage instruction and the model is trained to imple-
ment the function in a way of instruction following.
This phase offers a profound comprehension of the
model’s usage of core functions.
Standard: Training on Standard Game Scripts
The next step is to train the model on the standard
data introduced in § 3 by optimizing NSP/DSP.
In this phase, the model is forged into an engine,
predicting game-play state by state following the
game scripts, and is combined with pre-learned
core functions organically.
Diverse: Training on Rephrased Game Scripts
While the standard data already includes the pro-
totype game scripts, mastering the prototype de-
scriptions can be too restrictive for users. Rather, it
is more natural for them to describe their desired
games in free-form natural language. Rather than
exhaustively crafting new natural language data,
we introduce Segment Rephrasing (SR), a tech-
nique that rephrases a portion of the game script
to encourage the model to follow diverse natural
language. Specifically, given a game script, we
segment it into chunks and randomly rephrase sev-
eral of them. To largely keep the semantics intact,
there is only a very low probability that the entire
script will be rephrased. The rephrasing process
is done by GPT3.5. These rephrased game scripts
enable the model fully “to customers”. In addition,
these scripts will be more challenging to under-
stand, which potentially generalizes the model to
unseen scenarios. Readers may refer to Table 5 in
Appendix B for real human-written examples.

We summarize the training pipeline for the
IDGE: 1) train on the core set Dcs (1k); 2) train

511



by optimizing NSP/DSP on the standard dataset D
(10k); 3) rephrase the standard data Dsr and train
on the sum of D and Dsr (20k).

The warmup, standard, and diverse process
correspond to the easy, medium, and hard curricu-
lum. It serves for a smooth transfer of the IDGE
from standardization to diversity.

5 Experimental Results

In this section, we evaluate the IDGE in two sce-
narios. The former is automatically generated by
our simulator, which can be considered as a test
set that has the same distribution as the training
set. The latter resembles the real-world situations,
where proficient poker players are directly enlisted
as annotators to create new game scripts. Subse-
quently, the test data is obtained by playing the
games online by themselves with the IDGE.

5.1 Training and Evaluation Setup

We develop the IDGE based on CodeGemma-7b
(Team et al., 2024a)1. CodeGemma is a code
LLM that is additionally pre-trained on large code
corpora. We find that CodeGemma works better
than similar-sized natural language models like
LLaMA3 (Dubey et al., 2024). We train each model
using LoRA (Hu et al., 2022) with r = 8, α = 32,
and the optimal learning rate in 1.5e-4 and 3e-4.
The warmup of the learning rate is set to 30 steps
and the total batch size is set to 8 on 8 chips. For
each curriculum, we train 3 epochs. To ensure the
stability of outputs, we leverage greedy decoding.
• In-domain evaluation: The model has been

exposed to a broad range of variants based on ten
existing poker games during training. We sampled
some unseen variants of these ten games from the
poker simulator for evaluation. Then, we program
some random players that randomly select an ac-
tion as their input to interact with the IDGE. This
manner allows for a quick and automatic assess-
ment of the IDGE’s basic performance as well as
the effectiveness of training methods. Specifically,
each type of games is played for 20 rounds. There
are totally 200 rounds of games in the in-domain
test set. The state prediction accuracy is determined
through two steps. First, we compare the predicted
code snippet and the ground truth. If not exactly
matched, we execute both snippets on the input
state respectively and then compare two outputs.

1https://huggingface.co/google/
codegemma-7b-it

• Out-of-domain evaluation: The in-domain
evaluation is limited to a number of predefined
poker games with configurable essential elements.
To evaluate our the IDGE’s performance in scenar-
ios more closely aligned with the real world, we
further recruit 5 proficient poker players as our en-
gine testers. Each of them is asked to create 1∼2
new poker games based on their personal prefer-
ences and craft the game script using natural lan-
guage. They are free to tailor the game scripts,
for example, crafting the entirely new elements
and strategies not found in existing poker games.
Subsequently, we invite them to play 10 rounds of
the game with distinct configurations for each new
game by themselves and record all player inputs
and game states throughout the game-play. This
forms our out-of-domain test set that comprises 8
distinct game scripts and 80 rounds of games.

5.2 In-Domain
Round-level Table 2 shows the round-level suc-
cess rates of a number of fine-tuned models. The
success rate is counted if the engine correctly
handles all states in a round. The results of
CodeGemma from NSP to DSP suggest the ad-
vantage of predicting the difference of two states,
which results in both accuracy and efficiency boost.
The best results occur when the model undergoes
segment rephrasing (SR) and the full curriculum
(CS + SR) respectively. The resultant CodeGemma
achieves 100% success rates on all ten poker vari-
ants. This suggests the effectiveness of SR to
enhance the model’s understanding on the game
scripts. In the following, we will show that SR is
more important in the face of out-of-domain games.
State-level We also introduce GPT4 as a strong
baseline in our experiment, which is prompted with
additionally five in-context samples (5-shot). Sur-
prisingly, in 200 rounds of games, it is unable
to successfully complete any single round. One
might question why GPT4 completely fails in this
task, significantly behind fine-tuned CodeGemma-
7b. To conduct a more in-depth analysis, we com-
pute the state-level accuracy in Table 3. We find
that, though GPT4 is strong in programming, it
performs badly in managing nuanced poker cards.
For example, it is very likely to mess up the or-
der, hallucinating new cards or missing some of
them. This drawback is pronounced in deal and
show. In contrast, deal is a much easier task for
humans. We conjecture that current LLMs have not
been exposed to highly sophisticated data and tasks
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Texas Omaha Om. HL Short. 27 triple A5 triple 27 single Badugi Badeucey Badacey
NSP ✓ ✓ 18/20 ✓ 18/20 ✓ ✓ ✓ 17/20 18/20
DSP ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ 18/20 18/20
DSP (CS) ✓ ✓ ✓ ✓ ✓ 19/20 ✓ ✓ ✓ ✓
DSP (SR) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓
DSP (CS+SR) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 2: Round-level success rates on 10 existing poker variants for 20 rounds. We use ✓ to indicate the 100%
success rate. CS and SR refer to the core set and segment rephrasing technique.

start (A) blind (C) shuf. (D) deal (C) flop (C) switch (B) bet (B) show (A) prize (A)
GPT4 (5-shot) 88.0 84.0 ✓ 31.3 77.6 20.6 78.7 0.0 83.0
CoGem. (5k) 94.0 ✓ ✓ ✓ ✓ ✓ 93.0 88.0 ✓
CoGem. (10k) ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓ ✓

Table 3: State-level performances with different values of training data based CodeGemma-7b (DSP+CS+SR). We
use ✓ to indicate the 100% accuracy. We label the difficulty of each type of states from A to D from hard to easy.

IDGE IDGE w. SR
MAGIC DEALER % ✓
3-CARD DRAW 8/10 ✓
6-CARD DRAW % ✓
DRAGONIE 1/10 9/10
THREE KINGDOMS % ✓
STARDUST % 8/10
ODD LOVER 3/10 ✓
JOKER HOLD’EM % ✓

Table 4: Success rates on out-of-domain games.

as for the IDGEs during their training. The accu-
mulation of errors in all these aspects eventually
leads non-fine-tuned models to zero success rates
in round-level evaluation. It is important to note
that an IDGE should be all-round at each aspect;
otherwise, the overall performance will degenerate
in a way of Buckets effect.

In contrast, for fine-tuned CodeGemma, Table 3
shows that it has performed close to 100% accuracy
in most states with only a half of training samples
(5k). Such high accuracy correlates positively to
its stable round-level performance in Table 2. We
notice that CS is particularly beneficial for show,
where the model is responsible to calculate the hand
combinations and compare their strength, the most
challenging task in poker games. There are a large
number of relevant core functions in this process.
Hence, it becomes critical for the model to adapt
to core functions in advance.

5.3 Out-of-Domain
Table 5 in Appendix B illustrates the eight scripts
created by human players. Most of them are cre-
ative new games with a large gap from standard
poker. For example, in script 6, the creator defines
a group of novel combinations “Stardust X”.

Table 4 reports the round-level success rates of
our IDGE, fine-tuned based on CodeGemma-7b
with and without SR. We first find that the model
not underwent SR fails to be fully instructable by
players. For example, it cannot understand the
tricky dealing process in Magic Dealer described
in free natural language, though it is a simple vari-
ant from standard dealing. In contrast, the model
underwent SR treats this with ease. The rephrased
samples encourage the model to learn the alignment
between prototype game scripts and diverse natural
language, thereby better balancing stability and di-
versity. Additionally, the full IDGE demonstrates
remarkable generalizability in the face of novel
and unseen games. For example, in 6-card Draw,
the IDGE effectively generalizes from managing
5-card hands to 6-card hands, while in Dragonie,
which is an upgrade version of Badugi, the IDGE
learns to pick out cards with distinct suits while
determining the consecutiveness of their values.
For more challenging Stardust, where the creator
introduces a series of entirely new cards and com-
binations, the IDGE successfully passes eight of
the ten rounds of the game.

6 Conclusion

This paper introduces the Instruction-Driven Game
Engine (IDGE), offering game enthusiasts a brand
new game development and game-play experience.
The IDGE understands the player-specified game
rules and simulates the entire game-play process.
We formulate the learning of IDGEs as Next State
Prediction and leverage a curriculum learning ap-
proach to enhance stability and diversity. Experi-
ments demonstrate our poker IDGE can accurately
complete the majority of user-defined games.
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Broader Impact

This paper presents the initial progress of IDGE in
the case of Poker. Such a paradigm theoretically ap-
plies to all types of games. However, our progress
is constrained by several bottlenecks.
Inference Latency We have demonstrated that
IDGEs go well with turn-based strategy (TBS)
games. For real-time strategy (RTS) games, players
may make more than one action per second. The
inference latency of current LLMs cannot meet the
real-time requirements of such games.
Context Window Generally, as games become
more complicated, the length of game states in-
creases, posing a challenge to satisfy our indepen-
dence assumption. This may significantly chal-
lenge both the comprehension ability of LLMs and
the cache of KV states.
Accessibility The kernel data of most commercial
games is not publicly available, which is why we
developed a poker simulator to generate the training
data for this paper.

We are delighted to observe that there have
been continuous advancements in inference frame-
works such as vLLM (Kwon et al., 2023), as
well as efficient long-text generation methods like
StreamingLLM (Xiao et al., 2024) and Temp-
LoRA (Wang et al., 2024). We believe that the
ongoing development of LLM technologies will ul-
timately address the limitations of latency and the
context window. Regarding the issue of accessibil-
ity, we look forward to more companies providing
open interfaces as SC2LE (Vinyals et al., 2017),
HOK Arena (Wei et al., 2022) to offer kernel data.

The recent released Delta-Engine (Wu et al.,
2024a) is largely inspired from our work. It ex-
clusively focuses on game development. The devel-
opment process can be ideally eternal, by expand-
ing the engine incrementally. Unlike the IDGE,
the delta-engine does not simulate the game-play
process. The resultant game-play is rendered by
external modules.
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A Related Work

A game engine is a fundamental software designed
for game development. Famous game engines in-
clude Unreal, Unity, CoCos, etc. Pygame is also
a simple game engine. We spotlight two crucial
properties of a game engine. The first is function-
ality, i.e. providing a wide variety of basic tools
to facilitate the development process. The next is
secondary development, i.e. rich and flexible inter-
faces to allow developers to customize games. In
this work, we introduce a new concept, instruction-
driven game engine (IDGE), a neural game engine
learned on basis of large language models (OpenAI,
2023; Touvron et al., 2023; Jiang et al., 2023; Yang
et al., 2023; Qin et al., 2023). As opposed to typical
game engines, the IDGE acquires its functionality
power by instruction tuning on the core set (Raffel
et al., 2020; Ouyang et al., 2022) and allows for
low-barrier game development by issuing natural
language descriptions.

Some research efforts have explored the AI ap-
plications in games (Gallotta et al., 2024), e.g. non-
play characters (Shanahan et al., 2023; Uludagli
and Oguz, 2023), interactive drama (Wu et al.,
2024b; Han et al., 2024), game commentators
(Eladhari, 2018; Ranella and Eger, 2023). A great
amount of work focuses on AI as players, e.g. for
Atari (Mnih et al., 2013), Minecraft (Fan et al.,
2022; Wang et al., 2023), StarCraft (Vinyals et al.,
2019), NetHack (Küttler et al., 2020; Lowe et al.,
2020), Werewolf (Xu et al., 2023); However, our
work diverges from all of them in that we treat AI
as the playground, attempting to build a game en-
gine that is defined by instructions (game scripts)
and game states. The former focuses on the way
AI behaves, while the latter focuses on the way AI
would react in the face of any possible behaviors
from human beings and agents. More recent work
comes up with learning for a foundation agent, a
single agent with generalizable skills to behave
in various environments, e.g. SIMA (Team et al.,
2024b), an instruction-driven agent proficient in
multiple simulated environments; CRADLE (Tan
et al., 2024), a powerful agent capable of playing
complex AAA games like Red Dead Redemption 2
by controlling the keyboard and mouse. However,
our work targets the IDGE for a specific group of
games, Poker, as an initial step for building a foun-
dation IDGE. Poker is a widely studied information
game of immense popularity (Bowling et al., 2017;
Moravcík et al., 2017; Gupta, 2023; Kim, 2023;

Zhao et al., 2022).
In this paper, the entire training cycle for IDGE is

a way of curriculum learning (Bengio et al., 2009).
Recent studies show the potential of curriculum
learning in empowering the language models to
tackle more challenging tasks (Vakil and Amiri,
2023; Wu et al., 2023a). The proposed segment
rephrasing technique is related to perturbation train-
ing (Zhu et al., 2020; Wu et al., 2023b), which
smooths the structured natural language in the se-
mantic space.

B Out-of-Domain Game Scripts

C System Demonstration

Figure 4: System demonstration of our poker IDGE,
developed based on Unity.
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Script 1: MAGIC DEALER

The game proceeds in the following order: start the game, shuffling, set blinds, deal 2 cards, bet, reveal 3 cards (the flop),
bet,reveal 1 card (the turn), deal 1 card (new deal), bet, show, and finally the prize is distributed. In each dealing phrase, deal
x+1 cards to each player. Then randomly discard 1 card from each player’s hand and shuffle it back into the deck. In each
flop, flop x cards from the deck to the community. Except when x=1, if the first flopped card matches the suit of the last
flopped card, flop 1 more.

Script 2: 3-CARD DRAW

Introduce a new game, named “3-card draw”. In this game, there are 3 suits, H, D, C, and each player is dealt with a 3-card
hand.There are 6 possible combinations of hand. Pair: Two cards of the same value; Three of a Kind: Three cards of the same
value;
Straight: Three consecutive cards of any suit; Flush: Three cards of the same suit, not consecutive; Straight Flush: Three
consecutive cards of the same suit; High Card: Not conforming to any of above combinations.

Script 3: 6-CARD DRAW

Introduce a new game “6-card draw”. In this game, there are four suits, Hearts (H), Diamonds (D), Clubs (C), Spades (S).
In addition, define two new combinations with 6 cards in hand.
Three Pair: there are three pairs of distinct numbers, e.g. D8, H8, C10, H10, H12, D12.
Big House: there are two pairs of three of one kind, e.g. H8, C8, S8, C12, H12, D12.
All combinations rank as: High Card<Pair<Three of a Kind<Straight<Flush<Full House<Three Pair<Big House<Straight
Flush.

Script 4: DRAGONIE

There are four original suits: Hearts (H), Diamonds (D), Clubs (C), Spades (S). There is an additional superior suit: Loong
(L). The suits rank as: L>H=D=C=S. Card values rank as: 1<2<3<4<5<6<7<8<9<10<11<12<13.
Introduce a new ranking strategy: “Dragonie”. For each player with four hole cards, pick out the consecutive cards of distinct
suits. Dragonie refers to the four-card hand where four cards are of consecutive cards as well as of distinct suits. In this case,
the valid cards are four. In the case that there are three consecutive cards of distinct suits, the valid cards are three.
Dragonie>three valid cards>two valid cards>one valid cards. To compare the same number of valid cards, the lowest one is
the best.

Script 5: THREE KINGDOMS

These new poker game is called “Three Kingdoms”. There are three distinct suits: Shu Han (S), Cao Wei (W), and Dong Wu
(D). Each player will be dealt with four hole cards. The biggest hand is the one where at least one of all three kingdoms
(suits) is present, call it “Three Kingdoms”. The second biggest is the one where at least two kingdoms is present, “Two
Kingdoms”. The rest of the situations belong to Hard Card. In these game, highest cards are preferred when comparing two
hands of the same combination.

Script 6: STARDUST

There are ten special cards: “Stardust” in the deck (represented as *). These cards are of none suit and none value. In hand
with one Stardust card, the required number of cards to form a straight or flush will be one less, and is greater than a normal
straight or flush. The hand with more than one Stardust, will be reduced to High Card. In detail,
Stardust Straight: Four consecutive cards of any suit, plus a Stardust (*);
Stardust Flush: Four cards of the same suit, not consecutive, plus a Stardust (*);
Stardust Straight Flush: Four consecutive cards of the same suit, plus a Stardust (*).
High Card<Pair<Three of a Kind<Straight<Stardust Straight<Flush<Stardust Flush<Straight Flush<Stardust Straight
Flush.

Script 7: ODD LOVER

In this game, odd values (1, 3, 5, 7, 9) are greater than even values (2, 4, 6, 8, 10). They rank as:
2<4<6<8<10<1<3<5<7<9. Card combinations rank as: High Card<Odd Straight<Odd Flush<Odd Straight Flush.
Odd Straight: Five consecutive odd values of any suit, e.g. 1, 3, 5, 7, 9; Odd Flush: Five odd values of the same suit, not
consecutive; Odd Straight Flush: Five consecutive odd values of the same suit; High Card: Not conforming to any of above
combinations.

Script 8: JOKER HOLD’EM

There are four suits: Hearts (H), Diamonds (D), Clubs (C), Spades (S). Card values rank as:
2<3<4<5<6<7<8<9<10<J<Q<K<1. In addition, there are two special Joker cards represented as J1 and J2,
which can be treated as any suit and value. Three of a Kind: Three cards of the same value. Straight: Five consecutive cards
of any suit. Flush: Five cards of the same suit, not consecutive. Full House: Three cards of the same value plus another
two cards of another value. Four of a Kind: Four cards of the same value. Five of a Kind: Five cards of the same value
(possibly with Joker). Straight Flush: Five consecutive cards of the same suit. High Card: Not conforming to any of above
combinations.

Table 5: Out-of-domain game scripts written by human players. We skip some basic settings in the script for brevity,
e.g. the number of players, bet limits.
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