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Abstract
Semi-structured interviews are a crucial
method of data acquisition in qualitative re-
search. Typically controlled by the interviewer,
the process progresses through a question-and-
answer format, aimed at eliciting information
from the interviewee. However, interviews
are highly time-consuming and demand con-
siderable experience of the interviewers, which
greatly limits the efficiency and feasibility of
data collection. Therefore, we introduce LM-
Interview1, a novel system designed to auto-
mate the process of preparing, conducting and
analyzing semi-structured interviews. Experi-
mental results demonstrate that LM-Interview
achieves performance comparable to that of
skilled human interviewers.

1 Introduction

Interviews are a widely employed method that ex-
erts a profound influence in the field of qualita-
tive research. The central concept of structured
interviews is to ensure that each interview is con-
ducted with exactly the same questions presented
in the same order. This standardization ensures
that answers can be reliably aggregated and that
comparisons can be confidently made between dif-
ferent subgroups within the sample or across var-
ious survey periods. On the basis of structured
interviews, semi-structured interviews take a step
further by breaking the constraints of a fixed set
of questions and predefined order, posing probing
questions to the details emerged during the inter-
views, therefore enabling the uncovering of deeper
knowledge and more profound associations while
maintaining a similar level of comparability be-
tween samples as structured interviews. However,
conducting semi-structured interviews necessitates
extensive involvement of experienced researchers,
which severely limits the efficiency of data collec-
tion, hence the generalizability of the researches.

1https://github.com/HwHunter/LM-Interviewer

For a seemingly viable solution to automate the
process, the Task-Oriented Dialogue (TOD) sys-
tem (Wen et al., 2016; Kwan et al., 2023; Hosseini-
Asl et al., 2020) aims to respond to user inputs
within a predefined action space. By parsing natu-
ral language utterances into specific ontology, the
system then tracks the state and selects an action to
generate a response that fulfills the expected func-
tions. However, applying such a pipeline is not
entirely satisfactory, due to the challenging nature
of semi-structured interviews as follows:

(1) Control by Interviewers. TODs are specifi-
cally designed to facilitate user-initiated tasks. In
contrast, interviewees in semi-structured interviews
usually lacks a specific agenda, necessitating that
the system exert control over the interview pro-
cess, which should be guided by a comprehensive,
pre-established plan.

(2) Flexibility of Actions. While the utterances
of interviewers can generally be categorized into
actions such as responding or posing probing ques-
tions, these actions tend to be more experiential
rather than factual. That is to say, the boundaries
and expected behaviors are not strictly defined,
which complicates the definition of the action space
when implementing a system.

(3) Necessity of Analysis. To effectively sup-
port arguments or yield insights, the data collected
must first undergo thorough analysis, which is often
overlooked in previous dialogue systems primarily
focusing on the mere exchange of information.

Presented system. In this paper, we introduce
LM-Interview, a system designed to support quali-
tative researchers throughout the procedure of semi-
structured interviews. By leveraging knowledge-
guided language model exploitation, LM-Interview
addresses each of the three identified gaps through
strategically designed modules, the workflow of
which aligns with the typical process division for
conducting semi-structured interviews described
in classical literature (Kvale, 2012). Qualitative
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researchers can utilize our system to construct the
interview guides before interview, then gather ex-
tensive data by LLM-driven interviews without the
need for human labor, and finally, gain insights
from the system’s analysis of the interview data to
advance their researches.

Contributions. (1) We propose the use of a
knowledge-guided language model to automate
the process of conducting semi-structured inter-
views. (2) We implement LM-Interview, a compre-
hensive system designed to supporting qualitative
researchers throughout the entire process of design-
ing, conducting, and analysing interviews. (3) We
conduct experiments demonstrating that the system
achieves a level of performance comparable to that
of experienced human interviewers.

2 The Interview System

The typical process (Kvale, 2012) of carrying out
an interview is dividing it into three stages: (1)
Constructing the Interview Guide before the inter-
view, (2) Chatting with the interviewee to Gather
Information during the interview, and (3) After
the interview, encoding the discourse and conduct
Conversation Analysis. Following this widely-
applied paradigm, we design multiple modules for
all the three stages as shown in Figure 1, which are
all empowered by language model coordination.

2.1 Pre-Stage: Guide Construction Module

Although a competent interviewer adapts to the
actual course of semi-structured interviews, adjust-
ments must still be made within or at least around
a predefined question framework, which is called
interview guide (Naz et al., 2022; Williams, 1988).
Predictably, the interview guide plays a crucial role
in semi-structured interviews, which is why sev-
eral authoritative sources recommend memorizing
it prior to conducting the interviews (Lareau, 2021;
Kvale, 2012).

A well-designed one should contain open-ended
questions organized in two layers: (1) the main
questions, which address the broad topics of in-
terest to guide the overall direction of the conver-
sation, and are provided by the researchers when
using our system; and (2) the follow-up questions,
or probes, which arise from main questions and
are design to delve deeper into specific points that
emerge as particularly valuable during the discus-
sion, which are generated with this Guide Construc-
tion Module.

Formally speaking, given a list of main questions
{Mi}, the Guide Construction Module generates
multiple probes {Pi} for each Mi, that is

GCM : Mi → {Pi,j}ni
j=1 (1)

to form a complete interview guide:

Guide =
⋃

i

({Mi} ∪ {Pi,j}ni
j=1) (2)

Such generating involves addressing two gaps
between the two layers of questions. (1) General
vs. Specific: main questions establish the frame-
work of the interview, while probes must delve into
the details of each main question, necessitating a
thorough understanding of them; (2) Anticipated
vs. Actual: the main questions outline the expected
interview issue, while probes must cover potential
valuable points that emerge during the interview, re-
quiring prediction to the actual process. Following
Chain-of-Thought prompting (Wei et al., 2022), we
develop a step-by-step approach to generate the in-
terview guide from main questions provided by the
researchers, which is illustrated in Figure 2. Specif-
ically, in a multi-turn dialogue with the agent, we
instruct it to (1) Main Questions Comprehension,
which address the first gap, then (2) Potential Di-
rection Prediction of the interview, which address
the second gap, and finally (3) Probes Generation
for each main question. We also design an extra
step, (4) Quantitative Metrics Configuration, for
organizing analysis of the interview, which will be
discussed later in 2.3.

2.2 Major-Stage: Dialogue Module
Structured interviews have the primary benefit that
they allow interviews to focus on the planned route,
while still giving the interviewer the autonomy to
explore relevant ideas that emerge during the inter-
view (Adeoye-Olatunde and Olenik, 2021). How-
ever, such merits also lay challenges for even expe-
rienced human interviews of controlling the tempo,
i.e. the balance between two conflicting aspects
(1) adhering the pre-made guide and (2) probing
emerged details for additional information.

Such requirements require delicate control over
the behaviors of interview agent. Following the
famous state, action, reward paradigm of reinforce
learning (Kaelbling et al., 1996), the dialogue dur-
ing an interview is formed as a multi-turn conversa-
tion within the context, action, information process:

Context consists of alternating utterances be-
tween the interviewee and the agent interviewer.

521



Figure 1: Workflow of LM-Interviewer.

For the i-th turn, denoting the question asked by
the agent interviewer as Qi, the answer by the in-
terviewee Ai, which can be formed as

Contexti = {Q1, A1, ..., Qi−1, Ai−1} (3)

Actions, given Contexti, are the behaviors in-
cluded in the agent’s next question Qi. By defining
types of actions and the conditions under which
each action is applicable, we can finely tune the
agent’s behavior, thus to maximize expected col-
lected Information. For formally representation,
given the Contexti, the agent will pose a question
Qi, which sequentially includes multiple actions

Qi = {Actioni,1, ..., Actioni,ni} (4)

and the actions are chosen under policy P

P : Contexti → {Actioni,j} (5)

Given the definition above, adjusting the behav-
iors of the agent involves defining the action space
and establishing the policy. For action space, to ful-
fill the two conflicting aspects of a semi-structured
interview both, we define two actions for each,
which are briefly summarized in Table 1, and il-
lustrated with an example in Figure 3, while the
policy is encoded in the prompt in the form of prin-
ciples, which specify the behaviors and applicable
conditions through a set of natural language guide-
lines summarized from (Lareau, 2021) by human
experts for each type of action. The complete list
of principles can be found in Table 2 in appendix.

2.3 Post-Stage: Analysis Module
The raw output from the dialogue module consists
of a series of questions and answers, which cannot
be leveraged without analysis (Lillis, 1999; Rabiee,

Focus on the Plan
Querying Pose a question by the guide
Advancing Introduce the next topic

Probe for Details
Probing Ask about emerged details
Responding React and respond actively

Table 1: The action space of the dialogue module.
The actions are categories by the two aspects of semi-
structured interviews, along with brief descriptions.

2004; Roulston, 2011) in various interview applica-
tion scenarios. For example, in qualitative research,
interviewers should write "analytic memos" reg-
ularly during the data collection process (Lareau,
2021). We implement the analysis module from
both qualitative and quantitative dimensions.

Qualitative dimension. The system can auto-
matically summarize the conversational informa-
tion (Ma et al., 2022). Similar to analytic memo,
the summary contains the key elements and discov-
eries about the interview.

Quantitative dimension. The experiment re-
sults are hard to analyze qualitatively as they scale
up, which usually leads to loss of generalizabil-
ity (Holton and Burnett, 2005). Threrefore, we use
LLMs to analyze the interviews and obtain numeri-
cal data, or scores, on the metrics proposed in the
last stage of guide construction. Explanations for
the scores will be generated along with them to
enhance the credibility.

Given that requirements of analysis differ across
various applying scenarios of interviews, such
multi-dimensional implementation grants our sys-
tem enhanced adaptability. Data collection is heav-
ily based on interviews and both qualitative and
quantitative dimensions can offer valuable insight
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Figure 2: An illustration of constructing the interview
guide, which is the combination of (1) and (4) by defini-
tion. Key points in (2) and relating information between
the (3) and (4) are highlighted.

into dialogue data. In scenarios where statistics
itself matters, the quantitative dimension becomes
particularly useful as probably a superior alterna-
tive in a certain perspective to traditional meth-
ods, e.g. scales or questionnaires, since the scores
are supported by conversational information that
might not be accessible through other means (Blax-
ter et al., 2010).

Figure 4: The reserved decorator and exemplary func-
tion signature for descriptive analysis functions. The
image returned will be included in the output of analysis
module.

Descriptive Analysis. Both qualitative and
quantitative dimensions provide insights into a sin-
gle individual. To depict the collective characteris-

Figure 3: Actions in questions posed by the interview
agent, which are highlighted with different colors.

tics of all interviewees, we implement descriptive
analysis using charts, in a hot-swappable manner.
Specifically, in our implementation, all functions
with a reserved decorator are viewed as a descrip-
tive analysis function, which return the path to the
chart it plots. The usage and exemplary function
signature is illustrated in Figure 5. All charts from
the descriptive analysis function will be presented
in the final analysis result. Thus, researchers of
different fields can integrate data analysis and visu-
alization methods of their own field in our system.

3 Experiments

In this section, we conduct real-scenario experi-
ments to evaluate the proposed system. Specifi-
cally, we assess the system’s ability to (1) conduct
and (2) analyze interviews.

3.1 Experimental Setup

Interviews Setup. The interviews were conducted
in a real-world setting to evaluate the user experi-
ence of students who participated in a AI-assisted
classroom (Zhang et al., 2024). We designed an
interview guide and used the 17 main questions
it contained as inputs for guide construction mod-

523



Figure 5: UML diagram for our system implementation.

ule. We recruit 7 students who are first interviewed
by experienced human interviewers and then by
the system one week later to avoid interference
between.

System Implementation. The demo web appli-
cation, illustrated in Figure 5, is implemented with
Flask framework2. For the backend, we implement
multiple endpoints for each modules. We deploy
a sqlite3 database to store all the data (e.g. gener-
ated interview guide, dialogue history). Only the
primary key of each interview is stored in session,
with which the data is retrieved from the database
in each round of dialogue. For the frontend, the
pages are written in HTML/CSS, communicating
with the backend with HTTP requests and socket4

for audio data. We use gpt-4-1106 with default pa-
rameters (n = 1, temperature = 1.0, max_token
= 4096) from Azure OpenAI Service5 as the back-
bone of agent without further tuning. To enhance
the sense of presence, we implement ASR (Au-
tomatic Speech Recognition) and TTS (Text To
Speech) during the interview process using vol-
cengine6.

3.2 Capability to Conduct Interviews

Since our system has two groups of users: re-
searchers who design and conduct studies, and in-

2https://flask.palletsprojects.com/en/3.0.x/
3https://www.sqlite.org/
4https://flask-socketio.readthedocs.io/en/latest/
5https://learn.microsoft.com/en-us/azure/ai-

services/openai/concepts/models
6https://www.volcengine.com/

terviewees who are recruited and participate in the
interviews, we evaluate the capability of our system
to conduct interviews, i.e. to collect information
via conversation, from two perspectives. (1) From
the perspective of researchers, we analyze the rat-
ings given by two qualitative research expert, who
compared the processes of interviews conducted by
humans and the system. (2) From the perspective
of interviewees, we analyzed the ratings given by
the interviewees in questionnaires, which are filled
out after experiencing both the human and system
interviews.

3.2.1 Evaluation Scheme
Based on theories and methods from several key
texts (Willgens et al., 2016; Agostinho, 2005;
Tracy, 2010; Corbin and Strauss, 2014), we have
developed two sets of evaluation schemes from
the perspectives of researchers and interviewees,
respectively.

Structure. Both schemes are hierarchical, con-
sisting of two levels of indicators. The lower-level
sub-indicators focus on concrete technical details
of the interview, allowing experts and users to
evaluate more precisely. These sub-indicators are
grouped and the average within each group forms
the upper-level aggregate indicators, which are
summaries of the system performance in several
key aspects, making it easier to understand and
analyze.

Aggregate indicators. As main aspects of the
performance of the interviews, the same set of ag-
gregate indicators are shared between two schemes,
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which are Accuracy, Answerability, Organization,
Engagement, Probing.

Sub-indicators. Considering the different levels
of knowledge and perspectives of researchers and
interviewees, we designed different sets of sub-
indicators for them. As for the design principle,
sub-indicators for researchers are more detailed and
require greater expertise on interviews, whereas
those for users focus more on the experiences.

For the process of scoring sub-indicators by ex-
perts and interviewees, we adopt a five-point Likert
scale as the measurement. In such scale, the values
range from 1 to 5, where 3 indicates a level com-
parable to human performance, and higher values
indicate a clearer advantage of the system. As the
average of a group of sub-indicators, each aggre-
gate indicators pertains the same constrains and
meaning.

Figure 6: Ratings from both perspectives. The ratings
above are shifted by -3, which means zero corresponds
to "comparable to human" in the five-point scale.

3.2.2 Analysis
The visualization results are shown in Figure 6,
note that the scores from the two perspectives
are not comparable due to the different set of
sub-indicators. From the results we can acquire
two observations: (1) From both the perspectives
of researchers and interviewees, the system have

Figure 7: The heatmap of Spearman’s rank correlation
coefficients between the quantitative ratings given by
two Experts and the system.

reached a comparable overall performance to the
experienced human interviewers; (2) Although the
system’s ability of probing is adequate, it remains
its greatest weakness, which confirms our earlier
point that managing the tempo is one of the biggest
challenges in conducting interviews.

3.3 Accuracy of Quantitative Analysis

In this experiment, we evaluate the system’s ca-
pacity of analysing interviews by assessing the
quantitative analysis produced by the analysis mod-
ule. Specifically, on the 13 metrics proposed in the
guide construction module, e.g. the intensity of the
interviewees’ motivation to participate in the AI
classroom, we calculate the Spearman’s rank corre-
lation coefficients (Spearman, 1961) between the
ratings from our system and those from the human
experts, which is visualized in Figure 7.

Analysis. The results (corr = 0.228, p =
0.030 for Expert 1 and corr = 0.222, p = 0.034
for Expert 2) indicate a significant weak positive
correlation between the ratings given by the system
and the experts, suggesting that the system has
the preliminary capability to extract quantitative
information from interviews.

4 Conclusion

We introduced LM-Interviewer, a system powered
by knowledge-guided language model for automat-
ing the complete process of semi-structured in-
terviews. With LM-Interviewer, qualitative re-
searchers can efficiently collect and preliminarily
analyze large volumes of data without the need
for extensive human effort. We demonstrated that
the system performs at a level comparable to expe-
rienced human interviewers in real-world setting.
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We believe that LM-Interviewer will not only serve
as a valuable tool but also expand the boundary of
qualitative researches.

Limitations

We identify two main limitations in LM-
Interviewer. (1) Delays during conversation: the
reliance on external services, especially large lan-
guage model APIs, causes delays in question gen-
eration, which can reduce the continuity of inter-
views, leading to decreased effectiveness in infor-
mation collection. This issue can be mitigated by
deploying open-source language models, such as
LLAMA 2 (Touvron et al., 2023). (2) Limited
interactions. Although interviews are typically con-
ducted through conversations, checklists or forms
are still used in specific contexts to improve the ef-
ficiency of collecting basic information. We plan to
integrate these interaction methods into our system
in the future.
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Table 2: Principles in Dialogue Module

Actions Principles

Querying

Only ask one question at a time! This helps keep the interview clear and allows the
interviewee to stay focused, making it very important.

Start with general questions, and once you have basic information and a direction for
the topic, shift to asking about specific actions, events, or experiences. Focus on specific
moments and events rather than general situations.

Keep your questions neutral and open-ended, minimizing yes-or-no type questions.
Leave definite or negative questions for the end; do not suggest possible answers to the
interviewee.

Advancing

Check if the topic has deviated and promptly steer the conversation back to the main
subject if necessary.

Remember the interview guidelines and essential questions that need to be asked. Check
the progress during the interview and have a basic control over time allocation.

Once a topic has been thoroughly explored, you can return to another topic of interest or
move on to the next question. At the end of the interview, ask if everything has been
covered sufficiently and bring up any aspects you are particularly interested in.

Probing

Actively explore the interviewee’s personal feelings, asking questions like "Why do you
think that?", "Why do you have these concerns?", "How do you view...?", "How did this
make you feel?".

Use probing questions that encourage the interviewee to provide more details about their
experiences, such as who, what, when, where, what was said, and how it happened.

When probing, if there are multiple appropriate points of information to inquire about,
start from a positive perspective before moving to a negative one.

Responding
For interviewees who are reticent, show empathy and understanding, gently coax them
to respond; or compliment the interviewee; or switch to discussing other lighter topics
to help the interviewee relax; or politely probe further.

Listen attentively, providing responses that could be brief affirmations or repeating parts
of what the interviewee has said.
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