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Abstract

To mitigate the annual financial losses caused
by SMS phishing (smishing) in South Korea,
we propose an explainable smishing detec-
tion framework that adapts to a Korean-centric
large language model (LLM). Our framework
not only classifies smishing attempts but also
provides clear explanations, enabling users to
identify and understand these threats. This
end-to-end solution encompasses data collec-
tion, pseudo-label generation, and parameter-
efficient task adaptation for models with fewer
than five billion parameters. Our approach
achieves a 15% improvement in accuracy over
GPT-4 and generates high-quality explanatory
text, as validated by seven automatic metrics
and qualitative evaluation, including human as-
sessments.

1 Introduction

Smishing, a form of financial fraud through SMS,
has evolved into deceptive messages aimed at steal-
ing personal information or coercing monetary
transfers and has led to significant financial losses
in South Korea (Kohilan et al., 2023). These losses
amounted to approximately USD 100 million in
2021, affecting both individuals and financial insti-
tutions (Seo, 2022; Boukari et al., 2021).

Previous research on smishing detection has fo-
cused on a binary classification model that often
achieves high accuracy (Sousa et al., 2021; Liu
et al., 2021; Oswald et al., 2022). However, the
lack of interpretability undermines user trust and
practical applicability (Tenney et al., 2020; Rudin,
2019; Yuan et al., 2022).

We introduce a novel framework for adapting a
large language model (LLM) for explainable smish-
ing detection in Korean. This framework enables
the model to detect smishing and explain the re-
sults of its detection. Designed for integration into
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Figure 1: KULLM adapted with our proposed frame-
work achieved significantly higher detection accuracy
and produced explanations that were better than those of
GPT-3.5, GPT-4, and GPT-4o with prompt engineering.

enterprise-level services, it aims to maintain ro-
bustness to minor text format variations and cost
efficiency, surpassing OpenAI’s GPT models with
prompt engineering in performance. Our frame-
work includes pseudo-label generation with a col-
lected dataset and task-adaptive fine-tuning layers
to optimize LLMs for both detection and explana-
tion generation tasks, enhancing users’ understand-
ing of the model’s results and supporting informed
decision-making. Additionally, our framework en-
sures efficiency with models under five billion pa-
rameters, outperforming the accuracy and practi-
cality of OpenAI’s GPT models. The framework
guarantees higher accuracy, practical utility, and
cost efficiency, as illustrated in Figure 1.

To the best of our knowledge, this study is the
first to propose an explainable NLP framework
within the smishing detection. The model trained
through this framework has significantly positive
societal impacts in South Korea, highlighting its po-
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tential to reduce financial fraud through improved
detection and enhanced user comprehension.

2 Related Works

2.1 LLM Adaptation

Integrating LLMs into enterprise services requires
a balance between high performance and cost ef-
ficiency (Touvron et al., 2023; Kwon et al., 2023).
Although LLMs excel in natural language under-
standing and are general task solvers, prompt en-
gineering can be both expensive and unstable ow-
ing to the need for detailed task descriptions and
sensitivity to input changes (Chang et al., 2024;
Wei et al., 2022; Kojima et al., 2022). Thus, op-
timizing LLMs for specific tasks through adapta-
tion strategies is crucial for service-based appli-
cations (Brown et al., 2020). Parameter-efficient
fine-tuning (PEFT) methods, such as Low-Rank
Adapters (LoRA) and quantized LoRA (QLoRA),
mitigate these challenges by updating only a por-
tion of the model’s parameters or by adding small
adapter layers. These methods facilitate faster
model adaptation, requiring significantly less com-
putational power and storage space while maintain-
ing performance (Hu et al., 2022; Dettmers et al.,
2023).

2.2 Korean-Centric LLM

Most LLMs are primarily trained in English, which
limits their effectiveness in handling Korean tasks.
Even multilingual LLMs often encounter data im-
balances that reduce their performance in non-
English tasks (Jung and Plas, 2024; Lorandi and
Belz, 2024; Sitaram et al., 2023). To develop effec-
tive Korean-centric LLMs, it is crucial to train on
Korean data using techniques tailored to specific
architectures.

The GPT-NeoX-based Korean Polyglot variants
(Polyglot-ko), a Korean-centric LLM, demonstrate
exceptional performance in specialized Korean
tasks owing to its training on 863GB of Korean
data. Polyglot-ko excels in the KOBEST dataset,
which evaluates Korean understanding and rea-
soning (Ko et al., 2023). Additionally, the Ko-
rean University LLM (KULLM), an extension of
the Polyglot-ko models, enhances performance
through instruction tuning with Korean-translated
datasets used for training models, such as Vicuna
and Dolly LLMs (Lee et al., 2023a). Despite having
under five billion parameters, these models slightly
close the gap with GPT-4 in aspects such as flu-

ency, coherence, and completeness, demonstrating
the effectiveness of training on Korean data (Lee
et al., 2023a).

2.3 Explainable Smishing Detection

Smishing detection, a subset of misinformation de-
tection, primarily utilizes Transformer-based mod-
els to classify messages as smishing or normal
(Kaddoura et al., 2020; Jiang et al., 2020; Os-
wald et al., 2022). These models leverage atten-
tion scores to identify influential tokens, enhanc-
ing interpretability (Letarte et al., 2018; Niu et al.,
2019). However, practical applications in financial
services require outputs that are more user-friendly
than merely highlighting high attention tokens.

While existing studies on misinformation detec-
tion using LLMs focus on fact-checking or rea-
soning with knowledge databases, targeting areas
such as fake news detection or Wikipedia-based
fact-checking (Bang et al., 2023; Pelrine et al.,
2023; Pan et al., 2023), smishing detection is less
explored. Our approach advances smishing detec-
tion by incorporating detailed explanatory results
through LLM adaptation, while previous work re-
lies on prompt engineering to explain logical con-
flict of false statements (Cheng et al., 2023).

This method aims to enhance decision-making
processes for service providers and users by provid-
ing clear explanations, thus improving the model’s
ability to distinguish smishing messages. This
study introduces a novel end-to-end approach using
LLMs for fraud prevention in the financial sector,
extending the application of natural language pro-
cessing techniques and enhancing security and trust
within the financial services sector and beyond.

3 Methodology

Our framework is designed to adapt a Korean-
centric LLM for smishing detection and to gen-
erate detailed explanations for the results. As illus-
trated in Figure 2, it consists of two core compo-
nents: pseudo-label generation and task-adaptive
fine-tuning. These elements work together to en-
hance the model’s accuracy in classifying and ex-
plaining smishing attempts.

3.1 Pseudo-Label Generation

We assembled a dataset comprising text messages
and their smishing status labels, structured as
(M,YT1) pairs, where M represents the message
content and YT1 indicates the smishing status. Ini-
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(b) Deployment

Quantized
Weights
(NF4)

Pseudo Label Generation
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Examples
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Definition

Knowledge
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Korean LLM

Prediction 

User

Text Message

Text Message

Status Label   

(Korean) 해당 문자는 출처가 불분명한 인터넷 주소(URL)를 포함하
고 있으며, 앱 다운로드를 유도하고 있습니다. 이는 스미싱의 전형적인 
사례로, 가짜 앱을 다운로드하게 하여 멀웨어를 설치하거나 개인 정보
를 탈취하려는 의도가 있을 수 있습니다. 따라서 이 문자는 스미싱으로 
판단됩니다.

(Korean) 
$$스미싱 여부$$: 스미싱
$$설명$$: 해당 문자는 감염자 및 접촉자 신분정보 확
인을 유도하며, 출처가 불분명한 인터넷주소(URL)를 포
함하고 있습니다. 이는 스미싱의 전형적인 사례로, 사용
자가 링크를 클릭하도록 유도하여 개인 정보를 탈취하려
는 의도가 있습니다. 따라서 스미싱으로 판단됩니다.

(English) 
$$Smishing Status$$ Smishing
$$Explanation$$ The message prompts the 
recipient to verify the identity of infected 
individuals and contacts, including an unclear 
source URL. This is a typical example of smishing, 
aiming to steal personal information by enticing 
the user to click the link. Therefore, it is considered 
smishing.

(Korean) 상품 거래번호는  틀려서 보낼수 없습니다. 앱다운 로드 다
시 확인해 주세요. https://appapk.download.com/query?=merch
(English) Unable to process the shipment due to an incorrect 
product transaction number. Please verify you app download 
at https://appapkdownload.com/query?=merch

(Korean) 스미싱
(English) Smishing

(English) The message contains an unclear source URL and 
encourages downloading an app. This is a typical example 
of smishing, intending to make you download a fake app to 
install malware or steal personal information. Therefore, this 
message is considered smishing.

(a) Traning Phase

Task Adaptive Fine-Tuning

(b) Deployment

M

M

(Korean) 스미싱 문자를 판별하는 AI입니다. 스미싱으
로 의심되는 문자를 넣어주세요.

(English) This is an AI that identifies smishing 
texts. Please input any text messages suspected of 
being smishing.

(Korean) [Web발신] 국내 코로나19 급속도 확산 감염
자 및 접촉자 신분정보 확인하기
edd-detr-covid-19pandemicclaim.weebly.com
(English) Rapid Spread of COVID19 in South 
Korea, Check Infected Individuals and Contacts 
Status at
edd-detr-covi-19pandemicclaim.weebly.com

Figure 2: A Korean language-based smishing detection and explanation generation framework for enterprise-level
services. (a) The LLM is adapted for explainable smishing detection using pseudo-label generation and task-adaptive
fine-tuning to enable efficient training with minimal resources. (b) The chat-based user interface generates and
displays the smishing status and explanations for input messages to the user.

tially, the dataset did not include YT2 labels for
explanation text.

To generate these labels, we leveraged GPT-4o’s
capabilities through prompt engineering, known for
its excellence in natural language understanding
(OpenAI, 2023). The generation of YT2 pseudo-
labels was guided by essential smishing-related
knowledge and instructions, as shown in Equation
(1). The process of constructing prompt templates
is detailed in Appendix A.1.

P (ỸT2|M,YT1, C),

C = {knowledge, instruction}
(1)

The pseudo-labels ỸT2, generated using GPT-4o
under these conditions, are employed for the ex-
planation generation task, resulting in a dataset of
(M,YT1, ỸT2) pairs. Human verification ensured
the quality of the explanation labels, with Cron-
bach’s alpha at 0.89 and Cohen’s kappa at 0.80,
indicating high inter-rater agreement.

3.2 Task-Adaptive Fine-Tuning
To minimize costs without compromising service
quality, we employed a parameter-efficient fine-
tuning approach. This method integrates a rank-
decomposition matrix into the quantized Korean

LLM using the QLoRA technique, allowing fine-
tuning with fewer parameters (Dettmers et al.,
2023). Figure 2 shows that low-rank matrices, quan-
tized to 4-bit normal float (NF4), are added to the
query (Q), key (K), and value (V ) in the attention
layer of the Korean LLM.

The Korean LLM is fine-tuned to follow a
structured response format: “$$Smishing Status$$
{Smishing Status}, $$Explanation$$ {Explana-
tion}”, accompanied by the instruction, “Please de-
termine whether the given text message is a smish-
ing message or a normal message.” The model
adapted from our framework is required to generate
predicted smishing status label ŶT1 and explana-
tion ŶT2 of the result. Fine-tuning a model with
five billion parameters in our methodology takes
approximately 9 hours on four RTX 3090 GPUs,
as detailed in Appendix A.2.

4 Experimental Design

4.1 Dataset
Owing to the lack of a Korean dataset contain-
ing both smishing and normal text messages, we
collected our own dataset, as detailed in Ap-
pendix B. This dataset comprises normal messages
sourced through crowdsourcing, such as promo-
tional texts, and smishing messages acquired from
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Smishing Detection Explanation Generation Avg.
Rank

Model
F1

(Smishing)
F1

(Normal)
Accuracy BertScore BLEU ROUGE Logicalness Clarity Usefulness

Format
Adherence

KcBERT 0.99±0.00 0.99±0.00 0.99±0.00 - - - - - - - -

GPT-3.5
0.31±0.01

(6)

0.72±0.01

(6)

0.60±0.00

(6)

0.66±0.00

(6)

0.21±0.00

(4)

0.45±0.00

(6)

3.63±0.00

(6)

3.90±0.00

(6)

2.84±0.01

(6)

4.53±0.00

(6)
5.8

GPT-4
0.84±0.01

(4)

0.87±0.00

(4)

0.86±0.01

(4)

0.69±0.00

(5)

0.18±0.00

(5)

0.50±0.00

(5)

4.70±0.00

(2)

4.59±0.00

(3)

4.39±0.00

(2)

4.81±0.00

(4)
3.8

GPT-4o
0.81±0.00

(5)

0.75±0.01

(5)

0.78±0.01

(5)

0.73±0.00

(4)

0.18±0.00

(5)

0.56±0.00

(4)

4.88±0.00

(1)

4.77±0.01

(1)

4.70±0.00

(1)

4.89±0.00

(1)
3.2

Korean LLM Adapted by Our Framework

Polyglot(1B)
0.93±0.06

(3)

0.92±0.08

(3)

0.92±0.07

(3)

0.75±0.01

(3)

0.23±0.01

(3)

0.60±0.01

(3)

4.35±0.07

(5)

4.36±0.08

(5)

3.94±0.05

(5)

4.69±0.05

(5)
3.8

Polyglot (5B)
0.99±0.00

(1)

0.99±0.00

(1)

0.99±0.00

(1)

0.77±0.00

(2)

0.25±0.00

(1)

0.62±0.00

(2)

4.50±0.01

(4)

4.53±0.01

(4)

4.10±0.02

(4)

4.82±0.00

(3)
2.3

KULLM (5B)
0.99±0.00

(1)

0.99±0.00

(1)

0.99±0.00

(1)

0.79±0.00

(1)

0.24±0.00

(2)

0.65±0.00

(1)

4.62±0.01

(3)

4.61±0.01

(2)

4.24±0.02

(3)

4.84±0.01

(2)
1.7

Table 1: Quantitative performance on the test dataset for smishing detection and explanation generation tasks.
The values represent the average performance over three runs for each seed, with ranks indicated in (). Overall
performance is determined by the average ranking across multiple metrics.

a data vendor. To ensure privacy, all data was
strictly anonymized, removing personal informa-
tion.

Following the initial labeling, two in-house finan-
cial fraud detection experts reviewed the dataset to
maintain high data quality. Messages were labeled
as smishing (not normal) if they involved any form
of deception or impersonation. In contrast, one-on-
one communications (without impersonation) and
official messages from legitimate institutions were
classified as normal.

We placed significant emphasis on incorporat-
ing the essential linguistic features of the Korean
language during the data collection process. The
dataset followed a prescribed labeling format, and
we verified that key linguistic elements, such as
honorifics (including suffixes, nouns, and verbs)
and relevant prefixes, were applied correctly dur-
ing both the pseudo-label generation and human
verification stages. This approach ensured that the
dataset faithfully captured both the linguistic nu-
ances and contextual aspects of the Korean lan-
guage.

To prevent train-test bias (Lee et al., 2022), we
removed duplicates and highly similar entries, such
as those differing by only one or two characters.
This was achieved by calculating the cosine simi-
larity of texts at the embedding level using Korean-
specific sentence-BERT (KR-SBERT) models and
filtering out entries exceeding a certain similarity
score (Park and Shin, 2021).

Through this process, we finalized a dataset

comprising approximately 14,600 records—9,400
smishing texts and 5,200 normal messages. Addi-
tionally, explanation labels for smishing detection
were generated using a pseudo-label generation
layer, as illustrated in Figure 2. Finally, the dataset
was divided into training, validation, and testing
sets in a 6:2:2 ratio.

4.2 Models
For our comparison, we evaluated OpenAI’s GPT-
3.5-Turbo, GPT-4, and GPT-4o against several Ko-
rean language models fine-tuned within our frame-
work. OpenAI’s GPT models were chosen because
of their near state-of-the-art adaptation and perfor-
mance in various unseen NLP tasks in zero-shot
settings via in-context learning (Brown et al., 2020).
We adapted several Korean language models un-
der five billion parameters as base models for our
framework, specifically selecting Polyglot-ko and
KULLM for their efficiency in Korean-centric tasks
and their open-source licenses. Although BERT
models cannot generate explanations for their re-
sults, we included the Korean comments BERT
(KcBERT) with smishing datasets as a baseline
solely for the smishing detection task (Lee, 2020).

4.3 Evaluation Metrics
To evaluate smishing detection, we utilized the F1
score, which balances precision and recall, as well
as accuracy, calculating both for smishing and nor-
mal detection categories. Given the absence of a
standard for evaluating explanation generation, we
employed multiple metrics to assess the quality of
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the results. These included bilingual evaluation un-
derstudy (BLEU), recall-oriented understudy for
gisting evaluation (ROUGE), and BertScore, which
measure surface-level matching and semantic simi-
larity between generated results and pseudo-label
references (Papineni et al., 2002; Lin, 2004; Zhang
et al., 2020).

We also employed an LLM-based reference-free
metric for evaluating generated explanations (Liu
et al., 2023; Lee et al., 2024). In LLM-based met-
rics, it is essential to define the aspects relevant to
the task and formulate specific questions to use as
prompts. For explainable smishing detection, we
selected logicalness, clarity, usefulness, and for-
mat adherence as key aspects. Each question was
evaluated on a scale from 1 to 5, as detailed in Ap-
pendix C. The scores for each aspect were averaged
to assess the overall quality of the generated out-
put. Additionally, qualitative results from human
evaluations were incorporated into the analysis.

5 Results

5.1 Smishing Detection

Our framework’s adapted Korean LLMs outper-
formed the F1 score and accuracy of GPT-3.5, GPT-
4, and GPT-4o with prompt engineering, as shown
in Table 1. Notably, the task-adapted KULLM and
Polyglot models, each having five billion parame-
ters, achieved an F1 score of 0.99 for both smish-
ing and normal labels. Even with a one-billion-
parameter Polyglot model, our adaptation enhanced
accuracy to 6 percentage points better than that of
GPT-4, the highest among the GPT models.

Although GPT-4o benefits from additional non-
English training data, fine-tuning on a Korean
dataset for specific tasks proves more efficient in en-
hancing performance. Furthermore, our proposed
model eliminates the need for detailed prompt en-
gineering, unlike OpenAI’s GPT models, reducing
application programming interface usage costs re-
lated to token processing. Consequently, our frame-
work surpasses OpenAI’s GPT models in both per-
formance and operational efficiency.

5.2 Explanation Generation

We evaluated the performance of generated expla-
nations across three dimensions: surface level, em-
bedding level, and a reference-free metric. Based
on surface-level metrics (BLEU, ROUGE) and
embedding-level metrics (BertScore), the sentences
generated by the model trained with our proposed

method showed higher similarity to the reference
sentences than those produced by GPT models.
Specifically, the fine-tuned KULLM achieved a
BertScore of 0.79 and a ROUGE score of 0.65,
indicating that our framework’s explanations are
more likely to contain core keywords and are se-
mantically more similar to the reference sentences.

Additionally, we assessed the generated out-
puts using a reference-free metric based on GPT-
4o, covering logicalness, clarity, usefulness, and
format adherence. Outputs generated by GPT-4o
with prompt engineering performed best, while
the KULLM-based framework and GPT-4 showed
comparable performance, as demonstrated in Table
1. The KULLM-based model particularly excelled
in format adherence, generating outputs that ad-
hered well to the prescribed format and utilized
honorifics, which is important in Korean (Hwang
et al., 2024; Lee et al., 2023b). In terms of clarity,
the responses were easy to understand and main-
tained consistent context within the output. Evaluat-
ing the quality of explanations requires considering
multiple aspects, and using the average rank across
different metrics provides a comprehensive perfor-
mance overview.

Additionally, the KULLM adapted with our
framework processes over 20 responses per sec-
ond on a single Hopper 100 architecture GPU, with
a 5-second timeout setting, making it suitable for
real-time deployment. This measurement reflects
the model’s ability to complete full token genera-
tion for inference, not just the first token or inter-
token latency.

In summary, the proposed framework based on
Korean LLMs outperformed GPT models in aver-
age rank across smishing detection accuracy and
explanation generation quality metrics. Consider-
ing detection accuracy, quality of explanations, and
operational efficiency, our framework is the most
suitable for smishing detection and explanation
generation.

5.3 Qualitative Results
We conducted a qualitative evaluation on a test
dataset of 2,036 instances. We anonymized the
outputs of GPT-4o, the highest-performing GPT
model, and the best-performing KULLM-based
model from our task-adapted framework. Evalu-
ators were asked to choose their preferred output
including option for a tie. The results indicated
a preference for the KULLM-based model. Inter-
agreement among evaluators was assessed using
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Test Data Reference ChatGPT-4o Fine-tuned KULLM
(a) Normal message

고객님 우체국입니다. 우체국택
배를 오늘배달할 예정입니다. 등
기번호 : 0000- 0000- 0000 
발송인 : 김00 배달장소 : 전남
00군 00 우체국 000-0000-
0000 박00 배달원

$$스미싱 여부$$: 스미싱
$$설명$$: 이 문자는 우체국을 사칭하여 
발송된 것으로 보입니다. 우체국에서 발송
하는 공식 문자는 등기번호와 같은 정보를 
제공할 수 있지만, 발송인과 배달원의 이름, 
전화번호를 포함하는 경우는 드뭅니다. 또
한, 출처가 불분명한 인터넷주소(URL)나 전
화번호를 포함한 문자는 스미싱일 가능성이 
높습니다. 따라서 이 문자는 스미싱으로 판
단됩니다.

$$스미싱 여부$$: 정상
$$설명$$: 해당 문자는 우체국에서 발송한 택배에 
대한 안내로 보입니다. 등기번호와 배달장소, 배달원 
정보가 구체적으로 제공되어 있으며, 링크나 민감한 
정보를 요구하는 내용이 포함되어 있지 않습니다. 따
라서 정상 문자로 판단됩니다.

$$스미싱 여부$$: 정상
$$설명$$: 해당 문자는 우체국에서 발송한 
택배에 대한 안내로 보입니다. 발송인, 배달
장소, 등기번호 등 구체적인 정보가 포함되
어 있으며, 링크나 의심스러운 요청이 포함
되어 있지 않습니다. 따라서 정상 문자로 판
단됩니다.

Dear customer, this is the 
post office. Your parcel 
delivery is scheduled for 
today. Registered number: 
0000-0000-0000 Sender: 
Kim 00 Delivery location: 
Jeonnam 00-gun 00 Post 
Office 000-0000-0000 
Courier: Park 00

$$Smishing Status$$: Legitimate
$$Explanation$$: This message appears to 
be a notification about a parcel sent by the 
post office. It provides specific details such 
as the registered number, delivery location, 
and courier information, without including any 
links or requests for sensitive information. 
Therefore, it is considered a legitimate 
message.

$$Smishing Status$$: Smishing
$$Explanation$$: This message 
appears to be sent under the guise 
of the post office. While official 
messages from the post office 
may provide information such as 
a registered number, it is rare for 
them to include the sender's and 
courier's names and phone numbers. 
Additionally, messages containing 
unclear source URLs or phone 
numbers are likely to be smishing 
attempts. Therefore, this message is 
considered smishing.

$$Smishing Status$$: Legitimate
$$Explanation$$: This message 
appears to be a notification about 
a parcel sent by the post office. 
It includes specific details such 
as the sender, delivery location, 
and registered number, without 
containing any links or suspicious 
requests. Therefore, it is considered 
a legitimate message.

Kor

Eng

(b) Smishing message
[국제발신] 이00님 [은 행 공 동 
인 증 서] 해외에서 발급되었습니
다 본인 아닐시 문의 문의:****-
****

$$스미싱 여부$$: 스미싱
$$설명$$: 이 문자는 은행에서 발송된 것처럼 보이
지만, 실제로는 스미싱일 가능성이 높습니다. 은행은 
보통 중요한 인증서 발급과 관련된 사항을 문자로 통
보하지 않으며, 특히 국제발신으로 발송되는 경우는 
드뭅니다. 또한, 문의 전화번호가 제공되어 있지만, 
이는 사기꾼이 제공한 번호일 가능성이 큽니다. 따라
서 이 문자는 스미싱으로 판단됩니다.

$$스미싱 여부$$: 스미싱
$$설명$$: 이 문자는 은행에서 발송된 것
처럼 보이지만, 몇 가지 의심스러운 요소가 
있습니다. 첫째, '국제발신'이라는 문구와 함
께 발신자가 명확하지 않습니다. 둘째, '은행 
공동 인증서'와 같은 중요한 정보가 해외에
서 발급되었다는 내용은 일반적으로 문자로 
통지되지 않습니다. 셋째, 문의 전화번호가 
별도로 제공되어 있는데, 이는 사기꾼들이 
자주 사용하는 수법입니다. 따라서 이 문자
는 스미싱일 가능성이 높습니다. 출처가 불
분명한 인터넷주소(URL)는 클릭하지 않도
록 주의하시기 바랍니다.

$$스미싱 여부$$: 스미싱
$$설명$$: 이 문자는 은행에서 발송된 것
처럼 보이지만, 실제로는 스미싱일 가능성
이 높습니다. 은행은 보통 중요한 인증서 발
급과 관련된 사항을 문자로 통보하지 않으
며, 특히 해외에서 발급된 인증서에 대해 문
의를 요구하는 경우는 드뭅니다. 또한, 문의 
전화번호가 제공되었지만, 이는 사기꾼이 
제공한 번호일 가능성이 높습니다. 따라서 
이 문자는 스미싱으로 판단됩니다.

[International Sender] Lee 
00, [Bank Cooperation 
Certificate] issued overseas. 
If this is not you, please 
contact us. Contact: ****-
****

$$Smishing Status$$: Smishing
$$Explanation$$: This message appears 
to be from a bank, but it is likely a smishing 
attempt. Banks typically do not notify about 
important certificate issuances via text 
message, especially not from international 
senders. Additionally, while a contact number 
is provided, it is likely to be a number given 
by scammers. Therefore, this message is 
considered smishing.

$$Smishing Status$$: Smishing
$$Explanation$$: This message 
appears to be from a bank, but there 
are several suspicious elements. 
First, the term "international sender" 
and the lack of a clear sender are 
concerning. Second, important 
information like a "bank cooperation 
certificate" being issued overseas 
is not typically communicated via 
text message. Third, the inclusion 
of a separate contact number is a 
common tactic used by scammers. 
Therefore, this message is likely 
to be smishing. Please be cautious 
and avoid clicking on unclear source 
URLs.

$$Smishing Status$$: Smishing
$$Explanation$$: This message 
appears to be from a bank, but it 
is likely a smishing attempt. Banks 
typically do not notify about the 
issuance of important certificates 
via text message, especially not 
requesting inquiries about certificates 
issued overseas. Additionally, while 
a contact number is provided, it is 
likely a number given by scammers. 
Therefore, this message is 
considered smishing.

Figure 3: Results of smishing detection and explanation generation using GPT-4o and the adapted KULLM from
our framework. ‘Kor’ and ‘Eng’ denote ‘Korean’ and ‘English’ respectively. All English texts are translations of the
original Korean texts. The reference represents the labeled test data used for the smishing detection and explanation
generation tasks.

Cronbach’s alpha at 0.71 and Cohen’s kappa at
0.55, indicating a moderate level of consensus and
reliability.

As illustrated in Figure 3, both models gener-
ated natural and plausible explanations. However,
the responses from GPT-4o occasionally misclas-
sified normal messages as smishing or included
hallucinations, such as warnings about clicking on
non-existent links in the messages. These reliability
issues contributed to the higher qualitative evalua-

tion scores for the adapted KULLM model.

6 Conclusion

This study introduces a framework for explainable
smishing detection using a Korean LLM, designed
for enterprise-level applications. By incorporat-
ing pseudo-label generation and task-adaptive fine-
tuning, our framework improves the accuracy of
smishing detection and generates clear, logical ex-
planations comparable to those from GPT-4o. For
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service applicability, it ensures both efficiency and
accuracy in training and inference with a model
under five billion parameters. Furthermore, this
research demonstrates the effectiveness of adapt-
ing non-English LLMs for explainable smishing
detection. By providing more comprehensible ex-
planations, it helps users more effectively identify
smishing messages. The proposed framework con-
tributes to the prevention of financial fraud and has
a positive social impact.

7 Limitations

While conducting human evaluation of the gen-
erated explanations, we did not yet incorporate
positive or negative feedback from service users
through the user interface. Future research will
aim to address this by creating an additional feed-
back loop that incorporates user feedback, enabling
model updates and enhancing user satisfaction.

8 Ethical Considerations

User privacy is critical and mandatory for financial
institutions. To ensure privacy, all text messages
were anonymized before the LLMs were trained.
Sensitive information, including the names of peo-
ple, organization names, account numbers, and
phone numbers, was either removed, anonymized,
or synthesized during collection. While reviewing
the collected dataset, the reviewers additionally
anonymized the synthesized names and numbers
to prevent coincidence with real names and num-
bers. Although our approach achieved significant
performance in smishing detection and explana-
tion generation, an intensive evaluation of safety
measures, including guardrails and toxicity, is re-
quired before deployment. In the future, we plan
to integrate these methods into the training phase
to ensure that the LLMs follow safety measures
before deployment.
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A Implementation Details

A.1 Pseudo-Label Generation

We designed prompts for pseudo-label generation
to create explanation labels using the OpenAI GPT-
4o 2024-05-13 version of Azure. The prompts in-
clude a system template and a user template, corre-
sponding to knowledge and instruction in Equa-
tion (1).

For the system template, domain knowledge re-
lated to smishing detection—such as definitions,
mechanisms, examples, prevention methods, and
recent cases—is organized into sections as illus-
trated in Figure 4. The user template, shown in
Figure 5, provides the guidelines for the LLM, in-
cluding persona, text input with smishing status,
response guidelines, and answer format. In sum-
mary, both the system and user templates were used
as knowledge and instructions for pseudo-labeling.

A.2 Task-Adaptive Fine-tuning

The implementation details of our framework are
described in Table 2. Referring to QLoRA, we se-
lected the appropriate number of epochs and batch
sizes based on the training data size. The intrinsic
rank of the matrix r, α, and dropout ratio were set
experimentally. In our proposed framework, the
QLoRA matrix was added to the query, key, and
value components. Considering its deployment in
services and the need to control the diversity of
generated results, the temperature was set to 0. Fi-
nally, to constrain the diversity of the generated
results for the input message, a low temperature
and repetition penalty were set.
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Fine-tuning
epoch 7

batch size 4
lr 3e-5

QLoRA
r 8
α 32

target module ‘query_key_value’
dropout ratio 0.05

Generation
temperature 0.0

top p 0.9
repetition penalty 1.1

Table 2: Configuration for task-adaptive fine-tuning and
inference.

B Korean Smishing Dataset

A Korean dataset was developed to detect smish-
ing using crowdsourcing. Representative types of
smishing and normal messages are shown in Figure
6. Note that this classification is solely for the pur-
pose of conveying information about the dataset,
and the proposed model does not categorize mes-
sages by type.

Smishing messages are categorized into vari-
ous types, such as the impersonation of financial
institutions, government agencies, delivery fraud,
payment fraud, child impersonation, and fake no-
tifications of weddings or funerals. For example,
despite the legal prohibition of financial institu-
tions promoting loans via SMS in South Korea,
impersonation messages often falsely offer bene-
fits, such as low interest rates, to steal personal
information. Government impersonation and pay-
ment fraud messages mimic legitimate services and
direct recipients toward malicious websites or apps.
New types of smishing in Korea, such as child im-
personation and fake ceremony notifications, aim
to extract personal information by pretending to
be urgent calls from children or links related to
personal events.

Normal messages that provide a realistic contrast
for effective smishing detection training include
legitimate notifications from financial institutions
and government agencies, courier delivery updates,
payment alerts, and promotional content.

C Experimental Details

C.1 Baselines
The baseline models used are the GPT-3.5-turbo
0613 version, GPT-4 0613 version, and GPT-4o
2024-05-13 version from Azure OpenAI. We de-
signed system and user templates to specialize in
smishing detection and explanation generation by

leveraging the in-context learning capabilities of
LLMs. The same system template used for pseudo-
label generation was employed to sufficiently inject
smishing-related knowledge into the model. Mean-
while, the user template included instructions such
as persona and input text format, guiding the gen-
eration of responses in the same format as pseudo-
label generation and fine-tuning. For more details,
please refer to Figure 7.

C.2 Prompt Template for LLM-based
Reference-Free Metric

For LLM-based evaluation metrics such as G-Eval,
defining the measured aspects and creating specific
questions to evaluate these aspects are crucial (Liu
et al., 2023; Lee et al., 2024). To assess outputs
for explanation generation, we selected logicalness,
clarity, usefulness, and format adherence as the key
aspects. We then listed detailed questions to mea-
sure each of these aspects. Each question is rated
on a scale from 1 to 5 and the score for each aspect
is the average of the scores for its related questions.
Questions 1 and 2 measure logicalness. Questions 3
and 4 measure clarity. Question 5 measures useful-
ness. Questions 6 to 8 measure format adherence.
Detailed information about the specific questions
is given in Figure 8.
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Definition

Mechanism

Examples

Prevention methods

Extra information

Figure 4: System template used in pseudo-labeling and prompt engineering of GPT models.
652



(Korean) 다음 $$문자$$와 $$스미싱 여부$$가 주어집니다. 주어진 $$문자$$가 $$스미싱 여부$$로 판단되는 이유를 제시해 주시기 바랍니다.
스미싱 여부는 제공된 $$스미싱 여부$$는 정답이므로, 항상 그대로 사용해서 답변해주세요.
스미싱 여부에 따라 설명을 작성하세요.
{ANSWER}라 적힌 곳에 답변을 넣어주세요.
<답변> 이전 내용은 출력하지 마세요.
답변은 공손한 어투로 해주시기 바랍니다.
$$문자$$
{{문자 텍스트 입력}}
$$스미싱 여부$$: {{Ground-truth 스미싱 여부}}

<답변>
$$스미싱 여부$$: {{Ground-truth 스미싱 여부}}
$$설명$$: {ANSWER}

(English) The following $$message$$ and $$smishing status$$ are given. Please provide the reason why the given $$message$$ is determined as the $$smishing status$$.
The provided $$smishing status$$ is the correct answer, so always use it as it is in your response.
Write the explanation based on the smishing status.
Insert your response where {ANSWER} is indicated.
Do not output the previous content before <answer>.
Please use a polite tone in your response.
$$message$$
{{message text input}}
$$smishing status$$: {{Ground-truth smishing status}}

<answer>
$$smishing status$$: {{Ground-truth smishing status}}
$$explanation$$: {ANSWER}

Figure 5: User template used in pseudo-labeling.
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Normal message

Type 1: 
Notification from 

Financial Institution

Type 2:
Notification from 

Government Agency

Type 3:
Delivery Notification

Type 4: 
Payment Notification

Type 5: 
Promotion/

Advertisement

Smishing message

Type 1:
Posing as a

Financial Institution

Type 2: 
Posing as a 

Government Agency

Type 3:
Delivery Fraud

Type 5: 
Impersonating 

a Child

Type 4:
Payment Fraud

Type 6: 
Fake Notification of 
wedding or funeral

☞

☞

☞

☞

Figure 6: Description of the collected Korean Smishing data. The left side of the table contains smishing messages,
while the right side features normal message types. The dataset actually includes messages corresponding to each
category, and the English-translated versions are also provided below.
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(Korean) 다음 $$문자$$가 주어집니다. 먼저 $$문자$$를 보고 $$스미싱 여부$$를 판단하세요. 스미싱 여부는 스미싱 또는 정상 2단계로만 답변하세요.
다음으로 $$스미싱 여부$$로 판단한 이유를 제시해 주시기 바랍니다.
{ANSWER}라 적힌 곳에 답변을 넣어주세요.
<답변> 이전 내용은 출력하지 마세요.
답변은 공손한 어투로 해주시기 바랍니다.
$$문자$$
{{문자 텍스트 입력}}

<답변>
$$스미싱 여부$$: {ANSWER}
$$설명$$: {ANSWER}

(English) The following $$message$$ is given. First, determine the $$smishing status$$ of the $$message$$. Respond with either "smishing" or "legitimate".
Next, provide the reason for your determination of the $$smishing status$$.
Insert your response where {ANSWER} is indicated.
Do not output the previous content before <answer>.
Please use a polite tone in your response.
$$message$$
{{message text input}}

<answer>
$$smishing status$$: {ANSWER}
$$explanation$$: {ANSWER}

Figure 7: User template used for prompt engineering of GPT-3.5, GPT-4, and GPT-4o.
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(Korean) 두 사람 간의 대화가 주어집니다. 다음의 입력(Input)과 입력에 대한 응답(Response)이 제시됩니다.
당신의 작업은 응답을 평가 단계에 따라 응답을 평가하는 것입니다.
이 평가 기준을 꼼꼼히 읽고 이해하는 것이 중요합니다. 평가하는 동안 이 문서를 계속 열어두고 필요할 때 참조해 주세요.
평가 외에 다른 설명을 추가하지 마세요.

평가 기준:
1. 입력 문자로부터 추론 가능한 정보로 답변이 구성되어있는가?
2. 답변이 논리적으로 구성되는가?
3. 답변이 간결하고 이해하기 쉬운가?
4. 답변 내의 정보가 일관된 맥락을 유지하는가?
5. 사용자가 스미싱 메시지를 인식하고 대응하는데에 답변이 실질적인 도움을 제공하는가?
6. 답변이 잘 읽히고 이해하기 쉬운 형식인가?
7. "$$스미싱 여부$$: ANSWER $$설명$$: ANSWER” 형식에 맞게 답변을 제공하는가?
8. 답변이 공손한 어조로 작성되었는가?

평가 단계:
1. Instruction, Input, 그리고 Response을 주의깊게 읽습니다.
2. 위의 평가 기준에 따라 Response을 평가합니다.

Input:
{{문자 텍스트 입력}}

Response:
{{평가를 위하여 모델이 생성한 응답 텍스트 입력}}

Result
1. 입력 문자로부터 추론 가능한 정보로 답변이 구성되어있는가? (1 - 5):
2. 답변이 논리적으로 구성되는가? (1 - 5):
3. 답변이 간결하고 이해하기 쉬운가? (1 - 5):
4. 답변 내의 정보가 일관된 맥락을 유지하는가? (1 - 5):
5. 사용자가 스미싱 메시지를 인식하고 대응하는데에 답변이 실질적인 도움을 제공하는가? (1 - 5):
6. 답변이 잘 읽히고 이해하기 쉬운 형식인가? (1 - 5):
7. '$$스미싱 여부$$: ANSWER $$설명$$: ANSWER' 형식에 맞게 답변을 제공하는가? (1 - 5):
8. 답변이 공손한 어조로 작성되었는가? (1 - 5):

(English) A conversation between two people is given. The following Input and Response are provided.
Your task is to evaluate the response according to the evaluation criteria.
It is important to read and understand these evaluation criteria thoroughly. Keep this document open during the evaluation process and refer to it as needed.
Do not add any additional explanations beyond the evaluation.

Evaluation Criteria:
1. Is the response composed of information that can be inferred from the input message?
2. Is the response logically structured?
3. Is the response concise and easy to understand?
4. Does the response maintain a consistent context throughout?
5. Does the response provide practical help for the user to recognize and respond to a smishing message?
6. Is the response written in a well-read and easy-to-understand format?
7. Does the response follow the format: "$$smishing status$$: ANSWER $$explanation$$: ANSWER"?
8. Is the response written in a polite tone?

Evaluation Steps:
1. Carefully read the Instruction, Input, and Response.
2. Evaluate the Response according to the above evaluation criteria.

Input:
{{Input text}}

Response:
{{Response text generated by the model for evaluation}}

Result
1. Is the response composed of information that can be inferred from the input message? (1 - 5):
2. Is the response logically structured? (1 - 5):
3. Is the response concise and easy to understand? (1 - 5):
4. Does the response maintain a consistent context throughout? (1 - 5):
5. Does the response provide practical help for the user to recognize and respond to a smishing message? (1 - 5):
6. Is the response written in a well-read and easy-to-understand format? (1 - 5):
7. Does the response follow the format: '$$smishing status$$: ANSWER $$explanation$$: ANSWER'? (1 - 5):
8. Is the response written in a polite tone? (1 - 5):

Figure 8: Prompt template used for LLM-based reference-free metric. Each aspect is measured with specific
designated questions, each rated on a 5-point scale. Logicalness: Questions 1, 2. Clarity: Questions 3, 4. Usefulness:
Question 5. Format Adherence: Questions 6, 7, 8.
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