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Abstract

In the realm of parameter-efficient fine-tuning
(PEFT) methods, while options like LoRA are
available, there is a persistent demand in the in-
dustry for a PEFT approach that excels in both
efficiency and performance within the context
of single-backbone multi-tenant applications.
This paper introduces a new and straightfor-
ward PEFT technique, termed Prompt Aware
Representation Adjustment (PARA). The core
of our proposal is to integrate a lightweight
vector generator within each Transformer layer.
This generator produces vectors that are respon-
sive to input prompts, thereby adjusting the
hidden representations accordingly. Our exten-
sive experimentation across diverse tasks has
yielded promising results. Firstly, the PARA
method has been shown to surpass current
PEFT benchmarks in terms of performance,
despite having a similar number of adjustable
parameters. Secondly, it has proven to be more
efficient than LoRA in the single-backbone
multi-tenant scenario, highlighting its signif-
icant potential for industrial adoption.

1 Introduction

In industrial applications, large language models
(LLMs) are frequently utilized in a single-instance,
multi-tenant configuration, as highlighted in Chen
et al.’s 2023 study on PunicaML (Chen et al., 2023).
An instance of this is when an LLM vendor of-
fers a model as a service (MaaS), as described
by Gan et al. in 2023 (Gan et al., 2023). In this
arrangement, various clients can tailor the LLM
to their specific needs using their own parameter-
efficient fine-tuning (PEFT) modules. A locally
installed LLM is typically required to manage a
variety of tasks for different tenants, each with
their own set of PEFT parameters. However, while
techniques like Low-Rank Adaptation (LoRA) (Hu
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et al., 2021) are adept at fine-tuning LLMs, they
add considerable latency to each generation step
because the low-rank components cannot be inte-
grated into the main model structure. On the other
hand, (IA)3 (Liu et al., 2022a), which relies solely
on dot product operations, is a more efficient PEFT
approach but may lack the necessary expressive-
ness. Consequently, there is a pressing need in the
industry for a PEFT method that strikes a balance
between efficiency and effectiveness.

In this work, we propose a novel PEFT method
called Prompt Aware Representation Adjustment
(PARA) (depicted in Figure 1). Our method fine-
tuned the LLMs by directly modifying the hidden
representations in the model by multiplying them
by adjusting vectors and thus regulating the be-
haviors of LLMs. Unlike the previous literature
like Liu et al. (2022a) or Ben-Zaken et al. (2021),
we introduce a novel prompt-aware mechanism to
the PEFT method. The adjusting vectors are not
randomly initialized and fixed across different in-
put prompts. Instead, we install a vector generator
(VG) before each Transformer layer, taking the
input prompts’ hidden states as input and gener-
ating the adjusting vectors as outputs. VG is a
lightweight bottleneck architecture consisting of a
pooling layer, a down-projection layer, an activa-
tion function, and an up-projection layer.

Certainly! Here’s the revised version of your
text with the LaTeX formatting preserved:

We perform a wide range of experiments across
a diverse set of tasks to establish the efficacy of our
PARA approach. It’s important to note that our ap-
proach consistently surpasses robust PEFT bench-
marks with similar adjustable parameter limits, par-
ticularly the latest LoRA iterations, (IA)3 (Liu et al.,
2022a), and BitFit (Ben-Zaken et al., 2021). We
also demonstrate that our method exhibits substan-
tially reduced latency in a multi-tenant environment
compared to LoRA-based approaches, highlighting
its suitability for real-world applications.
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Figure 1: A schematic representation of our PARA approach is depicted below. On the left, the vector generator
is composed of several components, including a pooler, a down-projection layer, an activation function, and an
up-projection layer. This generator takes the hidden states of the prompt as input and produces adjusting vectors as
output. On the right, these adjusting vectors are used to scale the Query (Q) and Value (V) hidden states within the
MHSA (Multi-Head Self-Attention) module, as well as the Up (U) hidden states within the feed-forward network.

Our contributions can be encapsulated as fol-
lows:

• We introduce an innovative PEFT technique,
PARA, which refines LLMs by producing ad-
justment vectors based on input prompts to
alter the hidden states of LLMs.

• Our comprehensive experiments and analyses
reveal that our PARA system is (a) feasible
and surpasses the competition within compa-
rable parameter constraints. (b) swift during
the inference phase for LLMs.

2 Related works

Parameter-efficient fine-tuning (PEFT) entails se-
lectively optimizing a subset of parameters within
a large pre-trained model while leaving the core
model architecture intact for adaptation purposes
(Ding et al., 2022; Zhang et al., 2023b). In con-
trast, addition-based techniques involve integrating
extra neural components or parameters into the ex-
isting model framework. Notable contributions in
this domain include Adapter (Houlsby et al., 2019;
Rücklé et al., 2020; Zhang et al., 2023b), Prefix
tuning (Li and Liang, 2021), Prompt tuning (Lester
et al., 2021), P-tuning V2 (Liu et al., 2022b), (IA)3

(Liu et al., 2022a), and BitFit (Ben-Zaken et al.,
2021). Conversely, specification-based methods in-
volve the explicit designation of parameters that are

either adjustable or subject to pruning (Ben-Zaken
et al., 2021; Guo et al., 2021; Zhao et al., 2020).
The reparameterization-based strategies have gar-
nered significant interest (Hu et al., 2021). These
approaches convert the parameters being optimized
into a format that is both low-rank and parameter-
efficient. Such PEFT methods are underpinned by
the insight that the dimensionality intrinsic to fine-
tuning is relatively low (Aghajanyan et al., 2021).
LoRA (Hu et al., 2021), for instance, posits that the
variation in weights during tuning is characterized
by a low intrinsic rank, and thus focuses on optimiz-
ing the low-rank factorization of the weight matrix
changes. PEFT techniques have found broad ap-
plication, particularly with the rise of open-source
large-scale language models (Zhao et al., 2023) and
the trend of tailoring these models to specific use
cases through instruction tuning (Taori et al., 2023;
Dettmers et al., 2023).

In this research, we introduce a novel frame-
work known as PARA, which is designed for the
parameter-efficient fine-tuning of Large Language
Models (LLMs). This approach not only enhances
efficiency during LLM inference but also delivers
superior performance across various downstream
applications.
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3 Methods

3.1 Preliminaries
Transformer model Currently, the most widely
used open-sourced large language models adopt the
stacked Transformer architecture (Vaswani et al.,
2017). The transformer block is primarily con-
structed using two key submodules: a multi-head
self-attention (MHA) layer and a fully connected
feed-forward (FFN) layer. Denote the input se-
quence’s length as l, the hidden states’ dimension
as dmodel, and the dimension at the FFN module as
dffn. The MHA is given as follows:1

softmax
(

QK√
dmodel

)
V, (1)

where Q = xWQ, K = xWK , V = xW V , x ∈
Rl×dmodel is the input tensor. WQ,WK ,W V ∈
Rdmodel×dmodel are the query, key, and value pro-
jection layers (denoted as the Query, Key, and
Value modules, or the Q, K, V modules). The FFN
module consists of linear transformations and an
activation function gffn such as ReLU or GELU
(Hendrycks and Gimpel, 2016). Take the FFN mod-
ule in the LlaMA-2 models (Touvron et al., 2023)
as example:

(gffn(G) ∗ U)WD, (2)

where G = xWG, U = xWU , WG,WU ∈
Rdmodel×dffn (denoted as Gate and Up module,
or the G and U modules).
Task formulation Denote the task’s training set
as Dtrain = (xm, ym),m = 1, 2, ...,M , where M
represents the number of samples. In this work, we
only consider the case where input xm and target
ym are both text sequences.

3.2 PARA
Now we present the framework of our novel

Prompt Aware Representation Adjustment (PARA)
method.
Formulation Denote the hidden state of the in-
put prompt with length Tins at the current Trans-
former layer as h. As shown in Figure 1, the vector
generator VG() use h as input to generate three
learned vectors, lq, lv ∈ Rdmodel and lu ∈ Rdffn ,
with a vector generator:

lq, lv, lu = VG(h), (3)
1We omit the multi-head setting for simplicity of illustra-

tions.

and these generated vectors are used to modify
the hidden representations in the self-attention
and FFN modules. Thus, under PARA, the self-
attention mechanism of Transformer (in Equation
1) is changed to

softmax
(
Q

′
K/

√
dmodel

)
V

′
, (4)

where Q
′
= lq⊙Q, V

′
= lv⊙V , and ⊙ denotes the

element-wise dot product. And the FFN module
(Equation 2) is modified to

(gffn(G)⊙ U
′
)WD, (5)

where U
′
= lu ⊙ U .23

Vector generator Now we introduce the central
component of our PARA framework, the vector
generator denoted as VG(). This function accepts
h as its input and is composed of a pooling module
along with a pair of projection operations, each
accompanied by an activation function. The pro-
cess begins by converting h into a single vector
using the Pooler() function. In line with the works
of Radford et al. (2018) and Lewis et al. (2019),
Pooler() outputs the vector representation corre-
sponding to the final token in the prompt. Subse-
quently, the pooled vector is projected from the
dimension dmodel down to r < dmodel through a
projection layer defined by W vg

down ∈ Rdmodel×r.
This is followed by the application of an activation
function gvg, after which the vector is projected
to the dimension dout = 2 ∗ dmodel + dffn via
another projection layer, utilizing the weight ma-
trix W vg

up and bias term bvgup. Mathematically, the
vector generator can be expressed by the following
equations:

l = (gvg(Pooler(h)W vg
down))W

vg
up + bvgup,

lq, lv, lu = Split(l), (6)

where the Split() function is responsible for divid-
ing the vector into three separate vectors, each of
dimension dmodel, dmodel, and dffn, respectively.

The concept of prompt-awareness is derived
from studies on in-context learning. As shown
by Rubin et al. (2022) and Li et al. (2023), enhanc-
ing the performance of Large Language Models
(LLMs) can be achieved by dynamically creating

2We use the "broadcasting notation" in the Equations 4 and
5. Take so that the (m,n)-th entry of U

′
is lu[n]⊙ U [m,n].

3From our preliminary experiments, we find that generat-
ing adjustment vectors for the other hidden states like K and
G will not result in clear performance gains.
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an expanded prompt that includes examples tai-
lored to the specific input prompt. It has been
observed that distinct input prompts necessitate
unique examples to evoke more effective responses
from LLMs. Similarly, the idea of tailoring PEFT
parameters to the input prompt could enhance the
method’s expressive capabilities and more pre-
cisely control the conduct of LLMs.

It’s important to recognize that causal language
models (CLM), which are based on decoders, of-
ten utilize the KV cache mechanism4 to enhance
efficiency during the generation process. The vec-
tor generators in our system integrate flawlessly
with this KV cache mechanism. This is because
the vectors lq, lv, and lu are produced when the
input instruction (or prompt) is initially processed
by the LLM. These vectors are then reused for the
generation of subsequent tokens, and the vector
generators are not invoked again. On the other
hand, the LoRA method introduces reparameter-
izations to the model’s parameters, necessitating
that its low-rank weight matrices be included in
the forward calculations for each token generation
step, which results in increased latency.

4 Experiments

In this section, we conduct experiments to evalu-
ate our PARA method.

4.1 Baselines

We compare our PARA framework with the
current SOTA PEFT baseline methods: (a) (IA)3

(Liu et al., 2022a), which multiplies learnable
vectors to the hidden representations of LLMs.
(b) Houlsby-Adapter (Houlsby et al., 2019). (c)
Learned-Adapter (Zhang et al., 2023b). (d) LoRA
(Hu et al., 2021). (e) AdaLoRA (Zhang et al.,
2023a). (f) SSP (Hu et al., 2022), which combines
different PEFT methods. The baselines are imple-
mented using Transformers (Wolf et al., 2020a) or
their open-sourced codes.

4.2 Datasets and evaluation metrics

We experiment on the following benchmark
tasks: (a) three benchmark question-answering
tasks: SQuAD (Rajpurkar et al., 2016) and two
tasks from the SuperGLUE benchmark (Wang
et al., 2019) (BoolQ, COPA). (b) two widely used
LLM evaluation benchmarks, MT-Bench (Zheng

4https://www.dipkumar.dev/
becoming-the-unbeatable/posts/gpt-kvcache/

et al., 2023), MMLU (Hendrycks et al., 2020). (c)
A proprietary LLM evaluation benchmark, LLM-
Eval1, for internal LLM developments of an indus-
trial participant. (d) a proprietary high-school-level
mathematical solving dataset, HSM10K. (e) a pro-
prietary SQL generation task, Q2SQL. The above
tasks’ dataset introductions, statistics, and evalua-
tion metrics are detailed in Appendix A.

4.3 Experiment Settings

Computing infrastures We run all our experi-
ments on NVIDIA A40 (48GB) GPUs.
Pretrained backbones The main experiments
use the most recent open-sourced LLM, LlaMA-2
7B released by Meta (Touvron et al., 2023) as the
pretrained backbone model. We will also use the
LlaMA-2 13B model and Gemma 2B (Team et al.,
2024) in the ablation studies.
Prediction heads After receiving a prompt or
instruction, all the predictions are generated using
the language modeling head (LM head). For de-
coding during inference, we use beam search with
beam size 3.
Hyper-parameters for the PARA framework
In our experiments, unless otherwise specified, we
set: (a) the bottleneck dimension r of the PARA
vector generator to 12, (b) the activation function
gvg to the GeLU activation function (Hendrycks
and Gimpel, 2016). (c) The W vg

down is initialized
with a Gaussian distribution of mean 0 and std 0.02.
W vg

up is zero initialized, and bvgup is initialized with
ones. Under the above settings, our PARA method
will introduce 8.9M tunable parameters to LlaMA-
2 7B.
Training settings for PARA Utilizing the Hug-
ginFace Transformers (Wolf et al., 2020b), PEFT
(Mangrulkar et al., 2022), or the original code
repositories, we implement all the methods for
training and prediction tasks. When fine-tuning
the LlaMA-2 7B model, the sequence length is
capped at 2048. The training epochs are limited
to a maximum of 10. The batch size is adjusted
to 16 for tasks with fewer than 10k training sam-
ples, and 128 for larger datasets. AdamW serves
as the optimizer, employing a linear learning rate
decay strategy with a 6% warm-up period over the
training steps. The learning rate is configured at
1e-4. All other hyper-parameters align with those
used by Wolf et al. (2020b). The model’s perfor-
mance is assessed on the development set every
200 steps. Early stopping is initiated with a pa-
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Datasets #train #dev #test |Y| Type Labels Metrics
BoolQ 9.4k 1.6k 1.6k 2 Question Answering True, False acc
COPA 0.4k 0.05k 0.05k 2 Question Answering choice1, choice2 acc

SQuAD 87k 1k 5.9k - Question Answering - f1-em
MT-Bench - - 80 - Question Answering - GPT-4 scores

MMLU - 1.5k 14.1k - Question Answering - acc
HSM10K 9K 0.6K 0.7K - Math reasoning - acc
Q2SQL 60k 4K 10K - SQL generation - acc

LLM-Eval1 - - 3.6k - Question Answering - acc
UltraChat 766k 7.7k - - Instruction tuning - -

Table 1: The statistics of the datasets evaluated in this work. |Y| is the number of classes for a classification task.

Method Tunable HSM10K Q2SQL SQuAD BoolQ COPA
Params (acc) (acc) (f1-em) (acc) (acc)

Full-FT 7B 57.9 82.9 89.5 88.7 91.9
Baselines PEFT methods

Housbly-Adapter 9.4M 52.8 80.4 87.3 84.5 90.4
Learned-Adapter 9.5M 53.7 81.3 87.6 85.9 90.6

SSP 8.6M 54.6 81.5 87.4 86.4 91.1
(IA)3 9.8M 54.3 81.2 87.6 86.2 90.7
LoRA 10.0M 55.1 81.8 87.7 86.3 90.9

AdaLoRA 10.0M 55.6 82.2 87.5 87.0 91.2
Our proposed method

PARA 8.9M 56.3 82.8 88.5 87.7 92.0

Table 2: The Overall comparison of the SQuAD, BoolQ, COPA, HSM10K and Q2SQL tasks. The backbone model
is LLM-Assist 7B. We report the median performance over five random seeds. Bold and Underline indicate the best
and the second-best results. The metric for each task is explained in Appendix A.2.

tience level of 10, meaning training will be halted
if the model fails to record a lower loss on the de-
velopment set for 10 consecutive evaluations. The
optimal checkpoint identified on the development
set is then applied to make predictions on the test
set.
Reproducibility We run each task under five
different random seeds and report the median per-
formance on the test set of each task.

4.4 Main results

The outcomes of our experiments on the SQuAD,
BoolQ, COPA, HSM10K, and Q2SQL benchmarks
are detailed in Table 2, where the count of ad-
justable parameters is listed in the second col-
umn. The data in Table 2 indicates that our PARA
approach surpasses the standard methods on all
five benchmarks, with an equivalent or reduced
number of adjustable parameters. Notably, PARA
achieves better results than the previous state-of-
the-art LoRA-style baselines, namely LoRA and

AdaLoRA, while using a similar parameter count.
After fine-tuning the LLM-Assist 7B model on

the UltraChat dataset (Ding et al., 2023) using our
PARA configuration or the AdaLoRA techniques,
we proceed to assess its performance on the de-
manding benchmarks: MT-Bench, MMLU, and
LLM-Eval1. The trials are executed in a zero-shot
scenario, with no exemplar instances appended to
the input prompts. The outcomes are detailed in
Table 3. Aligning with the findings from the prior
experiments (Table 2), our PARA approach sur-
passes the AdaLoRA techniques across the three
benchmarks, indicating that PARA is more effec-
tive in bolstering the directive tuning proficiency
of expansive language models.

4.5 Further analysis

Analysis of the inference efficiency To show-
case the inference efficiency of our PARA ap-
proach, we proceed to juxtapose the GPU memory
usage and the rate of generation for PARA, LoRA,

732



Method MT-Bench MMLU LLM-Eval1
gpt4-score (↑) acc acc

AdaLoRA 7.13 46.5 56.8
PARA 7.21 47.4 57.7

Table 3: Performance of general-purpose instruction tuning using the PARA and AdaLoRA methods. The backbone
model is LLM-Assist 7B. ↑ means the metric is higher the better.

Method Beam size Speed (tps) Memory cost (MiB)

LoRA
1 25.1 14616
3 21.9 16104

(IA)3
1 33.1 14572
3 27.6 16036

PARA
1 32.8 14512
3 27.6 15986

Table 4: The memory and speed of LlaMA-2 7B for generating responses with different PEFT methods.

and (IA)3. In the course of this experiment, pa-
rameters of LoRA have not been integrated into
the main model to emulate a single-LLM multi-
tenant configuration as indicated in (Chen et al.,
2023). We have capped the creation of new tokens
to 32, utilizing beam search with a beam width of
either 1 or 3. The initial instruction’s length is set
at 274, employing the LlaMA-2 tokenizer. We exe-
cute the generation process a total of 100 instances
to ascertain the average metric estimates, thereby
diminishing the element of randomness. We intro-
duce two key metrics for gauging efficiency: (a)
the apex memory expenditure during the genera-
tion phase, and (b) the rate of token generation per
second (tps). The comparative data is delineated in
Table 4.

As depicted in Table 4, it is evident that: (a)
our PARA approach possesses a similar number of
adjustable parameters, memory usage, and gener-
ation rate to (IA)3. (b) PARA outperforms LoRA
in terms of speed. The enhanced velocity of PARA
over LoRA can be attributed to several elements:
(i) our vector generation process is both minimal
and efficient during the inference phase. (ii) The
vectors, lq, lv, lu, are generated solely upon the
input of instructions to the LLM and prior to the
creation of the initial new token. These vectors
are then reused in subsequent generation stages
with the aid of KV-cache, eliminating the need for
repeated invocation of the vector generators. Con-
versely, the LoRA technique necessitates the model
to engage the LoRA modules at every generation

stage, leading to increased latency.

Ablation on the pretrained backbones Our
principal experiments were carried out utilizing
the LlaMA-2 7B model. In order to showcase
the versatility of our approach, additional exper-
iments have been executed on both the LlaMA-2
13B model and the Gemma 2B model. The cor-
responding outcomes are detailed within Table 5.
Furthermore, our approach surpasses the perfor-
mance of the foundational methodologies on these
alternative model architectures.

5 Conclusion

This study introduces PARA, an innovative ap-
proach for the parameter-efficient fine-tuning of
expansive language models. We integrate a vector
generator within each Transformer layer to produce
adjustment vectors that modulate the functionality
of the LLM core. The vector generator utilizes the
hidden states of the input prompts as inputs and
features a lightweight bottleneck design. PARA
offers greater efficiency in inference compared to
LoRA, as it operates harmoniously with the KV-
cache system. Our experiments across a range of
tasks show that PARA surpasses the performance of
standard methods while maintaining high inference
efficiency. PARA is advantageous for industrial
applications that leverage LLMs.

733



Method BoolQ SQuAD
(acc) (f1-em)

Results for LlaMA-2 13B model
(IA)3 89.6 90.6
LoRA 90.0 90.9

AdaLoRA 90.2 91.6
PARA 90.9 92.1

Results for Gemma 2B
(IA)3 82.7 78.1
LoRA 82.8 78.4

AdaLoRA 83.0 78.8
PARA 83.6 79.7

Table 5: Results for different PEFT methods on the BoolQ and SQuAD benchmarks. The backbone LMs are
LlaMA-2 13B and Gemma 2B. The metrics are explained in Appendix A.2.

Limitations

We showed that our proposed method can greatly
improve the performance of parameter-efficient tun-
ing on diverse tasks and different pretrained mod-
els (i.e., LlaMA-2 7B, LlaMA-2 13B model and
Gemma 2B), while maintaining efficiency during
inference. However, we acknowledge the following
limitations: (a) the more super-sized open-sourced
LLMs, such as LlaMA-2 70B, are not experimented
due to limited computation resources. (b) Other
tasks in natural language processing, like informa-
tion extraction, were also not experimented. But
our framework can be easily transferred to other
backbone architectures and different types of tasks.
It would be of interest to investigate if the supe-
riority of our method holds for other large-scaled
backbone models and broader types of tasks. And
we will explore it in future work.

Ethics Statement

The finding and proposed method aims to im-
prove the parameter-efficient tuning in terms of
performance and efficiency. The used datasets are
widely used in previous work and, to our knowl-
edge, do not have any attached privacy or ethical
issues. In this work, we have experimented with
LlaMA-2, a modern large language model series.
As with all LLMs, LlaMA-2’s potential outputs can-
not be predicted in advance, and the model may in
some instances produce inaccurate, biased or other
objectionable responses to user prompts. However,
this work’s intent is to conduct research on differ-
ent fine-tuning methods for LLMs, not building

applications to general users. In the future, we
would like to conduct further testing to see how our
method affects the safety aspects of LLMs.
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A Appendix for the datsets and
evaluation metrics

A.1 Datasets
We now introduce the datasets we used for ex-

periments. The detailed statistics of these tasks are
presented in Table 1.
COPA & BoolQ These two tasks are question
answering tasks in the format of binary choices,
and are included in the SuperGLUE benchmark.
Since the original test sets are not publicly avail-
able for these tasks, we follow Zhang et al. (2020);
Mahabadi et al. (2021) to divide the original vali-
dation set in half, using one half for validation and
the other for testing.
SQuAD task Stanford Question Answering
Dataset (SQuAD) (Rajpurkar et al., 2016) is a read-
ing comprehension dataset, consisting of questions
posed by crowdworkers on a set of Wikipedia arti-
cles, where the answer to every question is a seg-
ment of text, or span, from the corresponding read-
ing passage, or the question might be unanswerable.
This task is one of the most widely studied question
answering task in the field. In this work, we use
the v1.1 version of SQuAD. Since the original test
sets are not publicly available for these tasks, we
follow Zhang et al. (2020); Mahabadi et al. (2021)
and split 1k samples from the training set as the
development set, and use the original development
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set as the test set. The detailed statistics of this task
is presented in Table 1.
HSM10K benchmark HSM10K is a dataset
of 10.3K high quality high school level problems
created by the math teachers. These problems are
the most difficult ones from a wide source of math
tests. The solving steps are generated by GPT-4 and
then checked/rewritten by math teachers to ensure
accuracy. We use this dataset to improve the math
reasoning abilities of LLMs. The dataset is split
into 9k/0.6K/0.7K train/dev/test sets.
Q2SQL dataset Q2SQL consists of a corpus of
74K hand-annotated SQL query and natural lan-
guage question pairs. This proprietary dataset is
collected from a company in the health insurance
company, where the SQL are primarily related to
analyzing insurance policies. These SQL queries
are further split into training (60k examples), devel-
opment (4k examples) and test sets (10k examples).
In this work, we will ask the LLMs to generate
SQL queries based on the given natural language
questions.
The MMLU benchmark Massive Multitask
Language Understanding (MMLU) (Hendrycks
et al., 2020) is a new benchmark designed to mea-
sure knowledge acquired during pretraining by eval-
uating large language models exclusively in zero-
shot and few-shot settings. This makes the bench-
mark more challenging and more similar to how
we evaluate humans. The benchmark covers 57
subjects across STEM, the humanities, the social
sciences, and more. It ranges in difficulty from
an elementary level to an advanced professional
level, and it tests both world knowledge and prob-
lem solving ability. Subjects range from traditional
areas, such as mathematics and history, to more spe-
cialized areas like law and ethics. The granularity
and breadth of the subjects makes the benchmark
ideal for identifying a model’s blind spots.
MT-Bench The MT-Bench (Zheng et al., 2023)
dataset is a widely used benchmark for evaluat-
ing the quality of LLMs. It contains 80 questions.
The LLMs generate a two-round dialogue for these
questions, and human annotators or LLM annota-
tors will judge the quality of these responses.
The LLM-Eval1 benchmark This benchmark
is a proprietary dataset, designated to challenge the
LLMs for reasoning, world knowledge, and task
solving. This dataset is used internally to facilitate
LLM development. LLM-Eval1 contains a suite of
47 challenging tasks from multiple domains includ-

ing literature, healthcare, security, coding assistant,
and software development and testing. The number
of test samples are 3,569.
The UltraChat dataset UltraChat (Ding et al.,
2023) is an open-source, large-scale, and multi-
round dialogue data curated with the help of Ope-
nAI’s GPT-3-Turbo API. To ensure generation qual-
ity, two separate GPT-3-Turbo APIs are adopted
in generation, where one plays the role of the user
to generate queries and the other generates the re-
sponse. The user model is carefully prompted to
mimic human user behavior and the two APIs are
called iteratively to create a dialogue. There are
774k dialogues in the dataset, and we split it into a
99:1 train/validate set for the FanLoRA workflow.

A.2 Evaluation metrics/protocols
For the BoolQ and COPA tasks, we report accu-

racy following (Wang et al., 2019).
For the SQuAD dataset, we also report the av-

erage of the F1 score and the exact match score
(denoted as f1-em).

For the HSM10K task, we will consider the cor-
rectness of the final answers. Thus, we report accu-
racy (denoted as acc).

For the Q2SQL, we will consider the correctness
of the generated SQL queries. A predicted SQL
query is correct if and only if it can be executed
and obtains the same results with the ground truth.

For the MMLU and LLM-Eval1 tasks, we will
directly consider the correctness of the final an-
swers. Thus, we report accuracy (denoted as acc).

For evaluating the quality of instruction tuned
LLMs, we follow the practice of utilizing GPT-4
as a unbiased reviewer (Zheng et al., 2023). 80
instructions from the MT-Bench is set as a test
set. We generate model responses from a fine-
tuned model with beam size 3 with the generation
function in Huggingface Transformers (Wolf et al.,
2020a). Then we compare AdaLoRA and Fan-
LoRA’s answers with GPT-4. For each instruction
in MT-Bench, GPT-4 (OpenAI, 2023) is asked to
write a review for both answers from the two meth-
ods, and assigns a quantitative score on a scale of
10 to each response.
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