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Abstract

The tool-use ability of Large Language Models
(LLMs) has a profound impact on a wide range
of industrial applications. However, LLMs’
self-control and calibration capability in ap-
propriately using tools remains understudied.
The problem is consequential as it raises poten-
tial risks of degraded performance and poses
a threat to the trustworthiness of the models.
In this paper, we conduct a study on a fam-
ily of state-of-the-art LLMs on three datasets
with two mainstream tool-use frameworks. Our
study reveals the tool-abuse behavior of LLMs,
a tendency for models to misuse tools with over-
confidence. We also find that this is a common
issue regardless of model capability. Accord-
ingly, we propose a novel approach, SMART-
CAL, to mitigate the observed issues, and our
results show an average of 8.6 percent increase
in the QA performance and a 21.6 percent de-
crease in Expected Calibration Error (ECE)
compared to baseline models. 1

1 Introduction

The tool-use ability of LLMs has a profound im-
pact on a wide range of applications. Agents that
are fine-tuned on various human-computer inter-
action scenarios such as web browsing (Nakano
et al., 2022), code writing (Li et al., 2023a), or
even Internet shopping (Yang et al., 2023) have
been successfully deployed to streamline work-
flows and boost efficiency in multiple realms within
the industry. Recent research has also achieved
impressive results by welding various tools into
the step-wise reasoning of Retrieval Augmented
Generation (RAG), such as a retriever (Khattab
et al., 2023), a database operator (Jiang et al., 2023;
Cheng et al., 2023; Hu et al., 2023), or a collec-
tion of tools (Schick et al., 2024; Paranjape et al.,
2023). While incorporating tools into LLMs is

1Our code and data are available at
https://github.com/Henrysyh2000/SMARTCAL .

critical for many applications, Mallen et al. (2023)
argue that the tool-use step can negatively impact
the performance in some circumstances: e.g., when
LLMs have reliable parametric memory. This mo-
tivates further studies exploring adaptive retrieval
strategies (Asai et al., 2024; Maekawa et al., 2024).
However, many existing tool-use frameworks rely
on either passive in-context learning from existing
few-shot examples (Paranjape et al., 2023; Khattab
et al., 2023; Hu et al., 2023) or fine-tuning on dedi-
cated datasets (Hao et al., 2023; Schick et al., 2024;
Jiang et al., 2023; Cheng et al., 2023). The absence
of a model’s active thinking in tool-use thus leaves
a crucial question under-studied: Are LLMs aware
of when to use which tool?

To understand the performance of using tools,
we conduct a series of experiments under the
scenario of open domain QA (Roberts et al.,
2020). Our results raise concerns related to the
above question: the tracking of LLM tool us-
age across ChatGPT series (OpenAI, 2023) and
llama-3-instruct on Entity Questions data (Sci-
avolino et al., 2021) shows that on average, a model
misuses one or more types of tools in over 20% of
its total reasoning steps. Additionally, when the
model is asked to report its confidence in selecting
a certain tool within each step, more than 90% of its
stated confidence falls in the confidence bin where
the reported confidence level is higher than the
actual answering accuracy, indicating the model’s
overconfidence with respect to tool choice. The
bottom part of the first two columns in Figure 1
demonstrates such tool-abuse phenomenon.

In this paper, we propose SMARTCAL, a
novel approach to helping mitigate tool-abuse.
SMARTCAL consists of three components (i) Self-
Evaluation (SE), (ii) Confidence Prior Collec-
tion (CPC), and (iii) Augmented Reasoning (AR),
which mitigate tool-misuse and provide a more
reliable calibration performance. Deployment of
SMARTCAL on two different tool-use frameworks,
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ART (Paranjape et al., 2023) and DSP (Khattab
et al., 2023), shows that it is able to derive an effi-
cient strategy on tool-use and provides better cali-
brated answers.

To the best of our knowledge, this is among the
first efforts focused on investigating the calibration
of LLM-based tool-use. Fostering proper use of
tools is considered to be important for many ap-
plications that emphasize the alignment of LLMs
(Shen et al., 2024). Our contributions are summa-
rized as follows: We observe tool-abuse in LLMs,
which includes tool-misuse behavior and an inac-
curate evaluation of verbalized confidence scores.
We show that degradation in tool-use calibration
remains a common issue regardless of increasing
model capabilities. We introduce SMARTCAL, a
novel framework that aims to mitigate tool abuse.
SMARTCAL achieves an average of 8.6 percent in-
crease in the QA performance and a 21.6 percent
decrease in Expected Calibration Error (ECE) com-
pared to baseline models.

2 SMARTCAL: A Tool-Use Recalibration
Approach

Motivated by the self-verification feature that con-
stitutes the reasoning capability in a multi-agent
system (Pezeshkpour et al., 2024), we introduce
a novel framework SMARTCAL that helps control
tool-misuse based on multiple LLM agents. Dif-
ferent from existing approaches that emphasize in-
context learning from demonstrations such as Au-
tomatic Multi-step Reasoning and Tool-use (ART)
(Paranjape et al., 2023) shown in the left column
in Figure 1 and Demonstrate Search Predict (DSP)
(Khattab et al., 2023), SMARTCAL incorporates
extra evaluation steps to examine the legitimacy
of tool usage within each step. Additionally, com-
pared to existing tool-use frameworks where each
step is controlled by a single agent, SMARTCAL
features an enhanced pipeline that promotes the
collaboration among the agents, ensuring accurate
and reliable tool usage during step-wise reason-
ing. Specifically, when prompted with an input
task, SMARTCAL first derives an optimized strat-
egy about when to use which tool. Then, the collab-
oration between specialized agents actively inter-
feres with and corrects potential tool-abuse risks in
the enhanced pipeline. Table 1 shows a comparison
of SMARTCAL with DSP and ART.

We provide an overview of our framework in
Figure 1, which depicts ART as an example of

Capability DSP ART SMARTCAL
(Ours)

Retrieval Augmented
Generation

✓ ✓ ✓

Use Multiple Tools ✓ ✓
Report Tool
Confidence

✓

Tool Confidence
Calibration

✓

Tool selection
evaluation

✓

Table 1: Comparing SMARTCAL with existing frame-
works that is capable of using tools in reasoning.

tool-use frameworks. Meanwhile, SMARTCAL is
also compatible with existing tool-use frameworks
that incorporate in-context learning with few-shot
examples. In our experiments, we report SMART-
CAL results on both ART and DSP. We also derive
ART (V) and DSP (V) that incorporate verbalized
calibration and compare the accuracy with SMART-
CAL. Specifically, SMARTCAL has three compo-
nents: (i) Self-Evaluation (SE) provides tool-use in-
structions, (ii) Confidence Prior Collection (CPC)
collects model-specific confidence prior, and (iii)
Augmented Reasoning (AR) combines the previous
results into a collaborative pipeline. These compo-
nents aim to mitigate tool-abuse from the following
perspectives: (1) introducing constraints on tool
usage from self-evaluation and (2) incorporating
tool confidence prior into the reasoning process.

2.1 Self-Evaluation (SE)
The SE component employs a teacher model g(x)
to conduct self-evaluation, where we denote x as
the input task plus few-shot tool-use examples.
Taking as an example the question “Where was
Robert E. Clary educated?”, SMARTCAL applies
g(x) based on two dimensions: (1) gfam(x) for
Task Familiarity and (2) gsim(x) for Example Sim-
ilarity. Familiarity evaluation focuses on assessing
whether the parametric memory itself is already
sufficient to handle the task. If the task is solvable
using model’s own knowledge, gfam(x) will in-
clude “[Internal Knowledge]” as an option and
tell the model to be more careful when using tools.
Otherwise, gfam(x) will provide a verdict to en-
courage tool-use model to use tools. For similarity
evaluation, it focuses on extracting specific tools
used in the selected examples and picks out the
ones that are useful to solve the task. In this ex-
ample, gsim(x) extracts “[search]” and “[check
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Step 3: Augmented Reasoning (AR)

Step 1: Self-Evaluation (SE)

Tool Framework (ART) SMARTCAL

Q1: [search] Use a search engine to find the
answer to the question.
#1: ans = "Robert E. Clary was educated at the
University of California, Los Angeles."
\nprint(ans)

Q1: [search] Use a search engine to find the
answer to the question. #1: ans = ...
Q2: [code execute] Execute the python code
and get the value of "ans"
#2: Robert E. Clary was educated at the
University of California, Los Angeles.

Q1: [search] Use a search engine to find the
answer to the question. #1: ans = ...
Q2: [code execute] Execute the python code
... #2: Robert E. Clary ...
Q3: [EOQ]
Ans: Robert E. Clary was educated at the
University of California, Los Angeles. (❌)

Tool Box with Examples 

QA Input: Where was Robert E. Clary educated?

Verbalized Tool Confidence
Include the degree of certainty you have about your
reasoning and represent it as a percentage. For
instance, if you say 80, it means you are 80 percent
certain that your answer is correct and there is a 20
percent chance that it may be incorrect.

Q1: [search] [80] Who was Robert E. Clary?
#1: At age 12, he began a career singing professionally on a
French radio station and also studied art in Paris. In 1942,
because he was Jewish, he was deported to ...

Q1: [search] [80] Who was Robert E. Clary? #1: At age 12,
...
Q2: [string reformat] [80] Where was Robert E. Clary
educated?
#2: Unknown

Q1: [search] [72] Where was
Robert E. Clary educated?
#1: United States Military
Academy

Search String
Operations Code Exec Arithmetic CoT Internal

Knowledge

Find Similar Tool Use Examples

Given two tasks with their descriptions and examples of inputs
and outputs for the tasks, determine if they are similar. Two tasks
are similar if require common subtasks like string operations, web
search, translation, arithmetic, code execution, etc.

Filtered Tool Use Examples 

Q1: [search] [80] Who was ...? #1: At age  ...
Q2: [string reformat] [80] Where was ...? #2: Unknown
Q3: [Internal Knowledge] [90] Where was Robert E. Clary
educated?
#3: Paris, France (❌)

Original ART Reasoning

Step 2: Confidence Prior Collection (CPC)

QA Input: ...Add to

Question
Familiarity

Example
Similarity

Summarize

Tool Use Instructions

Make sure you follow the following instructions
before you move on. ${your verdict on whether
to use own knowledge} You should use ${Tools
from the similarity result} DO NOT use ${all
tools not selected in similarity result but
appeared in json file}. 

Teacher
Model g(x)

ti ∈ Dev Set 

Calibration
Performance Table

Conf Score Edit Instructions

Refer to the accuracy confidence table below
and edit the confidence scores in the
reasoning. If accuracy is lower than
confidence, you should decrease the score. If
accuracy is higher than confidence, you should
increase the score.
----
Reasoning text to edit: %s

Q1: [search] [72] Where was ...? #1: United
States Military Academy
Q2: [check answer type] [72] Does the
information help answer the question? There
could be no definitive answer because the
question is too specific, about personal
details not in public record, because the
answer is not yet known, or the question is
opinion-based.
#2: Yes. The question is asking for the
education of a specific person.

Q1: [search] [72] Where was ...? #1: United
States Military Academy
Q2: [check answer type] [72] Does the
information ...? #2: Yes. The question is
asking for the education of a specific person.
Q3: [Internal Knowledge] [85] Where was
Robert E. Clary educated?
#3: United States Military Academy (✅)

Add Instructions
from Step 1 & Step 2

Confidence Intervals: [5, 4
5, 55, 65, 75, 85] 
Confidence Interval Acc:[0, 
33, 43, 47, 67, 70]

Step-wise Confidence
Calculation

Calibration
Model h(x, d)

Tool Use
Model f(x)

Figure 1: Comparison between ART (Paranjape et al., 2023), ART (V), and SMARTCAL on the complex QA task.
ART (V) introduces verbalized confidence elicitation. SMARTCAL includes three steps to mitigate tool-abuse.

answer type]” as the useful tools from the fil-
tered tool-use examples in the similarity evaluation,
and the familiarity evaluation results encourage the
tool-use model f(x) to incorporate “[Internal
Knowledge]” as an option to answer the question
based on the tool-use context. Both familiarity and
similarity results are then summarized into an ag-
gregated instruction I that the model can follow to
handle the task. Detailed prompts can be found in
Appendix A.4.

2.2 Confidence Prior Collection (CPC)

Building on the SE, the CPC component collects
model-specific prior calibration information in or-
der to provide more accurate tool confidence scores.
We pre-run a heldout subset D with tool-use model
f(x), and add self-evaluation instructions I in the
reasoning process. Motivated by recent studies that
achieve decent calibration performance through
verbalized confidence elicitation (Lin et al., 2022;
Xiong et al., 2024; Tian et al., 2023), we adapt
this technique into step-wise confidence elicita-
tion during the tool-use phase of the agent. De-
note a dev set task ti ∈ D with K steps of tool-

use, each step containing verbalized confidence
Cj . We calculate the average Cti to represent the
agent’s overall confidence in using tools. The an-
swers from D with calculated confidence scores are
binned at a preset stepsize and the accuracy is calcu-
lated respectively. The calibration results are then
organized as a confidence-accuracy lookup table
{conf_level, acc}. The formula of confidence cal-
culation and confidence prior structure are shown
in the CPC block of Figure 1.

The performance of the heldout dataset is re-
garded as the approximation of the underlying
confidence-accuracy distribution on the test dataset.
The results will serve as the prior reference for
the model when editing the output tool confidence
using a calibration model.

2.3 Augmented Reasoning (AR)

Once we obtain the self-evaluation results and con-
fidence prior, the AR component will integrate the
previous results in the following procedure. First,
self-evaluation instruction I is generated by the
teacher model g(x) and is augmented on selected
tool-use examples. Then, the tool-use model f(x)
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Figure 2: Distribution of entity popularity for Mintaka,
PopQA, and Entity Questions dataset.

is called to output the intermediate reasoning con-
texts with controlled usage of tools and verbalized
tool confidence. Finally, the confidence prior D
expressed in a lookup table is used to detect and
correct overconfidence or underconfidence on tool
usage. We describe the reasoning pipeline of AR
using the QA example in Figure 1: tool-use agent
outputs reasoning context with more controlled tool
usage following instructions in the SE module to in-
clude “[search]” and “[Internal Knowledge]”.
Calibration model h(x, d) interacts with both tool-
use agent result and confidence prior to provide
edited confidence evaluations and the final answer
to the question.

3 Experiment Setup

Tasks and Datasets. We perform our experiments
under the open-domain QA setup (Roberts et al.,
2020) using three benchmark datasets: Mintaka
(Sen et al., 2022), PopQA (Mallen et al., 2023),
and Entity Questions (Sciavolino et al., 2021). A
histogram of the popularity distribution of these
datasets can be found in Figure 2.

Following the findings from Mallen et al. (2023)
which point out that retrieval is mandatory when
the model lacks parametric memory, we sample
the tail distribution of the three datasets in Figure
2 to simulate the setting when tool-use agents are
dealing with out-of-scope knowledge. Specifically,
we set dedicated threshold based on each dataset
to construct the low popularity subset.Appendix
A.1 offers a detailed description as well as the aug-
mentation of popularity information of the three
datasets.

• Mintaka. Sen et al. (2022) collect a human
elicited dataset that contains QA pairs that
span eight categories. This dataset has re-
ceived notable attention in recent studies (Li
et al., 2024; Sun and Li, 2024) to provide

benchmark and insight in a real-world set-
ting about how models behave when choosing
tools to augment their reasoning.

• PopQA & Entity Questions. PopQA (Mallen
et al., 2023) and Entity Questions (Sciavolino
et al., 2021) are two synthetic datasets that
contain knowledge intensive QA tasks. The
questions are organized in a triplet containing
subject, relationship, and object, which are
wrapped in a fixed QA template.

Models. Experiments are run on two ChatGPT
models and llama-3-70b-instruct. We select
the more advanced gpt-4-turbo as the teacher
model and gpt-3.5-instruct-0914 for better in-
struction following ability as the calibration model
in SMARTCAL framework. Appendix A.2.1 in-
cludes model details in our experiments.
Evaluation Metrics. For the QA performance, we
report the Exact Match (EM) score, and for cali-
bration metric, we use Expected Calibration Error
(ECE) (Naeini et al., 2015; Obadinma et al., 2021).
Details can be found in Appendix A.2.2.

4 Experiment Results and Analysis

4.1 Overall QA Performance
We conduct our study on two tool-use frameworks,
DSP (Khattab et al., 2023) and ART (Paranjape
et al., 2023). In addition to the original setting,
we also introduce verbalized confidence elicitation
settings of the two frameworks denoted as ART (V)
and DSP (V). In Table 2, we report both settings
and compare them in conjunction with SMARTCAL.
We can see that when SMARTCAL is augmented on
both frameworks, it either surpasses or performs on
par in terms of QA performance compared to the
baseline setting as well as the verbalized calibra-
tion setting. The baseline settings of DSP achieves
an average of 41.9% on all datasets, while ART
has an average accuracy of 45.4%. In comparison,
SMARTCAL achieves 51.5% when adapted to DSP
and 53.0% when adapted to ART, with an average
advantage of 8.6% in accuracy improvement. We
also observe an excessive inferiority in QA accu-
racy for gpt-3.5-turbo on PopQA dataset, where
the model is unwilling to answer most questions.
We elaborate this observation in Appendix A.3.1.

4.2 Calibration Performance
Table 3 presents the ECE score with ART (V) and
SMARTCAL. For almost all experiments, ART (V)
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Models DSP DSP (V)
DSP+

SMART-
CAL

ART ART (V)
ART+

SMART-
CAL

M
in

ta
ka gpt-3.5-turbo 0.417 0.464 0.490 0.497 0.477 0.517

gpt-4 0.371 0.358 0.450 0.470 0.550 0.596
llama-3-70b-instruct 0.377 0.464 0.464 0.623 0.603 0.629

Po
pQ

A gpt-3.5-turbo 0.417 0.401 0.591 0.016 0.064 0.131
gpt-4 0.374 0.371 0.613 0.553 0.552 0.557

llama-3-70b-instruct 0.361 0.360 0.362 0.529 0.518 0.533

E
nt

ity
Q

.

gpt-3.5-turbo 0.503 0.481 0.574 0.423 0.557 0.570
gpt-4 0.506 0.505 0.603 0.448 0.449 0.635

llama-3-70b-instruct 0.445 0.490 0.490 0.526 0.574 0.606

Table 2: QA accuracy comparison of SMARTCAL implementation on three datasets using two frameworks.
gpt-3.5-turbo and gpt-4 results are accessed between Feburary 2024 to June 2024.

Mintaka PopQA Entity Ques

Models ART (V) SMARTCAL ART (V) SMARTCAL ART (V) SMARTCAL

gpt-3.5-turbo 0.451 0.445 0.010 0.087 0.513 0.507
gpt-4 0.263 0.169 0.261 0.201 0.236 0.096

llama-3-70b-instruct 0.335 0.145 0.172 0.113 0.133 0.103

Table 3: Calibration performance (ECE) of ART plus SMARTCAL on three datasets. Note that for ECE scores, the
lower the better. gpt-3.5-turbo and gpt-4 results are accessed between Feburary 2024 to June 2024.

yields a higher calibration error, with an average
ECE of 0.264. SMARTCAL achieves an average
ECE of 0.207 on the testing datasets, with an aver-
age of 21.6% fewer errors in the confidence align-
ment. Again for gpt-3.5-turbo, we observe in-
feriority in ART (V) when tested on PopQA data.
We elaborate this observation in Appendix A.3.2.

In addition to the ECE performance in Table 3,
we also record QA accuracy and ECE performance
on less capable GPT models and create a trend plot
on Mintaka data in Figure 3. Interestingly, we find
qualitatively from the plot that ECE results remain
stable with fluctuations between 0.15 to 0.50, de-
spite increasing model capability. In contrast, QA
accuracy continues to improve from 47% to near
60% with an evolving model ability.

4.3 Detailed Analysis

Are LLMs aware of when to use which tool? Our
results above raise concerns that tool-misuse poses
a threat to the QA performance. Also, despite a cer-
tain level of awareness, LLMs lack more targeted
tool-use calibration methods. Thus, SMARTCAL
aims to provide a preliminary solution from the two

Figure 3: ECE and QA accuracy trend comparison on
Mintaka dataset. ECE scores remain stable despite in-
creasing model capability.

perspectives as detailed below.

SMARTCAL improves performance by mitigat-
ing tool-misuse. Previous work has shown the ne-
cessity of retrieval under low popularity context
(Mallen et al., 2023). We further show that tool-
misuse may also exert a negative effect on the an-
swering accuracy. Figure 4 shows a comparison
of gpt-4 between ART and SMARTCAL on how
tools are used in the Entity Questions data. A full
comparison of all datasets is included in the tool
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usage collection section in Appendix A.3.3. We
can see that ART tends to use a variety of tools,
many of which are not providing useful contexts,
resulting in a QA accuracy of 0.448. On the other
hand, SMARTCAL reduces the use of unnecessary
tools significantly via the SE step, increasing the
accuracy to 0.635. Thus, the introduction of those
excessive tools, if not properly used with the cor-
responding levels of confidence, could negatively
influence the QA accuracy.

Figure 4: Tracking of tool usage from Entity Questions
data (Sciavolino et al., 2021) on GPT-4. Diagram on
the left is the original ART tool usage, on the right is
SMARTCAL tool usage breakdown.

SMARTCAL recalibrates tool usage confidence
via agent collaboration. The augmented reason-
ing step in SMARTCAL takes advantage of the cal-
ibration results from the heldout dataset. By us-
ing the results as a prior, the calibration agent in
SMARTCAL is able to interact with contexts gener-
ated by the tool-use agent and to edit the confidence
score stated in the verbalized approach, thereafter
providing more reliable tool-use confidence scores.
Figure 5 provides a comparison of the reliance plot
of gpt-4 on Entity Questions data. Note that the
zero confidence interval represents the questions
where regular expressions failed to extract a valid
confidence score from the agent’s reasoning history.
A full comparison of calibration performance plot
can be found in Appendix A.3.4

Figure 5: Calibration performance comparison of GPT-4
on Entity Questions data with ART (V) on the left and
SMARTCAL on the right.

4.4 Ablation Study

In this section, we further study the relative impor-
tance of each component within SMARTCAL. We
choose the ART setup to conduct ablations using
the Mintaka data on three models. Specifically,
we mask either the SE or the CPC component in
SMARTCAL and measure the QA accuracy and
ECE respectively. Table 4 and Table 5 showcase
the results.

In terms of the SE module, we find it useful both
in increasing QA performance as well as in low-
ering calibration error. Among the three models
tested when CPC is masked, SE module achieves
an average of 2.9% increase in QA accuracy com-
pared with the baseline when both SE and CPC are
disabled. It can also be observed that adding self-
evaluation also helps the model to be more aware
of tool-use confidence reports. The second column
in Table 5 with SE module enabled achieves an av-
erage of 21.6% lower in calibration error compared
to the baseline.

For the CPC module, it can be seen from the
ablation results that it further helps lower the cal-
ibration error, with an average of 39.4% lower in
calibration error when comparing with the base-
line in Table 5. This further suggests that with the
integration of confidence prior, it helps the model
become more informed on providing reliable confi-
dence scores.

5 Related Work

Retrieval Augmented Generation (RAG). Task
decomposition techniques (Wei et al., 2022; Yang
et al., 2022; Ozturkler et al., 2023; Kazemi et al.,
2023; Reppert et al., 2023; Creswell et al., 2023;
Puerto et al., 2024; Fang et al., 2024) augmented
with retrieved contexts in knowledge-intensive
NLP tasks (Karpukhin et al., 2020; Nakano et al.,
2022; Li et al., 2023b) have been shown to be
very effective in various complex NLP tasks. Re-
cent work (Jiang et al., 2023; Cheng et al., 2023;
Hu et al., 2023) has augmented Chain-of-Thought
with external database operations to facilitate LLM
reasoning on tabular data. Knowledge distillation
approaches (Schick et al., 2024; Paranjape et al.,
2023; Cai et al., 2024) have also been proposed
to teach LLM to create and use tools in order to
enhance reasoning performance.

Selective Retrieval Methods in RAG. Recent
work empirically reveals that RAG has a nega-
tive impact on QA performance when LLMs have
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Models w/o CPC, w/o SE w/ CPC, w/o SE w/o CPC, w/ SE

gpt-3.5-turbo-0613 0.536 0.536 0.576
gpt-4 0.576 0.576 0.589

llama-3-70b-instruct 0.623 0.623 0.656

Table 4: QA accuracy of SE and CPC components in SMARTCAL using Mintaka data.

Models w/o CPC, w/o SE w/o CPC, w/ SE w/ CPC, w/o SE

gpt-3.5-turbo-0613 0.233 0.161 0.096
gpt-4 0.245 0.244 0.126

llama-3-70b-instruct 0.110 0.073 0.098

Table 5: Calibration performance (ECE) of SE and CPC components in SMARTCAL using Mintaka data.

better memorization of popular factual knowledge
(Mallen et al., 2023). This work further motivates
an exploration into selective retrieval methods, in-
cluding fine-tuning smaller models to provide fac-
tuality checking and ranking (Tian et al., 2024) and
generating retrieval evaluations to avoid excessive
and noisy contexts (Asai et al., 2024; Maekawa
et al., 2024), paving the way for more versatile and
efficient RAG strategies.
Calibration in LLMs. Recent attempts to study
LLM calibration often include adversarial attacks
(Obadinma et al., 2024), while other approaches
have connected this notion with confidence-level
elicitation (Guo et al., 2017; Minderer et al., 2021;
Xiong et al., 2024). Current approaches include
verbalized confidence elicitation (Lin et al., 2022),
which asks for a confidence score directly when
answering a factual question. Xiong et al. (2024)
take a step further by combining this verbalized
approach with self-consistency and propose a hy-
brid confidence elicitation framework. However,
existing work focuses more on single-step reason-
ing calibration on factual information, overlooking
its efficacy under the multi-step context of using
tools.

6 Conclusion

In this paper, we identify tool-abuse in LLM reason-
ing, which involves a combination of tool-misuse
and degraded tool calibration performance. We
also observe a consistently high calibration error
regardless of increasing model scales. We then pro-
pose a novel framework SMARTCAL to mitigate
this issue. To our knowledge, this is among the
first efforts to study the topic of recalibration for
LLM-based tool-use.

7 Limitations

As for our future work, we would like to extend the
proposed method to complex multi-step reasoning
tasks. Also, our experiments and results are lim-
ited to a subset of the existing datasets to observe
tool-misuse behavior. It would be interesting to ob-
serve if such behavior remains consistent in more
complex datasets elicited by humans that contain
multiple reasoning paths.
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A Appendix

A.1 Dataset Details
A.1.1 Mintaka
Sen et al. (2022) collect a human elicited dataset
that requires complex reasoning with an amalgama-
tion of eight distinct symbolic operations, spanning
more than eight different topics, totaling a num-
ber of 20,000 labeled questions. We augment the
Mintaka dataset with popularity information 2 and
make a test set that contains 151 questions with
low popularity. Since the number of questions in
the training set with low popularity is more limited
(50 questions), we randomly sample 200 data to
construct the dev set in confidence calibration.

A.1.2 PopQA & Entity Questions
PopQA (Mallen et al., 2023) and Entity Questions
(Sciavolino et al., 2021) are two synthetic datasets
that contain knowledge intensive QA tasks. The
entities are organized in a triplet containing sub-
ject, relationship, and object wrapped in a fixed
template to form a question. Given that the two
datasets all contain the Wikidata-scraped popularity
information, we directly filter out the low popular-
ity section within those datasets, providing a total
of 2,349 questions in test set. For the dev set in con-
fidence calibration, we sample 200 questions from
PopQA and 500 questions from Entity Questions
that are of low popularity in the training set.

A.2 Experiment Details
A.2.1 Models
InstructGPT. First released in November 2022,
InstructGPT is a series of models that is trained
by OpenAI to conduct text completion tasks. The
original text-davinci series is considered less
capable at understanding instructions . OpenAI
deprecated their older text-davinci series and
updated their instruct models in September 2023
with gpt-3.5-turbo-instruct, making it more
capable at following instructions.
ChatGPT. We also include a spectrum of mod-
els with different capabilities in the ChatGPT se-
ries (OpenAI, 2023), including gpt-3.5-turbo,
gpt-4, and gpt-4-turbo.

2We use log-based weekly pageviews from Wikidata API
to obtain the popularity level from the questions. We define
the entities with log pageviews less than two as low popularity,
and higher than four as high popularity.

Llama-3 Instruct. As an updated version
from llama-2 (Touvron et al., 2023), llama-3
is trained with more recent corpora from
various sources and achieves a better per-
formance in various benchmarks. Different
from the GPT family, Llama models are
completely open-source. llama-3-instruct
features two models divided by parameter
sizes, including llama-3-instruct-8b and
llama-3-instruct-70b.

In SMARTCAL, gpt-3.5-instruct-0914 is
used for similar task selection in the ART frame-
work. For the teacher model in the SE module
described in section 2, we select gpt-4-turbo
to provide self-evaluation results. For the cal-
ibration model in the AR module, we employ
gpt-3.5-instruct-0914 for better instruction
following to edit the tool-use context. The temper-
ature of all models tested is set to 0.7 in both ART
and DSP modules according to the best reported re-
sults from Paranjape et al. (2023) and Khattab et al.
(2023). The max token length for each reasoning
step in ART is set to be 500 and it is 800 in DSP.
For maximum steps within the reasoning process,
ART has a maximum of 10 steps, while DSP is set
to 3 steps.

A.2.2 Evaluation Metrics
In our experiments, we use a more generic version
of Exact Match (EM). Denote the answer from the
model as aM , and the label as L. The answer is
considered correct if:

aM ⊆ L ∪ L ⊆ aM (1)

For calibration evaluation, we use the ECE score.
ECE essentially describes the deviation between
the model’s stated confidence and its true accuracy.
It bins the answers according to the model’s stated
confidence and calculates the average first norm
distance between the QA accuracy within the bin
and the confidence score. Denoting aM as the an-
swer from the model, and pM as the probability
assigned by the model that aM is correct, p is the
actual QA accuracy in this confidence bin. ECE is
calculated as follows:

EpM [|P(aM |pM = p)− p|] (2)

A.3 Result Analysis
A.3.1 Tool-Use Behavior Analysis
In this section, we provide more detailed analysis
following the reported results in Section 4. As we
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mentioned earlier, gpt-3.5-turbo achieves unex-
pectedly low QA accuracy on PopQA dataset on
ART framework. We provide several examples
that record the history of gpt-3.5-turbo reason-
ing when tested on PopQA data in Figure 6. We can
see from the history that for most of the tested ques-
tions, gpt-3.5-turbo refuses to provide a con-
crete answer that follows the few-shot structure in
the ART framework. Instead, it either states that
the question needs extra information or it simply
can’t assist in answering the question. Based on
our results, this answer pattern is common regard-
less of other settings, including the incorporation of
verbalized confidence elicitation and SMARTCAL.

#1 

Input: Who is the author of Just a Matter of 
Time?

I'm sorry, but I can't provide an answer to that 

question as it involves looking up specific 
information about a book and its author, which 

is beyond the scope of the examples provided. If 

you have any other questions or tasks, feel free 
to ask!

#2

Input: Who is the author of Come On Over?
I'm sorry, but I can't provide assistance with 

that question.

#3

Input: What sport does Hwang Byung-ju play?

I'm sorry, but I can't provide an answer to that 
question as it involves real-time information 

that may change.

Figure 6: Examples of gpt-3.5-turbo reasoning his-
tory on PopQA dataset using ART.

A.3.2 Tool-Use Calibration
Following the calibration performance in Table 3,
we observe that under the schema of the verbalized
confidence elicitation, the model tends to assign
a fixed and consistent confidence score (i.e. 80%
confidence whenever it uses the [search] tool in
the reasoning step), which in turn makes the ag-
gregated tool-use confidence clustering around a
certain confidence interval. This observation is con-
sistent with the results obtained by Lin et al. (2022).
Additionally, the unexpected behavior elaborated
in Appendix A.3.1 also affects the calculation of
calibration performance. When calculating average
tool confidence, we default the confidence score to
zero when we fail to extract tool usage from the

generated reasoning history. An edge case of such
a setting is when the overall QA accuracy is also
extremely low and those wrong answers happen
to be all binned in the lowest possible confidence
interval. This will provide misleading ECE result
indicating that the model is “perfectly” calibrated.
The second column of gpt-3.5-turbo in Figure 8
showcase such scenario.

A.3.3 Tool-Use Collection
We collect the tool usage distribution in both ART
and SMARTCAL for different models and demon-
strate the results in Figure 7. There is a clear diver-
gence in tool usage between ART and SMARTCAL,
where ART tends to include more tools that are
unnecessary (such as “[string operations]” or
“[code generate]”) to augment its reasoning. The
incorrect usage of tools often results in the intro-
duction of redundant information in the context,
which consequently degrades QA performance.

A.3.4 Calibration Curve Plot
We also plot the ECE results for our framework
on two approaches in Figure 8. We select calibra-
tion results from ART (V) and compare them with
ART augmented with SMARTCAL. We segment
the model stated confidence into 10 bins and cal-
culate their QA accuracy with respect to each bin.
We can see from the plot that under most cases,
SMARTCAL has a more sparse and aligned distribu-
tion along the reliance curve, i.e. the model stated
confidence deviates less from the actual answer
accuracy.

A.4 Prompts
In this section, we list the prompts that constitute
the three major components in SMARTCAL de-
scribed in Section 2. We also provide ART (V)
and DSP (V) prompts where we incorporate a ver-
balized calibration method that elicits model confi-
dence on step-wise tool usage. For SE module, we
curate three prompts, including task familiarity SE
(Table 8), task similarity SE (Table 9), and tool-use
instruction SE (Table 10). In our experiments, we
use all three prompts in ART. Given that DSP only
incorporates the retriever as the tool to use, we only
use the task familiarity prompt in DSP. Note here
for confidence prior collection phase in CPC, the
prompt is essentially similar to prompts in ART
(V) and DSP (V). For AR module, we include the
calibration prompt in Table 11.
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DSP (V)
Write a search query that will help answer a complex question. Write N/A if the context contains the
answer to the question. Also include a confidence socre about your query.
Note: The confidence level indicates the degree of certainty you have about your reasoning and is
represented as a percentage. For instance, if your confidence level is 80, it means you are 80 percent
certain that your answer is correct and there is a 20 percent chance that it may be incorrect.
—
Follow the following format.
Context:$sources that may contain relevant content
Question: $the question to be answered
Rationale: Let’s think step by step. Based on the context, we have learned the following. $a short summary
from the context that provides useful clues
Search Query: $a simple question for seeking the missing information Confidence score: $a score from 0
to 100
—
Context: %s
Question: %s
Rationale: Let’s think step by step. Based on the context, we have learned the following.

Table 6: Prompts in DSP (V) that incorporates verbalized confidence elicitation when using tools.

ART (V)
In these examples, you are given a task description and an input.
Break the input down into subtasks in order to solve the task. You can use affordances like string
operations, search engines, arithmetic functions, or code generation.
Be sure to use "[]" to specify affordances in subtasks.
Also, use a separate ’[]’ to provide a score from 0 to 100 after each affordance to indicate your confidence
level using this affordance.
If you are confident that your internal knowledge is more reliable than external tools, use your own
knowledge.
When solving the task, avoid using affordances with low confidence level in the demonstrations below,
because it often indicates a higher chance of making mistakes. If you still want to use them, make sure to
assign a low confidence score.
Note: The confidence level indicates the degree of certainty you have about your reasoning and is
represented as a percentage. For instance, if your confidence level is 80, it means you are 80 percent
certain that your answer is correct and there is a 20 percent chance that it may be incorrect.
—-
Selected Similar tasks: %s
—-
Description: %s
Input: %s

Table 7: Prompts in ART (V) that incorporates verbalized confidence elicitation when using tools.
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SMARTCAL Task Familiarity SE
Given a complex question to answer, determine whether using tools is necessary to answer it. If you
determine that tools are unnecessary, you should include the suggestion to use "[Internal Knowledge]" only
and downweight your confidence in using other tools. Otherwise you should provide a brief explanation
on why tools are needed.
***
Follow the following format:
Task question: $a complex question to answer Familiarity verdict: $Your verdict on whether to use tools.
Often along with a brief explanation ***
Task question: %s
Familiarity verdict:

Table 8: Task familiarity in the SE module of SMARTCAL.

SMARTCAL Task Similarity SE
You are given a question and several demos on using tools. Extract the name of the tools in the demos that
you think are useful to answer the question. Don’t select all tools, only include tools that you think are
most helpful. Keep in mind to keep the tool list short. Note that tools are often expressed with their names
in square brackets "[]".
***
Follow the following format:
Demo examples: $few shot examples showing how to use different tools
Task question: $a complex question to answer
Useful tools: $a short list that keeps the minimal tools that helps answer the question. Remember to
include a square bracket "[]" to any referred tool
***
Demo examples: %s
Task question: %s
Useful tools:

Table 9: Task similarity in the SE module of SMARTCAL.
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SMARTCAL Tool-use Instruction SE
Given the evaluation results on task similarity and familiarity, compile them into a detailed instruction
that the agent can follow so that it can use tools more effectively. Make sure your instruction is based on
the evaluation results and it should contain the following points:
* Tell the agent whether or not it needs a tool
* If no tool is needed, make sure to include [Internal Knowledge] in your reasoning
* If needs a tool, always tell the exact name from the tool list in task similarity evaluation. Begin the
instruction with "You should use..."
* Include a square bracket "[]" for each tool that you tell the agent
* Tell the agent not to use the tools not selected from the json file below
* Provide the final instruction only, do not provide the previous evaluation results
Below is a json file that describe the function of each tool
“‘json
%s
“‘
***
Follow the following structure by filling out the missing blocks with description:
Evaluation results on task similarity: $agent assessment on which tools are useful, often in a list expression
Evaluation results on task familiarity: $agent assessment on tool confidence and verdict on whether to use
its own knowledge
Instruction: Make sure you follow the following instructions before you move on. $your verdict on
whether to use own knowledge You should use $Tools from the similarity result DO NOT use $all tools
not selected in similarity result but appeared in json file. Keep using the right tools until you reach a final
answer that is reliable.
***
Evaluation results on task similarity: %s
Evaluation results on task familiarity: %s
Instruction:

Table 10: Tool-use instruction in the SE module of SMARTCAL.

SMARTCAL Calibration in AR
You are given a resaoning process with confidence scores within each step in the square bracket "[]".
Your job is to refer to the accuracy confidence table below and edit the confidence scores in the reasoning.
Instructions:
First identify the confidence range and find the corresponding accuracy in the table. If accuracy is lower
than confidence, you should decrease the score. If accuracy is higher than confidence, you should increase
the score. Finally, replace the original confidence score with your newly edited score. Your answer should
keep the exact same structure of reasoning text and the input question, no extra explanation is needed.
—-
Below is the accuracy-confidence table:
confidence level: %s
true accuracy: %s
—-
Reasoning text to edit: %s
Your edited reasoning text:

Table 11: Calibration prompt in AR module that enables collaboration between agents and confidence prior to
recalibrate on tool-use.
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Figure 7: Tool-use comparison between ART and SMARTCAL.
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Figure 8: ECE plot comparison between ART (V) and SMARTCAL.
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