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Abstract

Recent advancements in large Language Mod-
els (LMs) have significantly enhanced their ca-
pabilities across various domains, including nat-
ural language understanding and generation. In
this paper, we investigate the application of
LMs to the specialized task of contact-center
Quality Assurance (QA), which involves evalu-
ating conversations between human agents and
customers. This task requires both sophisti-
cated linguistic understanding and deep domain
knowledge. We conduct a comprehensive as-
sessment of eight LMs, revealing that larger
models, such as Claude-3.5-Sonnet, exhibit su-
perior performance in comprehending contact-
center conversations. We introduce method-
ologies to transfer this domain-specific knowl-
edge to smaller models by leveraging evalua-
tion plans generated by more knowledgeable
models, with optional human-in-the-loop re-
finement to enhance the capabilities of smaller
models. Notably, our experimental results
demonstrate an improvement of up to 18.95%
in Macro F1 on an in-house QA dataset. Our
findings emphasize the importance of evalua-
tion plans in guiding reasoning and highlight
the potential of AI-assisted tools to advance
objective, consistent, and scalable agent evalu-
ation processes in contact centers.

1 Introduction

The convergence of contact-center management
and artificial intelligence represents a frontier rich
with potential for revolutionizing customer service
quality and operational efficiency. Contact-centers,
serving as the primary interface between organi-
zations and their customers, are increasingly seek-
ing sophisticated methods to evaluate and enhance
agent performance so as to improve their customer
satisfaction (Roy et al., 2016). Concurrently, the

† Equal contribution as first authors.
‡ Equal contribution as second authors.

Did the agent demonstrate active listening ?

Did the agent address any objections raised by the
customer?

Did the agent ask probing questions to discover the
customer’s needs?

Did the agent properly acknowledge customer in-
quiry?

Figure 1: Real-world examples of QA questions for
evaluating contact-center agents. Highlighted phrases
indicate the domain-knowledge of contact-centers re-
quired to answer the respective QA questions.

field of natural language processing has witnessed
unprecedented advancements with the emergence
of large Language Models (LMs) such as GPT-4
(OpenAI, 2023), Gemini (Anil et al., 2023), Claude
(Anthropic, 2023), and their successors. These
models have demonstrated remarkable proficiency
in understanding and generating human-like text
across diverse domains, suggesting promising ap-
plications in a variety of natural language process-
ing tasks, such as, machine translation (Zhu et al.,
2024), sentiment analysis (Zhang et al., 2023), text
summarisation (Van Veen et al., 2024; Yuan et al.,
2024), reasoning (Wei et al., 2022b), etc.

However, evaluating contact-center agents using
these LMs presents unique challenges that extend
beyond basic linguistic comprehension. Effective
assessment requires a deep understanding of indus-
try best practices, domain knowledge, and the nu-
ances of customer service communication. Let us
consider the question - "Did the agent demonstrate
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active listening?" illustrated in Figure 1. This eval-
uation involves more than just analyzing text; it
requires a comprehensive grasp of active listening
principles in customer interactions. An accurate
assessment must determine if the agent attentively
listened without requiring repetition, understood
the customer’s issue, and asked appropriate follow-
up questions to guide the interaction towards res-
olution. While some aspects of this evaluation
can be explicitly derived from the question, others
demand deeper domain understanding (refer Ap-
pendix D). This includes recognizing the complexi-
ties of customer issues, appropriate troubleshooting
steps, and the flow of effective customer service
interactions. The multifaceted nature of this task
highlights the need to integrate sophisticated NLP
models with domain-specific expertise for compre-
hensive contact-center agent evaluations.

While research has explored LMs in various
contact-center applications, their use in quality as-
surance remains understudied. Nathan et al. (2024)
examine in-domain fine-tuning for tasks like sum-
marization and question-answering, but does not
address holistic agent evaluation. In this paper, we
aim to fill this gap with three key contributions:

1. A comprehensive evaluation of eight LMs’
ability to comprehend contact-center conver-
sations for quality assurance purposes

2. Proposed methodologies for transferring do-
main knowledge to models lacking it, dis-
cussing practical implications

3. Future directions for developing AI-assisted
evaluation tools in contact-centers, potentially
enhancing objectivity, consistency, and scala-
bility of assessments

2 Problem Formulation

Contact-centers typically have a dedicated quality
assurance (QA) team responsible for maintaining
high service standards and ensuring customer satis-
faction. This team systematically evaluates agent
performance across various interactions, focusing
on adherence to company policies, compliance re-
quirements, agent behaviour and best practices. As
a part of this process, QA analysts meticulously
review the agent-customer conversations, identify
key events, and evaluate the agent’s performance
against predefined criteria. Maintaining consis-
tency and accuracy of these evaluations poses a
significant cognitive overload for QA analysts and

is in turn a time-taking process, necessitating a
nuanced approach to improve the efficiency and
effectiveness of QA processes.

The evaluation criteria used by QA teams are of-
ten framed as questions, which need to be answered
based on the conversation and the effectiveness of
the agent’s interaction with the customer. These
questions cover various aspects of the interaction,
such as whether the agent actively listened to the
customer, accurately identified and addressed the
issue, adhered to the company’s communication
protocols, etc. (refer to examples of QA questions
in Figure 1). Framing the QA evaluation in this
manner naturally makes it a question-answering
task.

Importantly, providing just the answer to these
questions is often not sufficient. Detailed reason-
ing must accompany each answer to validate the
response and offer transparency. This reasoning
explains why a particular answer was chosen, high-
lighting the relevant portions of the conversation
that led to the conclusion (refer to Figure 4 in Ap-
pendix A.1 for a sample response to a QA question).
This not only enhances the accuracy of the evalu-
ation but also streamlines the process for QA pro-
fessionals by offering clear justifications for each
assessment, making their workflow more efficient
and decisions more reliable.

Formally, we define the QA task as follows:
Given a conversation C between an agent and a
customer, and an evaluation question Q designed
to assess a specific aspect of the agent’s perfor-
mance, the goal is to generate a detailed reasoning
R and an appropriate answer A, such that R logi-
cally leads to A. This requires the extraction and
synthesis of relevant information from the conversa-
tion C, demonstrating a deep understanding of both
contact-center domain-knowledge and nuances of
the interaction. Providing R with A not only vali-
dates the response but also offers transparency and
clarity, aiding QA analysts in their decision-making
process.

3 Quantifying Contact-Center Knowledge
of LMs

This section aims to evaluate out-of-the-box perfor-
mance of a suite of language models (LMs) in the
specific context of quality assurance (QA) within
contact-centers. By benchmarking these LMs on
their ability to answer the QA questions, we seek to
understand the extent to which they can effectively
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evaluate contact-center agents based on conversa-
tion transcripts, given their current knowledge of
contact-center domains. The detailed methodology
is outlined as follows:

3.1 Data Curation

To quantify the domain-knowledge of LMs, we cu-
rate a specialised quality assurance (QA) dataset.
Specifically, we use a sample of 100 English dyadic
conversations between agents and customers, tran-
scribed using a third-party Automatic Speech
Recognition (ASR) engine with a Word Error Rate
(WER) (Ali and Renals, 2018) of 10%. We further
sample a set of 50 QA questions from a propri-
etary contact-center dataset designed to holistically
evaluate the performance of agents in handling cus-
tomer interactions. Each of these questions can be
answered as either yes or no. We then employ
a group of seven annotators, who are experts in
contact-center quality assurance to answer each of
the 50 QA questions based on the 100 conversa-
tions. The annotators are provided with a compre-
hensive guideline to follow logical reasoning steps
to identify relevant evidence from the conversation,
synthesize them, and finally conclude the answer
to the question. This approach not only ensures
that the annotations are grounded in specific de-
tails from the conversations but also emulates the
reasoning process a QA analyst would implicitly
follow. To ensure the reliability of the dataset, we
select question-conversation pairs where at least
five annotators agree on the answer, resulting in a
refined dataset of 3,061 question-conversation pairs
with their annotated reasoning (evidence along with
synthesis) and answer. This implies approximately
60% (3,061 out of 5,000) agreement between anno-
tators. The answer agreed upon by the five annota-
tors is selected as the ground-truth answer. For the
ground truth reasoning, we first filter the reasonings
corresponding to the selected ground truth answer
and randomly sample one of those as the ground
truth reasoning. This randomly selected reasoning
is then post-processed to represent a coherent chain
of thought that leads to the final answer, reflecting
the logical steps followed by the annotators (see
Appendix A.1 for annotated examples). We refer
to this dataset as DQA

1. The label distribution for a
sampled set of 10 questions from DQA is detailed
in Appendix A.2.2.

1We cannot release the dataset due to proprietary reasons.

3.2 Experimental Setup

We utilize a suite of eight LMs (mix of closed-
source and open-source), categorizing them into
three groups: Large, Medium, and Small, based on
their number of parameters as illustrated in Table 1
(refer Appendix B.2).

Given a question Q and a conversation C where
(Q, C) ∈ DQA, we prompt a language model, L, to
engage in chain-of-thought reasoning (Wei et al.,
2022b). The model first identifies evidences rele-
vant to answering Q based on C, synthesizes these
evidences, and finally concludes the answer A
based on the synthesized reasoning. This approach
mirrors the annotation guideline provided to anno-
tators, ensuring consistency with human reasoning
processes (refer Figure 6 in Appendix B.3 for the
prompt template). We hypothesize that this method
evaluates the ability of an LM to comprehend
contact-center conversations and autonomously rea-
son through them to answer the question Q based
on identified evidences and synthesis. Finally, we
report the performance of model L on DQA in
terms of Macro F1, evaluated over annotated la-
bels in Section 3.1. Refer to Table 1 for detailed
results across the suite of eight models.

3.3 Results

The results from Table 1 reveal a strong correlation
between the size of LMs and their performance
on the QA task within the contact-center domain.
We observe that larger models consistently outper-
form the smaller ones, indicating that they possess
more robust domain-knowledge of contact-centers.
Specifically in the Large group, we note the highest
Macro F1 of 75.48% using Claude-3.5-Sonnet (An-
thropic, 2023), followed closely by Llama3-70B
(Touvron et al., 2023). Notably, GPT-4o (OpenAI,
2023), while being the largest of the lot, performs
significantly lower than Claude-3.5-sonnet. We hy-
pothesize that this could be attributed to differences
in their training data and methodology.

Interestingly, despite being in the Medium group,
GPT-4o-mini performs marginally better than GPT-
4o. We hypothesise that this could possibly be
due to sensitivity to inference parameters, such
as prompt template, temperature, maximum target
tokens, etc. However, we leave this exploration as
a part of future scope and thereby maintain fairness
in benchmarking by utilising the same inference
parameters across all models.

Additionally, the Small group, represented by
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Group Model Macro
F1 (%)

Large
GPT-4o 70.56
Claude-3.5-sonnet 75.48
Llama3-70B 74.68

Medium
GPT-4o-mini 72.97
Llama3-8B 68.54
Mistral-7B 62.96

Small Phi-3-mini-128k-instruct 62.91
Gemma-2B-it 54.17

Table 1: Illustrates that large LMs generally outperform
smaller ones on contact-center QA task indicating a
strong correlation between model size and performance,
underscoring the proficiency of large LMs in compre-
hending contact-center conversations from QA stand-
point.

Phi-3-mini-128k-instruct (Abdin et al., 2024) and
Gemma-2B-it (Mesnard et al., 2024) , has the low-
est scores of 62.91% and 54.17%, respectively.
Since we do not provide any domain-specific in-
puts (except the QA question) while inferring using
these models, these results highlight the signifi-
cant performance gap between smaller and larger
LMs, suggesting that smaller LMs lack the exten-
sive domain-knowledge inherent in the larger LMs.
Consequently, smaller LMs would likely need to
rely on external mechanisms, to distill the requisite
contact-center-specific knowledge.

4 Distilling Domain-Knowledge To Small
LMs

Given that large LMs demonstrate proficiency in
contact-center domain-knowledge, we explore the
feasibility of transferring this to smaller LMs.
Specifically, we select Phi-3-mini-128k-instruct
(Abdin et al., 2024) as our target model due to
its superior performance among the Small group.
However, our approach is generic enough to be
extended to any LM.

4.1 Experimental Setup
To investigate the effectiveness of transferring
contact-center domain-knowledge from large LMs
to smaller LMs, we implement the following exper-
imental setups:

4.1.1 Inference With Large LM Guided Plan
In this setup, we follow a two-step process wherein
we first utilize a large LM M, proficient in contact-
center domain-knowledge to generate an evaluation
plan P in response to a question Q, outlining the
criteria for evaluation. We hypothesize, that this

Avoid interrupting the customer: The agent
avoided interrupting the customer while they
were speaking, allowing them to fully explain
their issue or concern.
Acknowledging customer’s concerns: The
agent acknowledged or addressed the cus-
tomer’s concerns or questions.
Providing relevant responses: The agent
provided responses that were relevant and
addressed the customer’s actual issue or con-
cern.

Figure 2: Example evaluation plan to assess an agent
on: Did agent demonstrate active listening ?

plan P not only provides a structured evaluation
criteria for Q but also breaks it down into simpler
components that can be easily comprehended by
smaller LMs (refer to Figure 2). Subsequently,
given Q, conversation C, and the generated plan P ,
we then prompt Phi-3-mini-128k-instruct (hence-
forth, referred to as MPhi) out-of-the-box to en-
gage in chain-of-thought reasoning analogous to
that described in Section 3.2. Refer to Figure 7
and Figure 8 in Appendix B.3 for the prompt tem-
plates illustrating the generation of evaluation plans
and final inference, respectively. Since Claude-3.5-
Sonnet (henceforth, refer to as MSonnet) demon-
strates best proficiency in domain-knowledge (refer
to Table 1), we fix M = MSonnet for this setup.
We hypothesize that the generated plan plays a cru-
cial role in bridging the gap between the domain-
knowledge of M and MPhi, thereby enhancing
the ability of MPhi to reason and answer QA ques-
tions effectively.

4.1.2 Fine-tuning With Large LM Generated
Response

To further explore the integration of contact-center
domain-knowledge, we conduct in-domain fine-
tuning of MPhi on the QA task. Instead of man-
ually annotating a large dataset for fine-tuning,
which is resource-intensive, we once again lever-
age MSonnet to generate chain-of-thought reason-
ing and answer for 780 additional questions across
approximately 100 interactions each, following a
similar methodology as described in Section 4.1.1
and utilise it as the ground truth for fine-tuning. We
randomly sample 80% of questions from this and
include all the corresponding examples in training
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Input Output

Setup Fine-
Tuned Plan Evidence Synthesis Macro

F1 (%)

S0 ✓ ✓ 62.91
S1 ✓ ✓ ✓ 67.99
S2 ✓ ✓ ✓ ✓ 81.86

S2a ✓ ✓ ✓ 78.80
S2b ✓ ✓ ✓ 81.58

Table 2: Evaluation plans generated by a more knowl-
edgeable model MSonnet not only enhances smaller
models’ proficiency in understanding contact-center
conversations out-of-the-box, but also plays a crucial
role in fine-tuning smaller models on QA task.

set (henceforth, referred to as DTrain), whereas
remainder of the dataset is utilised as the devel-
opment set DDev. Subsequently, given a question
Q, a conversation C, and a plan P , we perform
supervised fine-tuning of MPhi to generate an out-
put O, where O aligns with the output generated
by MSonnet. The fine-tuned model is then evalu-
ated on DQA in terms of Macro F1. Finally, we
summarise the results in Table 2.

4.2 Results

For setup S1, we observe that inference using
MPhi guided by evaluation plan generated with
MSonnet outperforms out-of-the-box inference us-
ing MPhi (setup S0), as illustrated in Section
6, by over 5%. This demonstrates that a simple
yet effective idea of chain-of-thought reasoning
combined with an evaluation plan from a more
knowledgeable model helps in bridging the gap in
their domain-knowledge. Additionally, it also high-
lights that inference using a large LM guided plan
can potentially be a promising approach to distill
domain-knowledge into smaller LMs, specifically
in resource-constrained scenarios where explicit
domain-specific fine-tuning is not feasible.

Fine-tuning MPhi with responses generated
by MSonnet (S2) yields a substantial improve-
ment of 13.87% over S1 and 18.95% over S0.
This indicates that in-domain fine-tuning using
silver-data generated by a more knowledgeable
LM can effectively transfer domain-knowledge of
contact-centers, significantly enhancing the smaller
model’s performance while eliminating the need
for time-consuming gold-standard data collection
with human annotations.

Additionally, we also perform an ablation study
to understand the importance of individual com-
ponents in the fine-tuning process. Specifically,

Figure 3: Flow diagram illustrating the two-step QA
process: (1) Generating an evaluation plan using a large
LM, followed by refinement with human-in-the-loop
feedback, and (2) Evaluating the agent based on the
refined plan and given conversation.

we fine-tune MPhi with evidences and synthesis
as target response, while excluding the evaluation
plan and note a drop in Macro F1 by approximately
3% (S2 versus S2a). In contrast, fine-tuning with
synthesis alone as target response (excluding evi-
dences) along with MSonnet generated plan results
in only a marginal drop in Macro F1 of 0.28% (S2
versus S2b). This further reinforces the critical role
of evaluation plan in guiding the model’s reasoning
process. While our current benchmarking primar-
ily utilises the final-answer concluded using the
chain-of-thought reasoning, evaluation of the gen-
erated reasoning (evidence and synthesis) on the
grounds of its faithfulness, factual consistency and
completeness poses another dimension to study the
effectiveness of our approach. However, we leave
this exploration as a part of future work and at the
same time wish to draw the attention of research
communities along this direction.

Moreover, incorporating the evaluation plan into
the inference process naturally extends to a human-
in-the-loop setting, where the plan can be further re-
fined with human feedback to enhance the domain-
specific capabilities of smaller LMs beyond those
of large LMs. The flow diagram in Figure 3 il-
lustrates a two-step evaluation process, beginning
with generating an evaluation plan using a large lan-
guage model, followed by refining this plan with
human input. Once defined, these evaluation plans
can be saved as a one-time process aligned with the
defined questions. For every incoming interaction
the agent handles, the pre-defined plan can then
be utilized for evaluation. This ensures that the
assessment is consistent and contextually aware,
leveraging the combined strengths of LMs and hu-
man expertise for a continual evaluation process.

Finally, while the inclusion of evidence in the
generated response has only a marginal impact on
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fine-tuning performance, we hypothesize that it
significantly aids the interpretability of model re-
sponses. This makes it a crucial component for
building user trust in the generated model outputs.

5 Prior Work

Language Models (LMs) have shown considerable
advancements in recent years, demonstrating their
ability to generate fluent text across a wide range
of inputs (Wei et al., 2022a; OpenAI, 2023). These
advancements have fueled significant interest in
applying LMs to domain-specific contexts, where
fine-tuning general-purpose models with domain-
specific data has led to notable performance im-
provements across various specialized fields such
as legal, medical, and finance domains, highlight-
ing their ability to adapt and perform complex tasks.
Notable examples include BioGPT and Med-PaLM
in biomedical research (Luo et al., 2022; Singhal
et al., 2022), CodeT5 and CodeLLaMa in cod-
ing (Wang et al., 2021; Rozière et al., 2023), and
Bloomberg-GPT in finance (Wu et al., 2023). Re-
search into the knowledge embedded within LMs
has underscored their vast repository of general in-
formation, suitable for diverse applications (Petroni
et al., 2019; Yu et al., 2023). Studies have also
indicated that the ability of LMs to store and ef-
fectively use this knowledge scales with their size,
enabling them to handle increasingly complex tasks
(Wei et al., 2022a; Roberts et al., 2020). Neverthe-
less, the performance of these models in contact-
center environments, particularly in quality assur-
ance (QA), remains relatively unexplored.

Advanced question-answering techniques, in-
cluding chain-of-thought (Wei et al., 2022b; Kim
et al., 2023), tree-of-thought (Yao et al., 2023),
and program-of-thought (Chen et al., 2022), have
demonstrated potential in enhancing the reasoning
ability of LMs. These methods utilize structured
reasoning paths to guide models through multi-step
problem-solving processes, thereby enhancing the
reliability of their responses. However, these tech-
niques have primarily been explored in contexts
such as mathematical, symbolic, and commonsense
reasoning. Their direct application to leverage the
world knowledge embedded in LMs for domain-
specific question-answering in contact-centers war-
rants further investigation.

Over time, enhancing service quality and cus-
tomer satisfaction have remained focal points of
research within the contact-center industry. Re-

searchers are continuously introducing mecha-
nisms to monitor these in real-time and post-call
scenarios. For instance, Roy et al., 2016 introduced
a real-time quality assurance system employing sta-
tistical and rule-based NLP to enable supervisors
to monitor ongoing conversations and intervene
as needed. Quality assurance practices in contact-
centers traditionally include sentiment analysis (Fu
et al., 2022), emotion recognition (Girish et al.,
2022), and compliance management (Guruju and
Vepa, 2021). Moreover, Ingle et al., 2023 proposed
fine-tuning a RoBERTa-style language model to an-
alyze silences within contact-center conversations,
offering proactive feedback to agents and enhanc-
ing their performance. However, the integration of
LMs into contact-center workflows holds signifi-
cant potential to revolutionize the sector.

Recent studies explore various methods to trans-
fer reasoning abilities from large models to smaller
ones. For instance, Deng et al., 2023 exper-
iment with implicit reasoning distilled from a
teacher model’s hidden states, enabling effective
task solving without explicit chain-of-thought rea-
soning. Similarly, Li et al., 2023 introduce Sym-
bolic Chain-of-Thought Distillation (SCoTD), en-
hancing smaller models’ performance by training
on rationalizations from larger models. Addition-
ally, Chen et al., 2024 propose a multi-task learning
framework to distill chain-of-thought reasoning,
optimizing the integration of reasoning capabili-
ties into smaller models for improved performance.
These techniques can be particularly beneficial in
resource-constrained environments where deploy-
ing large LMs may not be feasible.

6 Conclusion

Our study evaluates eight language models (LMs)
for contact-center quality assurance, revealing a
strong correlation between model size and per-
formance. Claude-3.5-Sonnet, from the Large
group, demonstrated superior proficiency. We pro-
pose methods to distill domain knowledge into
smaller models, achieving up to 18.95% improve-
ment in Macro F1. Using evaluation plans gen-
erated by more knowledgeable models enhances
smaller models’ understanding of contact-center
conversations. This approach can be further refined
through human-in-the-loop feedback, potentially
surpassing larger models’ capabilities. Our abla-
tion study emphasizes the critical role of evaluation
plans in guiding smaller models’ reasoning. These
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findings suggest promising avenues for developing
AI-assisted evaluation tools in contact-centers, po-
tentially leading to more objective, consistent, and
scalable assessment processes.
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Ethical Considerations

The proposed method for automatic evaluation of
agents raises several ethical concerns that must be
carefully addressed. We outline these considera-
tions and propose mitigation strategies below:

1. Bias and Fairness: The underlying ASR sys-
tem utilizes acoustic modeling trained on US-
English dialects. To mitigate potential biases:

• We do not recommend using this system
for non-US-English conversations.

• For adaptation to other dialects or lan-
guages, developers must ensure careful
curation of training data and adopt strate-
gies to eliminate biases towards particu-
lar groups.

• Regular audits should be conducted to
identify and address any emerging biases
in the system.

2. Human Oversight and Accountability:
Given the impact on employee performance
evaluation, compensation, and career growth:

• Implement a ’human-in-the-loop’ mech-
anism for constant monitoring and inter-
vention.

• Establish a clear dispute resolution pro-
cess for employees to challenge machine-
generated predictions.

• QA supervisors should have discretion
to utilize or discard model predictions.

• Regular training for supervisors on the
system’s capabilities and limitations is
essential.

3. Privacy and Data Security:

• Sensitive data is redacted before analysis,
ensuring individuals cannot be traced.

• Implement robust data encryption and
access control measures.

• Regularly audit data handling processes
to ensure compliance with privacy regu-
lations.

4. Transparency and Explainability:

• Develop clear communication materials
explaining how the system works and
impacts evaluations.

• Provide agents with access to their eval-
uation data and the factors influencing
their scores.

• Regularly update documentation as the
system evolves.

5. Continuous Improvement:

• Establish a feedback loop to continu-
ously improve the system’s accuracy and
fairness.

• Regularly update the system to address
identified biases, errors, or new ethical
concerns.

By implementing these ethical considerations,
we aim to create a more fair, transparent, and
accountable automated evaluation system that re-
spects employee rights and privacy while providing
valuable insights for quality assurance. It is crucial
to continually reassess and adapt these considera-
tions as the technology and its applications evolve.
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A Data Annotation

A.1 Annotation Samples

In Figure 4 and Figure 5, we present example pairs
of a transcript and a question with corresponding
annotated answers.

Transcript:
customer: hello
agent: hello this is *** from my *** on a recorded
line is this ***
customer: yes
agent: hi *** we're the company that handled the
warranty program on your hearing aids and ...
customer: i don 't know but i i didn 't get what you
said who who are you with now
agent: my essentials and we're the company that
carry the warranty program on your hearing aids you
have the secure plan with us
customer: i still didn 't get
agent: okay what i can do is reach out to your
hearing aid provider for them to reach out to you
okay
customer: yeah would it send me something that i
could read
agent: okay sir i will do that
customer: alright yeah
agent: alright bye bye

Question:
does the agent overcome all the c u s t o m e r s
questions and objections?

To answer the given question , let 's think step by
step:
Evidences:
1. The customer raised the following questions/
objections during the conversation: "i don 't know
but i i didn 't get what you said who who are you
with now", "i still didn 't get"
For the first question , the agent provided an
explanation: "my essentials and we're the company
...". However , the customer still did not understand
, indicating that the response was not satisfactory.
Synthesis:
Based on the evidences , the agent was able to
identify the customer 's questions and objections.
However , the agent 's responses did not fully address
or overcome those questions and objections in a

clear and satisfactory manner.
Hence , the final answer is: no

Answer: no

Figure 4: Sample abridged transcript with annotated
label as No

A.2 Dataset Statistics

In this section, we report additional dataset statis-
tics of the transcript length and label distribution of
curated datasets used for evaluating and fine-tuning
models.

A.2.1 Transcript length Distribution

Table 3 shows the distribution of transcript length
in terms of number of words with the mean, stan-
dard deviation, min-max, and interquartile range
statistics.

agent: hi this is *** my essentials on a recorded
line is this ***
customer: yes
agent: hi *** we are the company that handles your
warranty program on your hearing aids and ...
customer: okay now can you miss the appointment
agent: i can transfer you to *** if you would like
customer: okay
agent: alright bear with me one moment
customer: yes
agent: i did try to reach out to him i got their
voice mail but i left a voice mail ask them to reach
out to you okay

customer: okay do you
agent: alright
customer: have the phone number please
agent: yes let me just find that for you real quick
customer: mh
agent: oh let 's see if i can spell right today it
would be great oh my goodness alright their phone
number is ***
customer: thank you very much
agent: you 're welcome you have a wonderful day

Question:
does the agent overcome all the c u s t o m e r s
questions and objections?

To answer the given question , let 's think step by
step:
Evidences:
1. The customer asked "okay now can you miss the
appointment" which can be interpreted as a question
about making an appointment. The agent responded by
offering to transfer the customer to the hearing aid
provider 's office to make the appointment: "i can

transfer you to *** if you would like".
2. After being unable to connect the call , the agent
left a voicemail with the customer 's details and

the request to make an appointment for the 10-point
inspection and discuss further coverage: "she needs
to make an appointment because her ...".
Synthesis:
The agent identified and acknowledged the customer 's
main question/objection about making an appointment
for the 10-point inspection and discussing further

coverage. The agent attempted to address this by
offering to transfer the call to the hearing aid
provider 's office , and when that failed , left a
detailed voicemail with the customer 's information
and the request to make the appointment.
Hence , the final answer is: yes

Answer: yes

Figure 5: Sample abridged transcript with annotated
label as Yes

Metric DQA DTrain

25% 495.00 536.00
50% 815.00 873.00
75% 1280.00 1493.00
mean 1026.62 1420.00
std 814.50 1774.97
min 8.00 2.00
max 4885.00 41484.00

Table 3: Transcript length statistics.
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Question No Yes Total

did the agent align with customer on reason for call and assure them that they
will be able to assist them or that they will get them on the line with the best
person to assist them?

22 54 76

did the agent accurately provide next payment date and amount? 25 75 100
did the agent follow the correct process/procedure for a new customer? 34 62 96
was the agent able to refrain from disclosing the customer’s phone number in the
database?

4 62 62

did the agent properly acknowledge customer inquiry? 2 98 100
did the agent attempt to verify the customer’s contact information? 13 49 62
did the agent offer an approved assuring statement? 98 2 100
did the agent clearly explain deposit/cancellation policies as listed under property
policies and fees?

82 18 100

did the agent avoid interrupting or talking over customer and show active listening
skills?

2 97 99

did the agent ask the customer to take a moment for a brief survey after the call? 71 29 100

Table 4: Label distribution of 10 sampled questions from the training dataset.

A.2.2 Label Distribution
DTrain has a balanced distribution of target labels
with 51.36% of yes and 48.64% of no labels.
Such balance ensures that the fine-tuned model
is not likely to be biased toward predicting any one
class. DQA has 56.15% of yes and 43.85% of no
labels. We report the distribution of the labels of a
sample of 10 questions DQA in Table 4.

B Model Inference Details

B.1 Inference parameters

We use the OpenAI and Amazon Bedrock APIs
to run inference for the Large and Medium LMs
described in Section 3.2. To infer with the Small
LMs, i.e., Phi-3 and Gemma models, we host the
LMs on an AWS EC2 instance with an NVIDIA
Tesla A100 GPU having 80GB GPU memory. We
set max_new_tokens to 1024 and temperature to 0
for all models.

B.2 API Usage Pricing

For GPT-4o, GPT-4o-mini, and Claude-3.5-Sonnet,
we do not have visibility into their number of pa-
rameters, hence, we use their respective pricing for
API usage via OpenAI2 and Amazon Bedrock3 as
of July 18, 2024 as a proxy to assign the appropri-
ate group in Table 1. We tabulate the pricing in
Table 5 for reference.

B.3 Prompt Templates

In this section, we provide various prompts used
in the experiments. The prompt template for im-
plicit CoT reasoning discussed in Section 3.2 is pre-

2https://openai.com/api/pricing/
3https://aws.amazon.com/bedrock/pricing/

Price ($) per 1M Tokens
Model Output Input

GPT-4o 15 5
Claude-3.5-Sonnet 15 3
GPT-4o-mini 0.6 0.15
Llama3-70B 3.5 2.65
Llama3-8B 0.6 0.3
Mistral-7B 0.2 0.15

Table 5: Pricing for API usage.

sented in Figure 6. The prompt template for evalu-
ation plan generation and inference with Large LM
guided plan discussed in Section 4.1.1 is presented
in Figure 7 and Figure 8, respectively.

As a call center QA expert , evaluate an agent 's
interaction based on:

1. Given question
2. Conversation transcript
3. Answer options

Analyze the conversation and provide a step -by -step
response:

1. Evidences: List relevant points from the
conversation
2. Synthesis: Summarize your rationale
3. Conclusion: State the final answer

Format your response as follows:

To answer the given question , let 's think step by
step:

Evidences:
- Evidence 1
- Evidence 2
...

Synthesis:
(Summarize your reasoning)

Hence , the final answer is: (Your chosen answer)

Figure 6: Implicit CoT Reasoning prompt template.
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As a call center QA expert , break down the given
evaluation question into criteria for assessing
agent performance. Criteria should be:
- Determinable from the conversation alone
- Unique and non -repetitive
- Clear and concise

Provide a Python -parsable JSON response in this
format:

[
{

"name": "<criterion_name >",
"description ": "<criterion_description >",

},
...

]

Include only the JSON object in your response.

Figure 7: Plan Generation prompt template.

As a call center QA expert , evaluate an agent 's
interaction based on:

1. Main question
2. Sub -criteria
3. Conversation transcript
4. Answer options

Analyze the conversation and provide a step -by -step
response:

1. Evidences: List relevant points for each sub -
criterion
2. Synthesis: Summarize your rationale
3. Conclusion: State the final answer

Format your response as follows:

To answer the given question , let 's think step by
step:

Evidences:
(List evidences for each sub -criterion)

Synthesis:
(Summarize your reasoning)

Hence , the final answer is: (Your chosen answer)

Figure 8: CoT Reasoning with Plan prompt template.

C Fine-Tuning Details

C.1 Prompt Templates

Given a question Q, a conversation C, and a plan
P , MPhi is fine-tuned to generate an output O
containing answer and associated reasoning (evi-
dence and synthesis). We followed similar prompt
templates as described in Section B.3 to generate
the plan and reasoning.

C.2 Hyperparameters and Infrastructure

In order to fine-tune MPhi model for the QA task,
we utilise the Phi-3-mini-128k-instruct4 checkpoint
from the HuggingFace library (Wolf et al., 2019).

4https://huggingface.co/microsoft/Phi-3-mini-128k-
instruct

The fine-tuning process is carried out on a single
NVIDIA A100 80GB GPU, employing the train-
ing dataset (DTrain) curated as detailed in Sec-
tion 4.1.2. To identify the optimal hyperparame-
ters, we perform a grid search across several con-
figurations. The hyperparameter space included:
learning rate ∈ {1e − 6, 5e − 5, 1e − 5}, batch
size ∈ {4, 8}, a fixed number of epochs set to 2,
and a warmup ratio of 0.05. We choose, the best
model checkpoint based on evaluation loss com-
puted on the validation set (DDev). Finally, we
choose the model configuration yielding highest
Macro F1 score on DQA for final evaluation, en-
suring optimal performance for the contact-center
evaluation task.

D Domain Knowledge in Contact-Center
QA

We refer to domain knowledge in Contact-Center
QA in two distinct ways:

• Industry-Specific Knowledge: This refers
to an understanding of information that per-
tains to a particular industry or sector, such as
general concepts, terminology, and practices
common to that domain. For instance, in the
banking sector, this could include knowledge
about general banking operations, financial
terms, or customer service practices. Larger
models, such as Claude-3.5-Sonnet, often per-
form better in this area due to their broad pre-
training on diverse datasets that encompass
general industry-specific contexts.

• Conversational Language Understanding:
This aspect of domain knowledge involves the
ability to comprehend and interpret conversa-
tional language used between agents and cus-
tomers, which may include resolving misun-
derstandings, addressing customer concerns,
or adapting to various tones and styles of com-
munication. While this type of knowledge is
not tied to specific products or services, it is
equally crucial in the evaluation of contact-
center interactions, as it helps assess how well
an agent navigates the conversation.

In our experiments, both types of knowledge
are essential for evaluating agent performance in
contact centers, and larger models often demon-
strate more robust comprehension in these areas.
By transferring such knowledge from larger mod-
els to smaller models through evaluation plans, we
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aim to enhance the latter’s ability to perform both
product/service-specific reasoning and conversa-
tional language understanding.
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