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Abstract

Crafting a convincing financial market analysis
report necessitates a wealth of market infor-
mation and the expertise of financial analysts,
posing a highly challenging task. While large
language models (LLMs) have enabled the au-
tomated generation of financial market analysis
text, they still face issues such as hallucinations,
errors in financial knowledge, and insufficient
capability to reason about complex financial
problems, which limits the quality of the gen-
eration. To tackle these shortcomings, we pro-
pose a novel task and a retrieval-augmented
framework grounded in a financial knowledge
graph (FKG). The proposed framework is com-
patible with commonly used instruction-tuning
methods. Experiments demonstrate that our
framework, coupled with a small-scale lan-
guage model fine-tuned with instructions, can
significantly enhance the logical consistency
and quality of the generated analysis texts, out-
performing both large-scale language models
and other retrieval-augmented baselines.

1 Introduction

Crafting a compelling market analysis report is a
complex process that demands careful selection
of indicators, extensive financial knowledge, and
perceptive reasoning. This intellectually challeng-
ing task requires sophisticated analysis and is often
time-consuming. Automated generation techniques
are urgently needed to streamline this process and
reduce manual effort in financial market analysis.

In this paper, we introduce a novel task: Fi-
nancial Market Analysis Generation (FMAG). The
goal of FMAG is to automate the creation of ana-
lytical reports using financial market data. The pri-
mary challenge lies in synthesizing financial knowl-
edge from extensive market information to produce
logically consistent and high-quality analyses.

*These authors contributed equally to this work.
†Corresponding Author.

Figure 1: A comparison of FMAG between our method
and other baselines.

While large language models (LLMs) have
demonstrated remarkable abilities in natural lan-
guage understanding and generation (Touvron et al.,
2023; Wei et al., 2024; Zhu et al., 2023a), they still
have limitations in FMAG. These include halluci-
nations (Asai et al., 2023; Wei et al., 2024), errors
in financial knowledge (Kang and Liu, 2024), and
insufficient capability to reason about complex fi-
nancial problems (Reddy et al., 2024), all of which
compromise the quality and reliability of generated
text, see Fig. 1.

In this work, we propose a two-stage retrieval-
augmented generation framework grounded in a fi-
nancial knowledge graph (FKG), coined Two-stage
FKG-based Retrieval (TFR). The proposed frame-
work consists of three key parts. First, we use
LLMs to construct a comprehensive FKG that de-
lineates intricate relationships among financial en-
tities, providing a solid foundation for knowledge
retrieval. Second, we devise a clustering-based
triple extraction algorithm designed to efficiently
retrieve knowledge aligned with given queries and
facts from the constructed FKG. Third, we intro-
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duce a novel two-stage approach for knowledge
retrieval and augmentation. In the first stage, the
FKG serves as guidance for initial information se-
lection. In the second stage, it facilitates reasoning
based on the selected information. In addition, we
developed a fine-tuning strategy for smaller models
to ensure compatibility with our TFR framework
and enable its integration with various LLMs.

Our experiments demonstrate that the proposed
framework, even when coupled with a small-scale
language model fine-tuned with instructions, can
significantly enhance the logical consistency and
quality of generated analysis texts, outperform-
ing both large-scale language models and other
retrieval-augmented baselines. In summary, our
key contributions are as follows:

1. We introduce a novel task, FAMG, which re-
quires reasoning with knowledge based on
a substantial amount of input information to
generate financial market analysis.

2. We propose a RAG framework grounded in a
FKG. The framework consists of a KG con-
struction method using LLMs, a cluster-based
method to facilitate the retrieval process, and
a two-stage retrieval method.

3. Experiments demonstrate that our framework
significantly enhances the logical consistency
and quality of the generated analysis texts, out-
performing both large-scale language models
and other retrieval-augmented baselines.

2 Task Description

In this paper, we introduce a novel task, FMAG,
which aims to generate analytical text by reason-
ing from financial market information, including
the values and changes of financial indicators and
government financial policy. We consider the task
in the format of Question Answering (QA) with an
explanation. Specifically, the task can be defined as
answering questions through analytical reasoning
based on financial facts. We denote an instance of
FMAG with three elements:{Q,F,A}, where Q
denotes the user question, F represents financial
facts, and A refers to the analysis text, including
the analysis process and conclusions. Given Q and
F , the progress of FMAG can be formulated as
estimating the probability of generating reasoning
steps and then deriving the conclusion P (A|Q,F ).

Table 1: The dataset statistics for different splits.
#Avg. Facts means the average number of facts within
the instance. #Avg. length means the average length of
reference text within the instance.

Split Instances # Avg. Facts # Avg. length

Train 2188 199 105
Test 295 173 97

2.1 Construction of FMAG dataset
To simulate real-world FMKG, we developed a
benchmark focused on bond market analysis. This
focus streamlines research while representing the
complexity of various financial markets. The con-
struction process of the dataset is as follows:

Collection of Expert-Written Analyst Reports
We collected 6,000 analysis reports on the Chinese
financial market, which included sections analyz-
ing the bond market. Then we segmented the Chi-
nese reports into chunks with a chunk size of 1,400
tokens to facilitate filtering and selecting.

Selection of Analyst Segment The process is
done by prompting GPT-4 with examples. First,
we extract segments with complete semantic mean-
ing, which refers to text segments containing both
factual premises and corresponding conclusions,
from each chunk. Second, we select segments that
conduct reasoning based on financial facts and are
relevant to the bond market. From the selected seg-
ments, we extract facts from the analysis text and
denote the facts as Fr.

Formulation of Task Instance The target of the
formulation process is to get question Q and finan-
cial facts F to formulate a task instance. We first
prompt GPT-4 to extract the conclusion from the
selected analysis text, then prompt GPT-4 to gen-
erate questions based on the conclusions to get Q.
Finally, we select data related to the bond market
of the same date as the report date of analysis text.
The data is selected from the financial indicator
database AKshare (King, 2019) and CSMAR as
supplement facts, which are denoted as Fs. The
extracted facts Fr and supplement facts Fs are com-
bined as financial facts F . The summary statistics
of the dataset are presented in Table 1.

3 Proposed Framework

We introduce a two-stage FKG-based retrieval-
augmented framework shown in Fig. 2. First, we
build a FKG via prompting LLMs. Second, we
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Figure 2: The overall framework for our Two-stage FKG-based Retrieval (TFR). Initially, Knowledge Graph
Extraction derives a FKG from the corpus using LLM prompt engineering. Next, in Cluster-based Retrieval, a
retrieval method utilizing clustering facilitates the retrieval of triples from the extracted FKG. Lastly, the Two-stage
RAG framework employs the FKG for initial information selection and subsequent reasoning to derive financial
market analysis.

propose a clusters-based retrieval method to facili-
tate the retrieval of triples. Thirdly, we propose a
two-stage RAG method, in which the KG serves as
guidance to conduct initial information selection in
the first stage and reasoning in the second stage.

3.1 LLM-based KG extraction

The forms of knowledge entailed in financial analy-
sis texts include sequential, causal, and hypernym-
hyponym relations between entities. Therefore, the
first step is to extract the logical knowledge from
the corpus and construct an FKG.

We decompose the process of knowledge graph
construction into three phases, including schema
definition, triple extraction, and triple verification.
In the first phase, we examine prevalent standards
to define a schema, which is the set and definitions
of entity and relation categories in the financial
domain. In the second phase, we design prompts
with examples for each category in the schema.
Through few-shot prompting, LLMs identify and
extract triplets that meet the target schema from
input texts. In the third phase, we prompt LLM to
check the validation of extracted triples and modify
the error-extracted ones with the original text as a
reference. The detail of the extracted knowledge
graph can be found in appendix B.

3.2 KG Retrieval from weighted clusters

Due to the free-form expression nature of expert-
written financial reports in text corpus, the enti-

ties automatically extracted from text tend to be
sparsely distributed. A common method is to de-
ploy a clustering algorithm for node and edge clus-
tering. While it is feasible in most general do-
mains. Due to the complexity of financial terminol-
ogy, some entities may have similar semantics but
convey different meanings in practice. Using sim-
ple clustering methods may group together these
similar yet distinct entities, leading to misleading
results. Building on the aforementioned, instead
of deploying clustering to connect entities, we in-
troduced a retrieval strategy, enabling efficient re-
trieval from FKG automatically extracted.

Clustering of Triples We first perform clus-
tering of nodes based on the similarity between
their embeddings. To be specific, we utilize the
bge-base-zh model (Xiao et al., 2024) to encode
nodes in FKG. Then we apply the agglomerative
clustering algorithm(Müllner, 2011) on the cosine
similarity with a distance threshold to group sim-
ilar nodes. Triples are categorized into clusters
where head nodes share one entity cluster and tail
nodes share another. Node-based clustering miti-
gates the impact of relational semantics, yielding
entity-centric groupings of triples.

Cluster-based Retrieval The extracted financial
knowledge graph contains redundant triples. To ad-
dress this issue, we propose a retrieval method that
considers cluster similarity to ensure diversity and
relevance in the retrieved results. By weighting dif-
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Table 2: The results for different models on our benchmark. GLM4-Score Concl. denotes the consistency score
of the generated text and reference conclusion. GLM4-Score Text denotes the consistency score of generated text
and reference text. TFR denotes our Two-Stage FKG based retrieval method. The highest score is denoted in bold,
and the second-highest score is underlined.

Metric GLM4-Score BERT Score RougeL

Model Concl. Text P R F1 P R F1

GPT3.5-turbo 2.8625 2.4502 0.6309 0.7341 0.677 0.4672 0.4244 0.3952

GLM3-turbo 2.8247 2.5464 0.6265 0.7351 0.675 0.4057 0.4709 0.3891
GLM3-turbo + BM25 Retrieve 2.9661 2.539 0.6232 0.732 0.6719 0.3322 0.4716 0.3377
GLM3-turbo + Dense Retrieve 3.0761 2.737 0.6336 0.7515 0.6862 0.3678 0.5281 0.382
GLM3-turbo + Triples Retrieve 3.2136 2.9492 0.6371 0.7332 0.6803 0.4333 0.4742 0.4094
GLM3-turbo + TFR 3.3254 2.9966 0.6328 0.7267 0.6751 0.3441 0.4728 0.3504

GLM3-6b 2.7424 2.3932 0.6579 0.7331 0.6907 0.3048 0.5162 0.3127
GLM3-6b (SFT w/o FKG) 2.9424 3.4373 0.8546 0.7878 0.8178 0.6184 0.707 0.5911
GLM3-6b (SFT with FKG) 3.0949 3.4712 0.8536 0.7629 0.8034 0.6788 0.5775 0.5708
GLM3-6b (SFT with FKG) + TFR 3.2203 3.5593 0.8393 0.7728 0.8023 0.7438 0.6384 0.6474

ferent clusters, this approach maintains relevance
while avoiding the concentration of results in a sin-
gle cluster. We employ the bge-base-zh model as
our encoder for both query q and KG triples. We
aim to retrieve k triples for each query q. The pro-
cess is as follows: We initially retrieve the top-n
triples (n ≫ k). Given that each triple belongs to
a distinct cluster, we calculate the average similar-
ity score for each cluster based on the similarity
scores of its constituent triples. We then apply a
softmax function to normalize these scores, deriv-
ing retrieval weights for different clusters. The
weighted score of a particular cluster is multiplied
by k to determine the number of triples to be re-
trieved from that cluster. To ensure we retrieve k
triples from different clusters, we round the cal-
culated number of triples for each cluster to the
nearest integer and then make minor adjustments.

3.3 Two-stage RAG framework

We divide the reasoning process into two stages:
financial facts selection and question answering.

Stage1: Financial Facts Selection Given the in-
herent complexity and volatility of financial data,
it is crucial to navigate through the noise (irrele-
vant or misleading information) to focus on perti-
nent facts. The initial and critical step in financial
analysis is to carefully identify and select infor-
mation that is directly relevant to the question at
hand. To facilitate this process, we leverage the
Domain Knowledge Graph extracted in section 3.1
that encapsulates expert knowledge. First, we re-
trieve knowledge based on question Q. Then both
question Q and retrieved knowledge K1 are com-

bined as the input for LLM, which is then prompted
for financial facts selection. This process can be
formalized as:

K1 = Retriever(Q),

Fselect = LLM(Q,K1, F, prompt).
(1)

Stage2: Question Answering In the second
stage, we first retrieve knowledge based on ques-
tion Q and selected facts Fselect from the first stage.
We then feed the question Q, selected facts Fselect,
and retrieved knowledge K2 to LLMs. In this pro-
cess, LLMs serve as a reasoner to conduct reason-
ing based on input context. Considering the poten-
tial noise introduced by retrieved knowledge, we
use the prompting method to prune and eliminate
irrelevant retrieved knowledge. The whole process
can be denoted as:

K2 = Retriever(Q,Fselect),

A = LLM(Q,Fselect,K2, prompt).
(2)

3.4 Supervision Fine-tuning with KG retrieval
We can also fine-tune a language model us-
ing instruction-following demonstrations to align
question-answering based on retrieved knowledge.
Adopting the self-instruct approach (Wang et al.,
2023), we concatenate financial facts, retrieved
triple knowledge, and questions as a prompt, train-
ing the model to generate financial analysis text.

Our subsequent ablation experiments revealed
that incorporating retrieved KG triples into X not
only enhances the model’s utilization of the re-
trieved knowledge but also improves the language
model’s inherent performance. This improvement
was notable compared to training data that solely
included factual information.
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4 Experimental Setup

4.1 Dataset and Metrics

We use the dataset constructed in section 2.1 to
train and evaluate the model. For evaluation, we
employ three metrics, including GLM-4-Score,
BERTScore (Zhang et al., 2019), and ROUGE-
L (Lin, 2004), to access the performance of the
models. GLM-4 (GLM et al., 2024) was used to
assess the consistency of opinions between the gen-
erated text and both the reference conclusion and
reference text, scoring each from 0 to 5. A higher
GLM-4 score signifies greater consistency between
the generation and the reference. BERTScore and
RougeL measure semantic similarity between the
generated and reference text. We placed greater
emphasis on the GLM-4 consistency score with the
reference conclusion, as it indicates whether the
generated text arrived at correct conclusions based
on factual analysis.

4.2 Baselines

Our proposed approach is evaluated against three
categories of methods: vanilla LLMs, retrieval-
based models, and training-based models.

Vanilla LLMs: We compare our method
with various baseline, including vanilla GPT-3.5-
turbo, ChatGLM3-turbo (GLM et al., 2024), and
ChatGLM3-6b (GLM et al., 2024).

Retrieval-based Models: We consider three
retrieval-augmented baselines: BM25 Retriever
(Roberts et al., 2020), and Dense Retriever (Lewis
et al., 2020a) for document-level retrieval, and
Dense Retriever for knowledge triple retrieval.
ChatGLM3-turbo serves as the backbone for these
retrieval-based methods.

Training-based Models: We also fine-tune
ChatGLM3-6b with the constructed training set as
a baseline. Detailed descriptions of these baselines
are provided in the appendix C.

5 Experimental Results

5.1 Main Results

Table 2 presents comprehensive benchmark results.
GLM3-6b (SFT with FKG) + TFR demonstrates su-
perior performance across multiple metrics, achiev-
ing the highest scores in GLM4-Score with the
reference text and RougeL while maintaining com-
petitive performance in other metrics. This syner-
gistic approach underscores the efficacy of combin-
ing supervised fine-tuning with our novel retrieval-

augmented generation method. Notably, the RAG-
only method (GLM3-turbo + TFR) achieves the
highest GLM4-Score with the reference conclu-
sion, indicating its particular strength in improving
answer accuracy.

Zero-shot performance of vanilla LLMs yields
comparatively lower GLM4-Scores relative to other
methods, which can be attributed to their inherent
lack of domain-specific knowledge. The perfor-
mance disparity between zero-shot and fine-tuned
models is substantial, with GLM3-6b (SFT w/o
triples) outperforming its zero-shot counterpart
across all metrics. Notably, the improvements in
GLM4-Score with reference text (43.6%), BERT
Score F1 (18.4%), and RougeL F1 (89.0%) are sig-
nificantly larger than the increase in GLM4-Score
with reference conclusion (7.3%). This discrepancy
suggests that while SFT enhances overall model
performance, its impact is more pronounced in
aligning the generated text’s linguistic style with
the reference text rather than improving the model’s
ability to infer conclusions accurately. This phe-
nomenon underscores the challenge of enhancing a
model’s reasoning capabilities in this task through
fine-tuning alone.

Among retrieval methods, triple retrieval ex-
hibits the most significant improvement in GLM4-
Scores compared to its backbone GLM3-turbo and
other documents level retrieval models, showing
knowledge graph as a more efficient source for
retrieval augment in this scenario compared to non-
structural documents. Interestingly, while retrieval
methods generally enhance GLM4-Scores, particu-
larly for conclusions, they often lead to decreased
BERTScore and RougeL metrics, suggesting that
RAG alone can improve the model’s ability to rea-
son correct conclusions but struggles to align the
linguistic style with expert-written texts. To better
demonstrate the effectiveness of our method com-
pared to other baselines, we provide a case study
in appendix E.

5.2 Ablation Study
We conduct ablation experiments to evaluate the
effectiveness of each module in our proposed ap-
proach. These experiments involve the systematic
variation of key components, including the TFR
method and the SFT module, as well as the in-
clusion or exclusion of retrieved triple knowledge
during SFT training. The results, as presented in
Fig. 3, reveal several insights.

The addition of our TFR method consistently
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Figure 3: Comparative analysis of model performance on our benchmark with different components. Green
segments indicate performance improvements achieved through the TFR method, while red segments represent
performance decreases relative to the original model.

Table 3: Main results on our benchmark of different
KG size.

GLM4-Score BERT Score RougeL

KG Size Concl. Text F1 F1

0% 2.9932 2.5768 0.6710 0.3872
20% 3.2508 2.7831 0.6708 0.3280
40% 3.2915 2.8000 0.6734 0.3288
60% 3.3220 2.7864 0.6726 0.3386
80% 3.2847 2.7864 0.6762 0.3512
100% 3.2682 2.8380 0.6792 0.3504

improves the GLM4-Score across most model
variants, and the performance boost is more pro-
nounced for more capable models. Fine-tuning
significantly enhances model performance, particu-
larly in BERTScore and RougeL metrics. For SFT,
incorporating triples not only enhances the abil-
ity of smaller LLMs (6B parameters) to utilize re-
trieved information but also significantly improves
the model’s inherent capabilities, particularly in
terms of conclusion accuracy. Notably, when ap-
plying our TFR method, the SFT model trained
with triple knowledge exhibits further performance
improvements, demonstrating excellent knowledge
integration capabilities. In contrast, models with-
out triple integration during SFT show a decline in
performance across various metrics when the RAG
method is applied.

5.3 Effect of Knowledge Graph Size

This section examines the impact of knowledge
graph completeness on our method’s performance.

We measure completeness by varying the graph
size. Size reduction is achieved by randomly re-
moving triples. The experiment utilizes our RAG-
only method with GLM3-turbo to isolate the effect
of graph size. The results are shown in Table 3.
While increasing graph size generally improves
performance, the relationship is not strictly linear
due to noise in the knowledge graph. Excessive
information can introduce more noise, potentially
degrading performance.

6 Conclusion

This research introduces a novel retrieval-
augmented framework, leveraging a financial
knowledge graph to address the limitations of
LLMs in generating high-quality financial mar-
ket analysis reports. The proposed framework,
combined with a small-scale language model fine-
tuned with instructions, performed significantly
better than large-scale language models and other
retrieval-augmented baselines. The results demon-
strate the potential of our method to enhance the
logical consistency and quality of generated finan-
cial market analysis, thereby contributing to the
automation of premium market analyses.

7 Limitations

In this paper, we propose an efficient framework
aimed at enhancing the logical consistency and
quality of generated analyses. However, our study
does have several limitations. Firstly, our method
is built upon the RAG framework, which means its
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performance is highly dependent on the quality of
the constructed KG. Although our KG is extracted
from the corpus through prompt engineering with
LLM, it likely contains some noise. To address
this issue, we have implemented several strategies
to mitigate potential impacts. Specifically, we em-
ployed self-validation techniques within LLM to
reduce errors in the extraction results. Additionally,
we introduced a cluster-based method to minimize
redundancy in retrieved triples and utilized prompt-
ing techniques to guide LLMs in selecting relevant
knowledge before generating answers. Another
potential improvement involves applying training
methods to facilitate automatic extraction. This
work primarily focuses on retrieval-augmented ap-
proaches for enhancing LLMs with KGs, leaving
room for further advancements in the field.
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A Related Work

A.1 Financial Natural Language Processing

The utilization of language models in financial NLP
is a thriving research area. Some general domain
language models have been applied to financial do-
main models like FinBERT (2019), PIXIU (2024)
and BloombergGPT (2023). While increasingly
augmenting LLM with domain corpus, existing
benchmarks are confined to token or sequence clas-
sification tasks. For more challenging tasks that
require a multi-step reasoning process, the field
of financial reasoning is still largely unexplored.
Son et al.(2023) introduced a dataset called sFIOG
consisting of synthetic investment thesis samples
to evaluate the financial reasoning capabilities of
LLMs and proposed a prompting method for the
controlled generation of context. Islam et al.(2023)
proposed FINANCEBENCH (Islam et al., 2023),
an open book financial question answering bench-
mark required multi-step reasoning. However, the
utilization of domain knowledge in financial rea-
soning tasks is still unexplored.

A.2 Retrieval-augmented LLMs

Retrieval-augmented generation methods(RAG)
retrieve relevant information from an external
database for the query and incorporate the re-
trieved knowledge with context as input for gener-
ation(Lewis et al., 2020b; Karpukhin et al., 2020;
Shi et al., 2024). RAG is efficient for incorpo-
rating external knowledge and reducing halluci-
nation in knowledge-intensive tasks (Peng et al.,
2023; Baek et al., 2023). Wen et al.(2023)deployed
knowledge graph retrieval with exploration meth-
ods to prompt LLMs for graph reasoning in the
medical domain. Gao, Yanjun et al.(2023) inferred
diagnoses from the knowledge graph, the retrieved
results are then used to prompt LLMs for final
diagnoses. While these methods have reduced
hallucination and boosted performance in domain
tasks, the retrieval is based on a pre-defined knowl-
edge graph. Retrieval based on domain knowledge
graphs with noise information is less explored. In
addition, the application of knowledge retrieval in
the financial domain is largely unexplored.

A.3 LLM-augmented KG construction

Recent advances in Large Language Models
(LLMs) have markedly enhanced Knowledge
Graph (KG) construction. Incorporating LLMs
into KG development has simplified the automated

construction of KGs. Two primary approaches
have emerged: direct knowledge extraction from
LLMs and leveraging LLMs’ natural language un-
derstanding for Information extraction. Gao et
al.(2023) propose a method to harvest extensive
KGs from pre-trained Language Models using min-
imal input, while West et al.(2022) apply knowl-
edge distillation to extract symbolic KGs from GPT-
3. LLMs have also demonstrated proficiency in
structured output tasks, including domain-specific
entity, relation, and event extraction, with few or
no training examples. Recent research by Zhu et al.
(2023b) utilizes multiple LLM agents in iterative
dialogues for automated KG construction. Other
approaches, such as ChatIE(Wei et al., 2023) and
ChatExtract(Polak and Morgan, 2024), reframe in-
formation extraction as question-answering tasks
using ChatGPT and prompt engineering.

B Extracted Domain Knowledge Graph

B.1 Definition of Schema
The entity types in KG include financial indicators,
change of financial indicators, comparison between
indicators, composition of two indicators, compar-
ison of financial indicators and threshold, market
status, and macro-economic control policy. The
relationships in KG include ‘belong_to’, ‘affect’,

‘indicate’, ‘equal_to’, ‘may_lead_to’.

B.2 Details of KG
In total, our constructed KG contains 8052 nodes
and 5664 triples.

C Implementation of Baselines

BM25 Retriever for document-level retrieval
We choose BM25 document retriever methods as
a baseline to retrieve the top k documents for each
question query. For a fair comparison, we use the
analysis texts in the training dataset as the docu-
ments, which are the source of extracted KG.

Dense Retriever for document-level retrieval
We use a dense retrieval method that is based
on text embedding as a baseline. We use
bge-base-zh model to encode query and docu-
ments. The document source is the same as the
BM25 method.

Dense Retriever for knowledge triples retrieval
To show the efficiency of our proposed retrieval
framework compared to direct retrieval on the
knowledge graph, we choose the dense retrieval
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method for knowledge triple retrieval as a baseline.
We use bge-base-zh as an encoder to directly en-
code the query and KG triples and used the sim-
ilarity scores between them to retrieve the top k
most relevant triples as our baseline. We attempted
existing KG retrieval methods, which aim to find
the shortest KG path between every pair of ques-
tion entities(Wen et al., 2023; Sun et al., 2024).
We tried to apply these methods to our benchmark,
but they were almost unable to retrieve any paths
on the KG we constructed. Upon analysis, we be-
lieve the reason might be that our automatically
constructed financial knowledge graph contains nu-
merous redundant nodes with identical meanings
but different expressions due to the use of phrasal
representations, which reduces the connectivity of
the graph. Therefore, we abandoned these methods
as baselines.

LLM fine-tuned with training set We choose to
fine-tune directly the extracted 2188 training data
as a baseline. Specifically, we use the following for-
mat of instructional data for fine-tuning: {I, F, Y },
where I represents the financial question, F rep-
resents the financial facts, and Y represents the
financial analysis text.

D Implementation Details

For both the baseline method using fine-tuning
and supervision fine-tuning with KG retrieval in
our proposed method, we employed the LoRA(Hu
et al., 2022) method. The training data format for
the latter is {I, F, T, Y }, where T represents the
retrieved triples. Each experiment is conducted on
one A100, and the same parameters are set for both
fine-tuning experiments. Specifically, we set batch
size as 1, number of training epochs as 3, LORA
rank as 8, learning rate scheduler as cosine, and
learning rate as 1e-3.

E Case Study

The case study for our task is shown in Fig. 4.
Due to the lengthy nature of the generated con-
tents and the constraints of pages, we only present
the results of the top three methods with the best
overall performance in the benchmark. Compared
to the reference text crafted by experts, the text
generated using our proposed RAG framework ef-
fectively captures the key points per the reference
while incorporating pertinent and accurate informa-
tion. Utilizing our RAG framework with SFT, the
generated text covers relevant conclusions with a

language style and length most akin to the example
text. Conversely, text generated via the direct fine-
tuning method merely reiterates facts, lacking any
reasoning or conclusion.

F Ethical Considerations

We propose a framework to reduce hallucination in
financial analysis generation by enhancing LLMs
with KG. Experiment results show that it is efficient
in increasing the logical consistency and quality of
generation. However, generated contents face a
higher standard of faithfulness in the financial sce-
narios. Therefore, when applying our research to
real-world applications, examination of the faith-
fulness of generated content is essential.
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Figure 4: The case study on the proposed benchmark. The figure displays our methods’ results and the SFT
baseline applied to given cases. We translate Chinese reports into English for better understanding. Segments
highlighted in bold purple indicate conclusions of the reference text that are not included in the generation. In
the generated text, segments highlighted in bold blue indicate conclusions that align with the blue portions in the
reference text, while the segments highlighted in green represent inferences drawn from the green portions in the
reference text.
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