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Abstract

While natural language inference (NLI) has
emerged as a prominent task for evaluating a
model’s capability to perform natural language
understanding, creating large benchmarks for
training deep learning models imposes a sig-
nificant challenge since it requires extensive
human annotations. To overcome this, we pro-
pose to construct pseudo-generated samples
(premise-hypothesis pairs) using class-specific
fine-tuned large language models (LLMs)
thereby reducing the human effort and the costs
in annotating large amounts of data. However,
despite the impressive performance of LLMs, it
is necessary to verify that the pseudo-generated
labels are actually correct. Towards this goal,
in this paper, we propose VerifyMatch, a semi-
supervised learning (SSL) approach in which
the LLM pseudo-labels guide the training of
the SSL model and, at the same time, the SSL
model acts as a verifier of the LLM-generated
data. In our approach, we retain all pseudo-
labeled samples, but to ensure unlabeled data
quality, we further propose to use MixUp when-
ever the verifier does not agree with the LLM-
generated label or when they both agree on the
label but the verifier has a low confidence—
lower than an adaptive confidence threshold.
We achieve competitive accuracy compared
to strong baselines for NLI datasets in low-
resource settings.

1 Introduction

Natural Language Inference (NLI) (Bowman et al.,
2015) aims to determine the relation between two
sentences (referred as premise and hypothesis)—
whether it is entailment, neutral, or contradiction.
NLI plays a pivotal role in assessing a model’s
ability to perform Natural Language Understand-
ing (NLU) and Reasoning. The advancement of
NLI has been fueled, in part, by the creation of
large datasets such as SNLI (Bowman et al., 2015),
MNLI (Williams et al., 2018), and ANLI (Nie et al.,
2020) for training massive deep learning models.

However, creating a large-scale NLI benchmark
requires a considerable amount of human effort.
This is because human annotators have to generate
texts that demand logical inferences. For exam-
ple, in the creation of the SNLI and MNLI datasets
(Bowman et al., 2015; Williams et al., 2018), hu-
man workers receive unlabeled premises and are
prompted to generate hypotheses, one per class,
for each class label—entailment, neutral, contradic-
tion. Similarly, in the creation of the ANLI dataset
(Nie et al., 2020), human annotators receive an un-
labeled premise and a target label, and are asked
to generate a hypothesis that deceives a model
into producing a misclassified prediction of the
given target label. In this manner, creating new
large-scale NLI datasets becomes a burdensome
task. Hence, the high cost and difficulty of col-
lecting labeled data for NLI has driven interest in
semi-supervised learning (SSL), which effectively
utilizes both labeled and unlabeled data. However,
the nature of unlabeled data for SSL on NLI is
more complex compared to single-sentence classi-
fication tasks. This is because one of the sentences
in the pair (usually the hypothesis) along with the
class label, is missing from the data and requires
intensive human annotations as described above.
Therefore, in order to leverage unlabeled data for
SSL on NLI, the unavailability of both hypotheses
and class labels must be tackled.

To overcome this, we propose to leverage Large
Language Models (LLMs) to generate missing hy-
potheses and to assign initial pseudo-labels where
we create readily available unlabeled data for SSL
on NLI. However, LLMs may not always gener-
ate the most relevant or accurate output. Hence,
we further propose to leverage pseudo-labeling
(Lee, 2013) to ensure the quality of the gener-
ated hypotheses and their assigned labels. Pseudo-
labeling is a widely used semi-supervised learning
method that automatically assigns pseudo-labels to
unlabeled data and incorporates them into model
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training. Prior research on pseudo-labeling gener-
ally employs a pre-defined high threshold for all
classes, which assumes pseudo-labels with confi-
dence above the threshold are of high quality and
hence beneficial for training while others are of low
quality so are discarded (Chen et al., 2020; Sohn
et al., 2020; Sadat and Caragea, 2022). Thus, this
approach results in restricting access to a consid-
erable amount of samples. To address this issue,
Zhang et al. (2021) propose to use adaptive thresh-
olds for different classes to encourage a model
to learn from more diverse samples and achieve
better performance in low-resource settings com-
pared to approaches that use a fixed high confi-
dence threshold (Sohn et al., 2020). Despite their
promising results when using flexible thresholds,
many pseudo-labeled samples are still discarded.
Chen et al. (2023) propose to use all pseudo-labeled
samples by assigning lower weights to unconfident
pseudo-labeled samples during training. Although
the diversity of training data increases substantially
compared to previous works, there are still erro-
neous pseudo-labels that enter with high weights
in the training set as training progresses.

To this end, we propose VerifyMatch, a semi-
supervised learning approach, which uses all
pseudo-labeled samples in model training where
unconfident pseudo-labeled samples are incorpo-
rated into training instead of being discarded or
used with lower weights during training as in pre-
vious works. VerifyMatch consists of two com-
ponents: (1) pseudo-generated data construction
using large language models (LLMs), and (2) a ver-
ifier that leverages pseudo-labeling to ensure the
quality of LLM-generated pseudo-labels. In Verify-
Match, the LLM pseudo-labels guide the training
of the verifier and, at the same time, the verifier
determines the veracity of the LLM-generated la-
bels. Our pseudo-generated data construction pro-
duces readily available unlabeled data for semi-
supervised learning (SSL) on Natural Language
Inference (NLI). Specifically, given a small amount
of labeled data, we first fine-tune LLMs for every
class. We then use these class-specific fine-tuned
LLMs for generating hypotheses for a given un-
labeled premise along with assigning the initial
pseudo-label. By leveraging class-specific fine-
tuned LLMs, we prevent potential skew or im-
balance in the distribution of class labels within
pseudo-generated data, thereby ensuring compre-
hensive coverage of all class labels. For example,
given a premise ‘A man painting over graffiti’, we

produce three hypotheses, one for each class, ‘en-
tailment,’ ‘contradiction,’ and ‘neutral,’ by using
the corresponding class-specific fine-tuned LLM.

To ensure the quality of LLM-generated hypothe-
ses and their pseudo-labels, our verifier (a task clas-
sifier) produces pseudo-labels on sentence pairs
and checks them against LLM-assigned pseudo-
labels. If there is disagreement between the la-
bels, we call these “mismatched samples”. Even
when there is agreement, the verifier might be un-
sure of its prediction (i.e., unconfident on a pre-
dicted class), because the sample is ambiguous or
possibly mislabeled. We consider these samples
as “unconfident samples” Both types of samples
are then “denoised” by interpolating them with
human-annotated labels through MixUp (Zhang
et al., 2018). Hence, VerifyMatch improves the
diversity of training data while ensuring its qual-
ity. We show competitive performance on various
NLI datasets in low-resource settings compared to
strong baseline methods.

Our contributions are as follows:

• We propose a semi-supervised learning frame-
work called VerifyMatch which consists of
two components: (1) pseudo-generated data
construction using LLMs and (2) a verifier to
ensure the quality of pseudo-generated data.

• On the verifier, we propose to identify mis-
matched and unconfident pseudo-generated
samples that are potentially mislabeled hence
incorporating them into training after denois-
ing through MixUp between them and human-
labeled samples where we denoise a possibly
incorrect pseudo-label by mixing it with a cor-
rect one, thus exposing a model to a larger
diversity of samples during training.

• We conduct comprehensive experiments show-
ing that our method achieves competitive per-
formance compared with strong baselines on
SSL for NLI datasets in low-resource settings.

2 Related Work

Large Language Models (LMMs) The emer-
gence of large language models (LLMs) has revo-
lutionized the field of natural language processing
(NLP) which have achieved major milestones in
the advancement of various tasks including text
generation, question answering, and dialogue gen-
eration (Zhang et al., 2020; Touvron et al., 2023;
Jiang et al., 2023; Team et al., 2024; Achiam et al.,
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2024; Chen et al., 2024). To truly leverage LLMs,
customization is key which involves fine-tuning
LLMs on specialized datasets. Fine-tuning often
provides competitive performance mainly because
pre-training with language modeling objectives pro-
vides a useful starting point for model parameters
and allows task-specific objective customization
(Zhang et al., 2022; Liu et al., 2022a; Schmidt et al.,
2022; Garimella et al., 2022; Do et al., 2023; Wang
et al., 2023a). However, full fine-tuning is usu-
ally expensive in both computation and memory
due to a large number of parameters for recent ad-
vanced LLMs (e.g., Llama 2/31). Hence, parameter-
efficient fine-tuning methods such as P-tuning (Liu
et al., 2022b) and Low-Rank Adaptation (LoRA;
Hu et al. (2021a)) have gained attention. In this
work, we leverage Llama 3 with LoRA for semi-
supervised learning on natural language inference.
In addition, prompting, which is a method of a pre-
trained LLM to be adapted to different tasks via
priming on natural language prompts —pieces of
text that are combined with input and then fed to
the language model to produce an output for that
task (Brown et al., 2020)—has been successful for
few-/zero-shot learning at many general-domain
tasks (Gao et al., 2021; Agrawal et al., 2022; Li
et al., 2024). Hence, we compare our proposed
method with various LLMs using prompting to un-
derstand the effectiveness of our method.

Semi-supervised Learning (SSL) SSL has pro-
duced a diverse collection of approaches including
self-training (also called pseudo-labeling) (Chen
et al., 2020; Xie et al., 2020; Yu et al., 2021; Lee
et al., 2021; Hu et al., 2021b; Sadat and Caragea,
2022; Min et al., 2024). In general, self-training
relies on a fixed high threshold value on model con-
fidence in the pseudo-label class to filter out low-
confidence pseudo-labeled samples (Li and Yang,
2018; Chen et al., 2020; Lee et al., 2021; Hu et al.,
2021b; Yu et al., 2021; Sadat and Caragea, 2022;
Wang et al., 2023b) thereby limiting access to a
broader range of training samples. To overcome
this, Chen et al. (2023) proposed to integrate low-
confidence samples by assigning lower weights to
them during training. However, this method still
may introduce erroneous pseudo-labels with high
weights as training iteration progresses. Hence,
we propose to integrate low-confidence pseudo-
generated samples after denoising.

1https://ai.meta.com/blog/meta-llama-3/
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Figure 1: The overview of our proposed approach: (1) LLMs
construct Pseudo-Generated (PG) data, and (2) the verifier
identifies mismatched PG data and unconfident PG data, to
denoise them through MixUp while the rest PG data are used
via unsupervised training in addition to using labeled data in
supervised training to obtain the final classifier.

MixUp MixUp (Zhang et al., 2018) is a regular-
izer for neural models by training convexly combin-
ing random pairs and their associated labels. Many
works have empirically noticed regularization ef-
fects of MixUp that improve performance on deep
neural networks (Verma et al., 2019; Guo et al.,
2019; Yun et al., 2019; Kim et al., 2020; Yin et al.,
2021; Park and Caragea, 2022; Qiao et al., 2022).
MixUp also has shown effectiveness in SSL for
NLP tasks (Chen et al., 2020; Sawhney et al., 2021;
Yang et al., 2021). Building upon this, we propose
to use a MixUp approach for SSL to denoise low-
confidence pseudo-generated samples by mixing
them with labeled samples.

3 Proposed Approach: VerifyMatch

In this section, we introduce VerifyMatch, our
semi-supervised learning (SSL) approach for nat-
ural language inference. VerifyMatch seamlessly
combines two components: 1. pseudo-hypothesis
generation and pseudo-label assignment for the un-
labeled data using Large Language Models (LLM)
as one component, and 2. SSL model training with
pseudo-labeling as another component. In Veri-
fyMatch, the LLM pseudo-labels guide the train-
ing of the SSL model and to ensure the quality of
pseudo-labels it includes three key elements: a ver-
ification step that accounts for the agreement / dis-
agreement of LLM-generated and SSL-generated
pseudo-labels; adaptive confidence thresholding
that leverages the SSL model’s confidence and un-
certainty in the predictions; and the use of all train-
ing samples—no matter how noisy through a mixup
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data augmentation strategy that mixes in-between
labeled and unlabeled samples.

3.1 Pseudo-Hypothesis Generation and Label
Assignment with LLMs

Let Dl = {(xi, yi)}i=1,··· ,n be a labeled training
set of size n where xi = (pi, hi) refers to a premise
and hypothesis sentence-pair in NLI, and yi rep-
resents one of three NLI classes (i.e., ‘contradic-
tion’, ‘entailment’, ‘neutral’). Furthermore, let
Du = {pui }i=1,··· ,N be a set of unlabeled premises
of size N , with N >> n.

In our approach, we use large language models
(LLMs) to generate pseudo-hypotheses for unla-
beled premises. That is, we first fine-tune a class-
specific LLM ϕc for each NLI class c using la-
beled samples corresponding to that class. Subse-
quently, we provide an unlabeled premise to each
of these class-specific fine-tuned LLMs to gener-
ate three hypotheses (one per class with the corre-
sponding LLM). For each pair—premise, generated
hypothesis—we assign an LLM pseudo-label ac-
cording to the class of the LLM that generated the
hypothesis. Thus, we ensure comprehensive cover-
age of all classes within pseudo-generated samples.
We formulate pseudo-generated data as follows:

Dpseudo = {x̂i = (p̂i, ĥi = ϕc(p̂i)), ŷ
llm
i = c}

i = 1 . . . c ·N, c ∈ C

where p̂i is an unlabeled premise, ĥi is a generated
hypothesis by class-specific fine-tuned LLM ϕc on
class c, and ŷllmi is the pseudo-label assigned by ϕc.
We mainly adopt a parameter-efficient fine-tuning
named LoRA (Hu et al., 2021a) on Llama-3-8B-
Instruct2. We provide the details (e.g., prompts,
hyper-parameters) in Appendix A.1. To explore
the impact of leveraging various LLMs in pseudo-
generated data construction, we provide the results
of using LoRA Llama-2, fully fine-tuning GPT-2,
and zero-shot prompting Llama-2 in Appendix A.2.

3.2 Semi-Supervised Model Training with
Pseudo-Labeling

Our SSL model training leverages pseudo-labeling,
an approach that uses the model itself to obtain
artificial labels for unlabeled data. However, if the
artificial labels are incorrect, the model will suffer
from error accumulation (Arazo et al., 2020). In
contrast, in VerifyMatch, we consider agreement
/ disagreement between the LLM-generated and

2https://llama.meta.com/llama3/

the SSL-generated pseudo-labels through a verifi-
cation step. Moreover, pseudo-labeling (Sohn et al.,
2020) exploits a confidence thresholding mecha-
nism to discard samples that are predicted with a
low confidence by the model and retains only the
labels whose largest class probability fall above a
predefined fixed threshold. Thus, a large pool of
samples are completely ignored despite containing
potentially useful information for model training
(Zhang et al., 2021; Chen et al., 2023). In contrast,
we use all training samples with an adaptive confi-
dence thresholding to separate samples in high and
low confidence samples and with a mixup strategy
(Zhang et al., 2018) to handle potential noise in
low-confidence and disagreement pseudo-labels.

3.2.1 Label Verification
VerifyMatch verifies the agreement / disagreement
between the two labels for each pseudo-generated
(PG) sample x̂i, the LLM label ŷllmi and the label
derived from the SSL model θ, i.e., the verifier
(BERT in our case). Specifically, the verifier com-
putes a pseudo-label by itself ŷi for every sample
x̂i ∈ Dpseudo. If the verifier’s label does not match
the LLM label ŷi ̸= ŷLLMi , we consider the PG
sample as a “mismatched PG sample” which is
ambiguous for the model or potentially incorrectly
labeled due to failure in agreement on the pseudo-
label (either the LLM has generated a wrong hy-
pothesis or the SSL model returns an incorrect pre-
diction). Thus, it is necessary to handle noise in the
pseudo-labels. Inspired by Yang et al. (2021), we
interpolate these PG samples and labeled samples
using MixUp (Zhang et al., 2018) as follows:

x̃k = (1− λ)x̂i + λxj
ỹk = (1− λ)ŷllmi + λyj

(1)

where x̂i and xj are inputs’ feature representations
of pseudo-generated and labeled samples, respec-
tively, ŷllmi and yj are their associated one-hot en-
coded labels, and λ is a mixing ratio sampled from
a Beta(α, α) distribution with a hyper-parameter
α. In mixing labels, we interpolate pseudo-labels
of pseudo-generated samples and gold-standard la-
bels of labeled samples. Accordingly, we not only
denoise possibly incorrect pseudo-labels by mixing
them with correct ones but also smooth the level of
uncertainty of unconfident pseudo-generated sam-
ples. After mixing mismatched PG samples with
human labeled samples, we compute the unlabeled
mismatched data loss as the cross-entropy loss on
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Algorithm 1 : VerifyMatch
1: Inputs: Labeled data Dl; unlabeled data Du; SSL model (i.e., a task classifier, verifier) θ, class-specifically fine-tuned

LLMs ϕc for every c ∈ C

2: Construct Pseudo-Generated (PG) data Dpseudo = {(x̂i, ŷ
llm
i )}i=1,··· ,cṄ where x̂i = (p̂i, ĥi = ϕc(p̂i)), pi ∈ Du, and

ŷllm
i is a initial pseudo-label assigned by ϕc, ŷllm

i = c
3: for t = 1 to T do
4: while Dpseudo not exhausted do
5: Randomly sample labeled batch Bl from Dl, and pseudo-generated batch Bpseudo from Dpseudo

6: Initialize Bm, Bmm and Bunconf as empty sets, Bm, Bmm, Bunconf ← ∅, ∅
7: for each (x̂i, ŷ

llm
i ) ∈ Bpseudo do

8: Obtain the pseudo-label ŷi from the task model θ, ŷi = argmaxPθ(y|x̂i)
9: if ŷi = ŷllm

i then
10: Bm ← Bm ∪ {(x̂i, ŷi)}
11: else # Identify “mismatched pseudo-generated (PG) data”
12: (x̃k, ỹk)= MixUp((x̂i, ŷ

llm
i ), (xj , yj)) using Eq. (1) where (xj , yj) is randomly sampled from Bl

13: Bmm ← Bmm ∪ {(x̃k, ỹk)}
14: end if
15: end for
16: Compute the mean of confidence P̄ on Bm using Eq. (3)
17: for each (x̂i, ŷi) ∈ Bm do
18: if max(Pθ(y|x̂i)) < P̄ then # Identify “unconfident pseudo-generated (PG) data”
19: (x̃k, ỹk) = MixUp((x̂i, ŷi), (xj , yj)) using Eq (1) where (xj , yj) is randomly sampled from Bl

20: Bunconf ← Bunconf ∪ (x̃k, ỹk)
21: end if
22: end for
23: Lsup = 1

|Bl|
∑|Bl|

i=1 H(yi, Pθ(y|xi)),

24: Lunsup = 1

|B>P̄
m |

∑|B>P̄
m |

i=1 H(ŷi, Pθ(y|x̂i)))

25: Lmm = 1
|Bmm|

∑|Bmm|
k=1 H(ỹk, Pθ(y|x̃k))

26: Lunconf = 1
|Bunconf |

∑|Bunconf |
k=1 H(ỹk, Pθ(y|x̃k))

27: Update the verifier parameter θ using Lsup + Lunsup + Lmm + Lunconf

28: end while
29: end for

MixUp samples (x̃k, ỹk), as follows:

Lmm =
1

|Bmm|

|Bmm|∑

k=1

H(ỹk, Pθ(y|x̃k)) (2)

where Bmm is the set of the mismatched samples
with label disagreement between LLM and verifier.

3.3 Adaptive Confidence Thresholding
If the verifier’s label matches the LLM label ŷi =
ŷLLMi , we consider these samples as “matched sam-
ples” and denote their set as Bm. Even when the
verifier agrees with the LLMs assigned pseudo-
label, the verifier might be unsure of its prediction
(i.e., unconfident on a predicted class), because the
PG sample is ambiguous or possibly mislabeled.
We consider this PG sample as an “unconfident PG
sample”. To identify unconfident PG samples, in-
stead of using a fixed threshold as in vanilla pseudo-
labeling, we derive the mean of the verifier’s con-
fidence of the matched samples (as shown below),
since it empirically verified better generalization
(Chen et al., 2023; Wang et al., 2023b; Zhang et al.,
2021):

P̄ =
1

|Bm|

|Bm|∑

i=1

Pθ(ŷi|x̂i) (3)

The pseudo-labels predicted by the verifier with
confidence above P̄ are used to compute the unsu-
pervised (matched, high-confidence) loss as:

Lunsup =
1

|B>P̄
m |

|B>P̄
m |∑

i=1

H(ŷi, Pθ(y|x̂i)) (4)

For the unconfident PG samples that fall under
the P̄ threshold, i.e., B<P̄

m (or Bunconf ), as these
are ambiguous or possibly mislabeled samples, we
again use mixup to mix an unconfident PG sample
with a human (clean) labeled sample, and compute
the unsupervised (matched but unconfident) loss:

Lunconf =
1

|Bunconf |

|Bunconf |∑

k=1

H(ỹk, Pθ(y|x̃k))

(5)
Here, (x̃k, ỹk) = MixUp((x̂i, ŷi), (xj , yj)),
where (x̂i, ŷi) is an unconfident PG sample (i.e.,
Pθ(ŷi|x̂i) < P̄ ) and (xj , yj) is a human labeled
sample, selected at random from Dl. Consequently,
unconfident (i.e., low-confidence under the P̄ )
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Pseudo-Generated (PG) samples are incorporated
in training after denoising, hence, increasing the
diversity of training data while ensuring the quality.

In addition, we calculate the supervised loss on
labeled samples as follows:

Lsup =
1

|Bl|

|Bl|∑

i=1

H(yi, Pθ(y|xi)) (6)

We train the verifier by using the sum of all losses
(see Algorithm 1). The final loss is:

L = Lsup + Lunsup + Lmm + Lunconf (7)

Note that our implementation uses separate data
loaders for labeled and pseudo-generated data to
conduct a MixUp operation.

4 Experiments

4.1 Datasets
RTE (Wang et al., 2018) has ≈ 2, 500 sentence
pairs with two pre-defined classes, entailment and
not_entailment. We extract unlabeled premises
from WikiPedia and CNNDM (Nallapati et al.,
2016). Since the test set of RTE is not publicly
available, we use its development set as the test
set and randomly sample a small subset from the
training set to be used as the development set.

SICK (Marelli et al., 2014) has 4, 500 sentence
pairs with three pre-defined classes, which are en-
tailment, contradiction and neutral. We use the
8k ImageFlickr dataset and WikiPedia to extract
unlabeled premises.

SNLI-2.5k (Bowman et al., 2015) SNLI is a large
dataset of 570k human-written English sentence
pairs classified as entailment, contradiction, or neu-
tral (Bowman et al., 2015). To simulate a low-
resource setting, we randomly sampled 2,500 ex-
amples from the training set of SNLI to be used
as labeled data and considered the premises of the
remaining examples as unlabeled data.

MNLI-2.5k (Williams et al., 2018) We create the
labeled/unlabeled data in the same manner as SNLI.
Similar to RTE, we used the development set of
MNLI as the test set and sampled a small subset
of examples from the training set to be used as
development set.

4.2 Comparison Methods
BERT Fine-tuning We use the labeled data only
of each dataset to fine-tune a pre-trained language
model BERT (Devlin et al., 2019).

In-context Learning (Brown et al., 2020) is
a simple prompting3 on GPT-2 and Llama 3-8B-
Instruct with 10 labeled data.
Zero-shot Learning (Brown et al., 2020) is
a simple prompting3 on Mistral-7B-Instruct-v0.1
(Jiang et al., 2023), Llama 2-7B-chat-hf (Touvron
et al., 2023), and Llama 3-8B-Instruct, without la-
beled data.
LM-BFF (Gao et al., 2021) is a prompt-based
fine-tuning method using the manual prompt of
Gao et al. (2021) for BERT, using the labeled data
only of each downstream task.
Back Translation (Edunov et al., 2018) synthe-
sizes additional data by back-translating labeled
data using German-English translation models.
TMix (Chen et al., 2020) synthesizes additional
data by interpolating randomly selected labeled
data in the hidden space of BERT on transformer
layers of 7, 9, 12.
FixMatch (Sohn et al., 2020) generates pseudo-
labels using the model’s predictions on weakly aug-
mented data and only retains a pseudo-label if the
model produces a high-confidence prediction. The
model is trained to predict the pseudo-label when
fed strongly-augmented data of the same data4.

FlexMatch (Zhang et al., 2021) extends Fix-
Match by using flexible confidence thresholds to
adjust for the learning difficulty of each class in-
stead of using high fixed confidence thresholds.
FreeMatch (Wang et al., 2023b) extends Flex-
Match by leveraging both global/local thresholds
to reflect the model’s learning status with self-
adaptive class fairness regularization penalty.
SoftMatch (Chen et al., 2023) extends Fix-
Match by deriving a truncated Gaussian function
to weight unlabeled samples based on their confi-
dence to leverage all unlabeled data.
Unsupervised Data Augmentation (UDA) (Xie
et al., 2020) computes consistency loss to mini-
mize the distance between unlabeled samples’ orig-
inal predictions and predictions on data augmenta-
tion5 along with the supervised loss.

3The prompt is constructed by referring to Brown et al.
(2020) as shown in A.4. We follow the evaluation protocol
provided by Gao et al. (2021).

4Weak augmentation is a synonym replacement using
WordNet on both premise-hypothesis randomly chosen tokens.
Strong augmentation is back-translation pre-trained language
models (with German) both on premise-hypothesis pairs.

5We use back-translation and tf-idf word replacement data
augmentation methods. We use pre-trained back translation
models (with German) released by FairSeq and set the random
sampling temperature as 0.9.
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RTE SICK SNLI-2.5K MNLI-2.5km MNLI-2.5kmm

Fine-tuning (FT) BERT (Devlin et al., 2019) 60.901.6 84.630.7 79.030.1 69.260.9 70.260.7

GPT-2 ICL (Brown et al., 2020) 54.942.2 59.383.2 33.370.3 33.511.3 33.090.4
Llama 3-8B-Instruct ICL 68.220.0 55.310.0 59.670.0 59.740.0 58.720.0
Mistral-7B ZSL (Jiang et al., 2023) 60.410.0 48.820.0 45.340.0 47.270.0 49.690.0
Llama 2-7B ZSL (Touvron et al., 2023) 67.300.0 49.060.0 56.700.0 55.040.0 57.230.0
Llama 3-8B-Instruct ZSL 68.880.0 55.470.0 60.190.0 58.870.0 59.610.0
LM-BFF (Gao et al., 2021) 60.640.9 81.590.8 73.910.6 62.891.2 65.540.8
LM-BFF + Demo 61.261.8 82.220.5 74.560.9 62.551.2 64.090.5

Back Translation (Edunov et al., 2018) 61.221.3 84.381.1 79.151.2 72.011.0 73.380.9
TMix (Chen et al., 2020) 61.591.5 83.231.9 79.131.0 71.860.6 73.210.8

UDA (Xie et al., 2020) 65.530.9 85.460.8 80.060.4 72.970.5 73.820.5
MixText (Chen et al., 2020) 68.492.1 85.440.6 80.110.2 72.450.8 73.421.0
SSL for NLI (Sadat and Caragea, 2022) 68.322.3 85.770.7 80.261.1 72.560.3 73.480.1
FixMatch (Sohn et al., 2020) 67.692.8 85.010.6 80.650.9 71.760.5 72.310.6
FlexMatch (Zhang et al., 2021) 67.870.5 84.871.1 79.910.2 72.210.3 73.590.4
FreeMatch (Wang et al., 2023b) 67.751.8 84.650.6 80.521.2 72.590.8 73.211.1
SoftMatch (Chen et al., 2023) 68.111.3 84.360.7 80.831.2 72.350.5 73.110.6

VerifyMatch (Ours) 71.03†
2.1 86.96†

0.8 82.060.3 74.20†
0.5 74.10†

0.3

Table 1: The comparison of test accuracy (%) of our method and baselines. The underlined text shows the best performance
baseline methods. We report the mean and standard deviation across three training runs with random restarts. †: VerifyMatch
improves the the best baseline at p < 0.05 with paired t-test.

MixText (Chen et al., 2020) uses MixUp to in-
terpolate labeled and unlabeled data in the hidden
space of BERT on transformer layers 7, 9, and
12. The pseudo-label of unlabeled data is gener-
ated by multiple back-translations combined with
a weighted average of their predictions.
SSL for NLI (Sadat and Caragea, 2022) is a
self-debiasing method on unlabeled samples that
are generated by fine-tuning conditional pre-trained
language models, but only employs unlabeled sam-
ples whose model confidence in pseudo-label class
is above a pre-defined fixed high-threshold value.

4.3 Implementation Details

We use Llama-3-8B-Instruct as LLMs and use
BERT-base as a task classifier from HuggingFace
Transformers library. The hyper-parameters set-
tings are shown in Appendix A.1.

5 Results and Analysis

Main Results We observe our method improves
over all baseline methods as shown in Table 1. We
can also observe that in-context learning (ICL) and
zero-shot learning (ZSL) on LLMs generally per-
form significantly worse compared to fine-tuning
(FT) BERT. While LM-BFF and LM-BFF+Demo
achieve better performance compared to ICL/ZSL,
it still generally performs worse compared to FT
BERT, even though we use the same number of
labeled data on both settings. We conclude fine-
tuning is still a robust method. We observe SSL
baselines utilizing the same pseudo-generated data

as unlabeled data as our approach (i.e., UDA, Mix-
Text, SSL for NLI, FixMatch, FlexMatch, SoftMatch,
FreeMatch) outperform data augmentation base-
lines (i.e., Back Translation, TMix), and FT BERT.
We conclude leveraging pseudo-generated data
boosts performance more than when we only uti-
lize labeled data. Still, our method achieves better
performance than the best SSL baseline. In particu-
lar, our method outperforms SoftMatch, that also
leverages all samples from the unlabeled data, sup-
porting that our denoising strategy through MixUp
to incorporate unconfident samples is effective.

In addition to this, to understand the effect of uti-
lizing different LLMs in the pseudo-generated data
construction of VerifyMatch instead of using LoRA
Llama 3, we explore zero-shot prompting Llama
2, LoRA Llama 2, and fully fine-tune GPT-2, and
report results in Appendix A.2. We find that using
LoRA Llama 3 in VerifyMatch achieves the best
result compared to using other LLMs. To under-
stand this, we provide the comparison of pseudo-
generated samples on MNLI using various LLMs
in Appendix A.3. We conclude that using LoRA
Llama 3 in VerifyMatch is the reasonable design
choice to generate hypotheses for each class label
so that we achieve the best performance by lever-
aging Llama 3 LoRA.

Various low-resource settings We evaluate Ver-
ifyMatch by lowering the number of labeled sam-
ples per class to 500 and 1,000 and show results in
Table 3. The size of the pseudo-generated data re-
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RTE SICK SNLI-2.5k MNLI-2.5km MNLI-2.5kmm

VerifyMatch (Ours) 71.032.1 86.960.8 82.060.3 74.200.5 74.100.3

w/o mismatched PG data 68.551.5 85.370.8 80.850.6 71.870.4 72.120.8
w/o unconfident PG data 68.341.3 85.880.5 79.210.4 71.710.6 72.130.2
w/ Lower Weights 68.492.1 85.591.2 78.920.8 72.120.5 72.360.4

w/ Single Llama 3 69.541.0 86.110.6 81.450.5 72.030.8 72.310.5
w/ Fixed Threshold 65.922.0 86.000.4 80.360.8 72.460.7 73.060.4
w/ Median-Conf 68.881.5 86.240.5 80.910.2 72.910.4 73.570.4

Table 2: The results comparisons of ablation study.

RTE SICK SNLI MNLIm MNLImm

FT BERT, 500 labeled data 58.16 81.48 63.35 55.79 56.88
SoftMatch, 500 labeled data 65.38 82.22 73.72 62.21 62.81
VerifyMatch, 500 labeled data 66.43 83.99 76.62 68.73 69.26

FT BERT, 1,000 labeled data 60.90 84.63 71.89 64.85 65.37
SoftMatch, 1,000 labeled data 68.11 84.36 77.35 66.78 66.63
VerifyMatch, 1,000 labeled data 71.03 86.96 78.57 69.17 69.81

FT BERT, 2,500 labeled data - - 79.03 69.26 70.26
SoftMatch, 2,500 labeled data - - 80.83 72.35 73.11
VerifyMatch, 2,500 labeled data - - 82.06 74.20 74.10

Table 3: The comparison on various low-resource settings.
The maximum number of samples in each class for RTE and
SICK is 1,000 since these datasets are small in size.

RTE SICK SNLI-2.5k MNLI-2.5km MNLI-2.5kmm

7,500 PG samples 69.55 85.56 80.44 72.55 73.01
15,000 PG samples 71.03 86.96 82.06 74.20 74.10
30,000 PG samples 70.11 86.85 81.19 73.34 73.48
45,000 PG samples 68.47 85.76 81.01 72.15 72.71
60,000 PG samples 68.19 85.87 80.58 72.11 72.61

Table 4: The comparison of our method varying the number
of pseudo-generated (PG) samples.

Train Data SNLI-2.5k MNLI-2.5k
Test Data SNLI-hard HANS DNLI SNLI-hard HANS DNLI

Fine-tuning BERT 65.33 49.97 43.57 56.50 49.82 68.83
VerifyMatch 67.61† 50.16 43.99 59.05† 50.31† 76.15†

Table 5: The comparison between our method and the BERT
fine-tuning baseline method on challenging out-of-distribution
data. †: VerifyMatch improves the Fine-tuning BERT baseline
at p < 0.05 with paired t-test.

mained unchanged (i.e., 15,000 samples per class).
VerifyMatch achieves the best performance com-
pared to baselines on all settings.

Varying the number of pseudo-generated sam-
ples We use different amounts of pseudo-
generated (PG) samples (from 7,500 to 60,000 sam-
ples per class) in VerifyMatch while maintaining
the size of labeled samples (e.g., 2,500 samples per
class) and show results in Table 4. We observe the
performance becomes worse in general when using
more than 15,000 PG samples per class. Interest-
ingly, we observe that performance may degrade
when increasing the amount of pseudo-generated
data. This is because the larger number of pseudo-
generated samples possibly contains erroneously
labeled samples that can significantly hurt the per-
formance.

Out-of-domain results To test the robustness of
VerifyMatch, we use in-domain trained models to
predict out-of-distribution test samples. Specifi-
cally, we train the model on SNLI-2.5k and MNLI-
2.5k (using 2,500 labeled samples per class) re-
spectively, and test it on SNLI-hard (Gururangan
et al., 2018), HANS (McCoy et al., 2019), and
DNLI (Welleck et al., 2019). We report the results
in Table 5. We observe improvements in Verify-
Match compared to the baseline and conclude our
approach is also robust.

6 Ablation Study
Mismatched & unconfident Pseudo-Generated
(PG) data To explore the impact of identifying
mismatched and unconfident PG data and incor-
porating them after denoising through MixUp, we
show the results of VerifyMatch without leveraging
them. These results are obtained by removing Lmm

and Lunconf one at a time in the final training loss
Eq. (7). That is, we simply discard mismatched
PG data and unconfident PG data, and show results
in Table 2, under the line “w/o mismatched PG
data (w/o Lmm)” and “w/o unconfident PG data
(w/o Lunconf )”, respectively. We observe a drop
in performance which shows the effectiveness of
using both PG samples through MixUp.

MixUp as a Denoising Technique To under-
stand the use of MixUp as a denoising technique,
we compare it with VerifyMatch employing a dif-
ferent denoising method. Specifically, we lower
the weights of both mismatched and unconfident
pseudo-generated samples during training as in
Chen et al. (2023). We report the results in Table 2
under the line “w/ Lower Weights”. Note that this
result is different from SoftMatch reported in Table
1 since we specifically identify both mismatched
and unconfident PG data, whereas SoftMatch in Ta-
ble 1 only identifies unconfident data. We observe
that this results in performance degradation com-
pared to using MixUp as denoising, demonstrating
that MixUp offers a more effective approach.
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FEVER-2.5k QQP-2.5k
Dev Symm-v1 Symm-v2 Test TwitterPPDB

FT BERT (Devlin et al., 2019) 79.75 49.37 57.31 76.08 84.68
Back Translation (Edunov et al., 2018) 80.54 48.66 57.04 76.60 85.48
FixMatch (Sohn et al., 2020) 82.21 51.16 58.37 78.59 84.69
UDA (Xie et al., 2020) 82.89 52.38 60.57 79.28 84.09
FreeMatch (Wang et al., 2023b) 81.07 49.23 57.58 79.76 84.71
SoftMatch (Chen et al., 2023) 83.72 53.08 61.37 79.85 84.83
VerifyMatch (Ours) 85.68† 54.95 62.12† 80.89† 86.03†

Table 6: Evaluation on fact verification (FEVER) and paraphrase detection (QQP) on in- and out-of-domain test data. †:
VerifyMatch improves the best baseline at p < 0.05 with paired t-test.

Single Llama 3 We use class-specific fine-tuned
Llama 3 models to ensure the coverage of all
classes in pseudo-generated samples. To explore
the effect of this, we use a single fine-tuned Llama
3 model, and show results in Table 2 (i.e., w/ Single
Llama 3). We observe performance degradation in
all cases, which proves the effectiveness of using
class-specific fine-tuned Llama 3 models.

The average confidence Instead of calculating
the average confidence as in Eq. (3), we use (1)
a fixed threshold (i.e., 0.9), and (2) the median
of the model’s confidence on a predicted pseudo-
label class in a PG batch , and show the results in
Table 2 under the lines “w/ Fixed Threshold” and
“w/ Median-Conf”, respectively. We observe that
neither case outperforms our method, supporting
our design choice is reasonable.

Evaluation on other NLU tasks We evaluate
our method for other sentence pairs classifica-
tion tasks, which are fact verification, and para-
phrase detection, and show results in Table 6. We
follow the similar settings as SNLI-2.5k/MNLI-
2.5k for the evaluation (i.e., randomly sampled
2,500 labeled data per class and generate pseudo-
generated data).We evaluate both in-domain (ID)
and challenging out-of-domain (OOD) test data.
For fact verification, we evaluate FEVER-dev and
Symmetric-v1/v2 (Schuster et al., 2019) test data.
For paraphrase detection, we evaluate QQP and
TwitterPPDB (Lan et al., 2017) test data. Verify-
Match outperforms competitive baselines on both
ID and OOD test data, proving its effectiveness.

7 Conclusion

We proposed VerifyMatch, which constructs
pseudo-generated samples using large language
models (LLMs), and introduced semi-supervised
learning (SSL) that acts as a verifier to ensure the
quality of pseudo-generated samples for natural
language inference. For SSL, we further proposed

to identify and incorporate mismatched and uncon-
fident pseudo-generated samples after denoising
through MixUp, which allows a model to have ac-
cess to a broader range of training samples. We em-
pirically validate that VerifyMatch achieves com-
petitive performance compared to strong baselines.

8 Limitations

Our approach, like any other semi-supervised ap-
proach, is computational more expensive than stan-
dard supervised learning. Nonetheless, our em-
pirical results consistently demonstrate significant
performance improvements. We believe that our
method provides an important step forward for
semi-supervised learning on NLI datasets, provid-
ing valuable insights.
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A Appendix

A.1 Training Details

Pseudo-generated data construction We
mainly use Llama-3-8B-Instruct as large
language models (LLMs) in pseudo-generated
data construction from HuggingFace Transformers
library6. For LoRA-tuned Llama 3 (Low-Rank

6https://huggingface.co/docs/ transformers/index

Adaptation; Hu et al. (2021a)), we set hyper-
parameters as follows: learning rate as 2e-3,
training epoch as 3, LoRA alpha as 8, LoRA
dropout as 0.05, train batch size as 1, gradient
accumulation steps as 64. We set the LoRA rank
value as 4 for RTE, 16 for SICK, and 8 for both
SNLI and MNLI datasets. We use the system
prompt as follows: “<s>[INST] «SYS»\nYou
are a helpful, respectful, and
honest assistant. Always follow
the instructions provided and
answer honestly.\n«/SYS»\n\n” and
provide customized prompts depending on target
labels as follows: (1) entailment: “We will
give you the sentence. Using
only the given sentence and what
you know about the world. Write
one alternate sentence that is
definitely a true description of
the given sentence. Sentence:
{premise}”, (2) contradiction: “We will
give you the sentence. Using
only the given sentence and what
you know about the world. Write
one alternate sentence that is
definitely a false description
of the given sentence. Sentence:
{premise}” (3) neutral: “We will give
you the sentence. Using only
the given sentence and what you
know about the world. Write one
alternate sentence that might be
a true description of the given
sentence. Sentence: {premise}”.
We construct the system prompt as suggested by
the Llama 3 pre-training step while constructing
task-dependent prompts by referring to the in-
structions provided when generating a large-scale
Natural Language Inference (NLI) benchmark as
in Bowman et al. (2015).

We additionally compare the results of our
method using other various Large Language
Models (LLMs) on different settings in pseudo-
generated data construction, which are zero-shot
prompting/LoRA Llama 2 and full fine-tuning
GPT-2, and show results in Table 7. For this, we
use Llama-2-7b-chat-hf, and use GPT2
from the huggingface transformers library. For
zero-shot prompting Llama 2 in pseudo-generated
data construction, we observe that using the same
prompts as LoRA Llama 3 results in poor genera-
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tion quality. This is because prompting can be a
brittle process due to LLMs being overly sensitive
to the surface form of the instruction (Perez
et al., 2021; Lu et al., 2022). Hence, we devise
the following prompt for zero-shot prompting
Llama 2 for pseudo-generated data construction:
“Please generate a hypothesis
that has the {target label}
relationship with the given
sentence: {premise} Hypothesis:”,
where "target label" is every possible class
label. For LoRA Llama 2, we follow the same
prompts and hyper-parameters as LoRA Llama
3. To fully fine-tune GPT-2, we set the training
epoch as 30, training batch size as 16, eval batch
size as 1, weight decay 0.01, and use the AdamW
optimizer (Loshchilov and Hutter, 2018) with
learning rate 3e-5. To produce class-specifically
fine-tuned GPT-2, we provide training samples
to the model by concatenating the premise and
hypothesis with special tokens that belong to a
specific class. We use the following special tokens:
[BOS], [EOS], [UNK], [PAD], [SEP].
We then generate hypotheses by giving unlabeled
premises as the inputs using class-specifically
tuned GPT-2 models. For this, we employ beam
search with beam size 5 and penalize repeated
bi-grams to introduce diversity to the generated
target sentences where the minimum length is 30
and the maximum length is 100. The hypotheses
generation models leveraging fully fine-tuned
GPT-2 are trained in ≈ 1 hour using a single
NVIDIA RTX A5000 GPU. It took less than ≈ 1
hour to generate the hypotheses for each dataset
using the same GPU.

Verifier For the verifier, we use
bert-base-uncased for BERT as a task
model where we use the final layer of BERT
[CLS] token output representations with a
maximum of 3 epochs. We optimize the models
by using AdamW (Loshchilov and Hutter, 2018).
We set a batch size of 32 for both labeled and
unlabeled data, a learning rate of 2e-5, a gradient
clip of 1.0, and no weight decay. For MixUp, we
set the beta distribution hyperparameter α = 0.4
for λ in Eq. (1), following previous studies that
observed α = 0.4 to yield the best performance in
text classification tasks (Thulasidasan et al., 2019;
Som et al., 2020). We utilize a sharpening function
on probability distribution produced by the verifier,
BERT, for numerical stability as follows:

Sharpen(P (y|x), T ) = P (y|x) 1
T

||P (y|x) 1
T ||1

where ||.||1 is l1-norm of the vector, T is a temper-
ature hyper-parameter and set as 0.5. We report the
mean and standard deviation across three training
runs with random restarts.

All experiments are conducted on two NVIDIA
RTX A5000 GPUs with a total time for fine-
tuning all models being under 24 hours. For semi-
supervised learning baseline methods, we use batch
size 16 across all datasets. We set τ = 0.95 in
FixMatch (Sohn et al., 2020), set τ = 0.95 in Flex-
Match (Zhang et al., 2021), and λ = 0.3 to obtain
τ in FreeMatch (Wang et al., 2023b).

To evaluate VerifyMatch on other sentence-pair
classification tasks such as fact verification and
paraphrase detection, we do the following steps:
For the fact verification task, we randomly sample
2,500 labeled data per class from FEVER origi-
nal training data and then construct 2,500 pseudo-
generated samples per class. For the paraphrase
detection task, we also randomly sampled 2,500
labeled data per class from QQP (Iyer et al., 2017)
original training data and then generate 10,000
pseudo-generated samples per class.

A.2 Various Lage Language Models (LLMs)

To understand the impact of leveraging various
LLMs in the pseudo-generated data construction of
VerifyMatch instead of using LoRA Llama 3, we
explore zero-shot prompting Llama 2, LoRA Llama
2, and fully fine-tune GPT-2, and show results in Ta-
ble 7. Interestingly, we observe better performance
when using fully fine-tuned GPT-2 than zero-shot
prompting Llama 2 and LoRA Llama 2. We posit
that this is because the fully fine-tuning GPT-2
generates more meaningful hypotheses for each un-
labeled premise with reasonable class labels than
zero-shot prompting Llama 2 and LoRA Llama 2.
Still, VerifyMatch which leverages LoRA Llama
3 in pseudo-generated data construction achieves
the best performance in general, which proves the
effectiveness of our design choice.

A.3 Examples of Pseudo-generated Data

We show examples from the pseudo-generated
data on MNLI in Table 8 in comparison of full
fine-tuning GPT-2, Zero-shot prompting Llama 2,
LoRA Llama 2 and LoRA Llama 3. We make the
following observations: (1) Llama 3 (LoRA) and

19332



RTE SICK SNLI-2.5k MNLI-2.5km MNLI-2.5kmm

VerifyMatch (Ours, LoRA Llama 3) 71.032.1 86.960.8 82.060.3 74.200.5 74.100.3

VerifyMatch w/ Zero-shot Prompting Llama 2 69.822.5 85.930.5 81.330.3 73.080.5 73.550.8
VerifyMatch w/ LoRA Llama 2 69.771.8 86.920.6 81.160.8 73.490.2 73.900.2
VerifyMatch w/ Full Fine-tuning GPT-2 70.842.2 86.810.3 81.850.6 73.920.3 74.380.5

Table 7: The comparison of our method with different Large Language Models (LLMs) in pseudo-generated data construction.
Bold text shows the best performance. Underlined text shows the best performance among other LLM settings than ours.

Premise Generated Hypothesis Target Label
Full fine-tuning GPT-2 Zero-shot Prompting Llama 2 LoRA Llama 2 LoRA llama 3

The Turks adopted the Indian cuisine and
costume as well as a modified form of the
Hindu caste system.

A similar style was developed by Turkey in India,
with its custom for dancing on horseback

The Turks adopted the Indian cuisine and
costume as well as a modified form of the
Hindu caste system in order to create a
distinct cultural identity that would set them
apart from their neighbors.

The Turks took on Indian cuisine
and fashion.

The Turks adopted Hinduism. Entailment

During World War II, the US built
an Air Force base here that later
became the international airport.

The air force was established in Germany
during WWI when it started building a
facility there to serve as this country’s
national aviation terminal for future

The US built an Air Force base here
in order to protect its interests during
World War II.

The US built an air force base in
the country during World War II.

The US built an Air Force base
here during World War II.

Entailment

However, the evidence was strong
for a harm reduction effect across
various indicators of risk and re-injury.

There is no significant difference in risks
from these factors to different outcomes
at all levels except as shown above

Despite the evidence of a
harm reduction effect, the program
was not effective in reducing injuries

The evidence was not strong for a
harm reduction effect across various
indicators of risk and re-injury.

The evidence was weak for
a harm reduction effect.

Contradiction

Even so, its ascendancy is troublesome.

The Ascendant’s descent has been very successful
and it doesn’t require any special precautions or
procedures to gain control of the land at all times
for you as a member in this country

Despite its ascendancy, it will face a
decline in popularity.

It is a blessing to have the ascendancy. Its ascendancy is a good thing. Contradiction

Sisters are, you know, Mr. Hastings.
I’ll tell the truth about my father and mother’s
divorce because they were just divorcing in
December of that year (as I did)

Sisters are, on average, more likely to have
a positive relationship with their siblings
than with their parents.

Sisters are like the best of friends. Sisters are the best, Mr. Hastings. Neutral

And responsibilities of any groups or
committees of senior managers,
and the relationships between them.

The relationship to these leaders is important
because they have a lot more than just one
person in their office at all times that
you can get from an executive officer

The distribution of responsibilities among
senior managers and the relationships
between them are critical to the effective
functioning of an organization,
but they do not have a direct impact on
the organization’s overall performance.

The responsibilities of the groups and
committees are clearly defined and understood.

The responsibilities of the senior managers
are to make sure the company is successful.

Neutral

Table 8: The comparisons of generated hypothesis among full fine-tuning GPT-2, Zero-shot Prompting Llama 2, LoRA Llama
2, and LoRA Llama 3 in pseudo-generated data construction of VerifyMatch.

Competence Test Distraction Test Noise Test

Antonymy Numerical Word
Overlap Negation Length

Mismatch
Spelling

Error
m mm Reasoning m mm m mm m mm m mm

FT BERT
RTE

4.41 5.68 60.53 64.44 64.42 64.28 65.05 60.53 61.55 60.08 60.32
VerifyMatch w/ GPT-2 10.05 11.55 64.57 68.15 69.09 66.43 67.52 69.47 69.92 67.60 68.14

VerifyMatch w/ Llama 3 12.26 10.16 66.49 68.54 68.88 67.76 68.44 69.96 70.04 68.85 69.20

FT BERT
SICK

1.27 0.63 27.35 26.69 26.66 29.67 29.18 29.06 28.86 32.93 31.56
VerifyMatch w/ GPT-2 6.79 0.81 33.53 30.48 31.52 30.05 30.23 35.33 38.08 35.15 33.78

VerifyMatch w/ Llama 3 6.93 1.16 34.21 31.20 30.83 31.16 31.55 38.54 40.28 33.39 34.25

FT BERT
SNLI

50.16 48.17 32.32 35.54 31.82 40.54 40.49 43.99 43.19 41.57 40.96
VerifyMatch w/ GPT-2 73.99 89.85 35.42 40.77 41.01 44.76 44.20 53.14 54.79 50.81 50.35

VerifyMatch w/ Llama 3 75.16 86.65 36.11 40.86 45.53 45.88 45.56 55.30 55.47 51.12 51.58

FT BERT
MNLI

18.64 21.91 24.76 47.46 49.28 36.38 32.27 59.42 60.68 58.41 52.12
VerifyMatch w/ GPT-2 25.56 25.95 31.89 43.61 43.63 36.54 36.81 61.05 62.17 57.09 57.85

VerifyMatch w/ Llama 3 27.76 28.80 32.38 44.45 44.09 35.98 36.12 62.23 62.38 56.63 57.16

Table 9: The comparison of stress test accuracy (%) of the baseline fine-tuning BERT (FT BERT) and our method with different
large language models (LLMs). GPT-2 refers to full fine-tuning GPT-2 and Llama 3 refers to LoRA tuning Llama 3.

GPT-2 generate higher quality hypotheses / pseudo-
labels compared with Llama 2 (LoRA) and Llama
2 (zero-shot) although the GPT-2 generations are
longer in length compared with Llama 3; in some
cases, GPT-2 hallucinates; (2) Llama 2 (zero-shot)
generates in most cases longer hypotheses com-
pared with the other LLMs; (3) Llama 2 (zero-shot)
yields slightly better generation results compared
with Llama 2 (LoRA) especially on the contradic-
tion class on which Llama 2 (LoRA) often simply
adds negation words in front of the verb; (4) Llama
2 (zero-shot), although it was better than Llama
2 (LoRA), in many cases we observed that it was
generating hypotheses by copying the premise and

then generating additional tokens; and (5) None
of the four LLMs introduced toxicity or vulgarity
content in the generated hypotheses. Hence, we
conclude that Llama 3 and GPT-2 could be the best
competitor LLMs to use in VerifyMatch.

A.4 Baseline prompting

To obtain the baseline prompting results of
in-context and zero-shot learning on Large
Language Models (LLMs), we construct the
prompts as follows by referring to Brown
et al. (2020): {premise} \nQuestion:
{hypothesis} True, False, or
Neither?\nAnswer: ” For in-context
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RTE SICK SNLI-2.5k MNLI-2.5km MNLI-2.5kmm

VerifyMatch (Ours, w/ LoRA Llama 3) 71.032.1 86.960.8 82.060.3 74.200.5 74.100.3
VerifyMatch (w/ Full FT GPT-2) 70.842.2 86.810.3 81.850.6 73.920.3 74.380.5

w/o mismatched PG data (w/o Lmm) 70.031.2 86.210.1 81.150.5 72.450.9 72.580.7
w/o unconfident PG data (w/o Lunconf ) 69.541.5 86.460.1 80.480.3 72.830.1 73.010.1
w/ Lower Weights 69.441.1 86.290.3 80.140.2 72.860.7 73.140.4

w/ Single GPT-2 69.311.8 86.050.6 81.050.3 71.020.6 71.490.3
w/ Fixed Threshold 66.111.3 85.970.7 80.240.5 72.910.2 73.220.3
w/ Median-Conf 69.941.8 86.360.3 80.910.2 73.050.1 73.470.2

Table 10: The results comparisons of ablation study using GPT-2 full fine-tuning in pseudo-generated data construction of
VerifyMatch.

Figure 2: Reliability diagrams of SNLI on BERT using
a fixed high-confidence threshold in self-training (left),
and our proposed method (right) with pseudo-generated
data by GPT-2.

RTE SICK SNLI MNLIm MNLImm

FT BERT, 500 labeled data 58.16 81.48 63.35 55.79 56.88
VerifyMatch, 500 labeled data (GPT-2) 65.65 83.83 74.41 63.17 64.47

FT BERT, 1,000 labeled data 60.90 84.63 71.89 64.85 65.37
VerifyMatch, 1,000 labeled data (GPT-2) 70.84 86.81 77.52 67.91 68.43

Table 11: The comparison on various low-resource settings
using full fine-tuning GPT-2.

RTE SICK SNLI-2.5k MNLI-2.5km MNLI-2.5kmm

7,500 PG samples 70.03 86.04 81.05 72.27 72.65
15,000 PG samples 70.84 86.81 81.85 73.92 74.38
30,000 PG samples 69.93 86.92 81.26 73.63 73.53
45,000 PG samples 69.78 86.43 81.11 72.35 73.48
60,000 PG samples 69.82 86.47 80.82 72.71 72.96

Table 12: The comparison of our method varying the number
of pseudo-generated (PG) samples using full fine-tuning GPT-
2.

learning, we concatenate randomly selected 10
labeled samples (around 3 labeled samples per
class) at the beginning of the prompts with their
answers. We follow the same evaluation protocol
provided by Gao et al. (2021) to report results.

A.5 Overconfidence

MixUp is widely known for preventing the model
from being overly confident in its predictions and
reducing miscalibration errors. To explore whether
the VerifyMatch method also relieves the miscali-
bration problem, we plot the reliability diagram of
our proposed method on the SNLI dataset and com-
pare it to a method of using fixed high-threshold
(i.e., 0.9) in Figure 2. We observe that VerifyMatch
alleviates the overconfidence problem, as the gap
between accuracy and confidence in each bin in
the reliability diagrams is reduced compared to the

baseline method.

A.6 Robustness Analysis

To explore the robustness of our method for NLI,
we test on NLI stress test (Naik et al., 2018) and
show results in Table 9. The stress test is developed
based on the weakness of NLI models in various as-
pects such as, presence of a negation word such as
‘no’ causes the model to predict the sample as con-
tradiction class (i.e., negation), and word overlap
between premise and hypothesis results in model
to predict the sample as entailment class (i.e., word
overlap), etc. To this end, we evaluate 11 different
tests that are divided into three parts: (1) compe-
tence test, (2) distraction test, and (3) noise test.
We compare the fine-tuning (FT) BERT baseline
method and our proposed approach, VerifyMatch,
with leveraging full fine-tuning GPT-2, and LoRA
Llama 3 in the pseudo-generated data construc-
tion, and show results in Table 9. We observe that
our method shows better performance than the FT
BERT baseline in general, all across the stress tests,
which proves the robustness of our VerifyMatch.

A.7 VerifyMatch with full fine-tuning GPT-2

We observe the best performance when using full
fine-tuning GPT-2, compared to LoRA Llama 2 and
zero-shot prompting Llama 2 in pseudo-generated
data construction. Consequently, we conduct the
same ablation study as in Section 6, focusing on
the full fine-tuning GPT-2, instead of leveraging
LoRA Llama 3 in the pseudo-generated data con-
struction of VerifyMatch. The results are presented
in Table 10. Specifically, we compare the test ac-
curacy (%) of VerfiyMatch (1) without leveraging
mismatched pseudo-generated data (i.e., removing
Lmm in the final training objective), (2) without
using unconfident pseudo-generated data (i.e., re-
moving Lunconf ), (3) with a denoising technique
of lowering mismatched and unconfident pseudo-
generated samples instead of using MixUp (i.e.,
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w/ Lower weights), (4) using a single fully fine-
tuned GPT-2 instead of using class-specifically
fully fine-tuned GPT-2 (i.e., w/ Single GPT-2), (5)
using a fixed threshold in identifying unconfident
pseudo-generated samples (i.e., w/ Fixed Thresh-
old), and (6) using the median confidence in identi-
fying unconfident pseudo-generated samples (i.e.,
w/ Median-Conf). We observe there is a perfor-
mance drop in all cases compared to VerifyMatch
either leveraging full fine-tuned GPT-2 or LoRA
Llama 3, which proves the effectiveness of each
component in our proposed method.

We also explore VerifyMatch with full fine-
tuning GPT-2 by lowering the number of labeled
samples per class to 500 and 1,000 and show re-
sults in Table 11. The size of the pseudo-generated
data constructed by fully fine-tuned GPT-2 remains
the same as 15,000 samples per class. Notably, our
proposed method consistently outperformed the
baseline on all datasets, demonstrating its effective-
ness. Furthermore, we vary the number of pseudo-
generated data generated from class-specifically
fine-tuned GPT-2 (from 7,500 to 60,000 samples
per class), while using the size of labeled samples
as 2,500 samples per class, and show results in Ta-
ble 12. We observe the performance achieves the
best performance when leveraging 15,000 pseudo-
generated samples per class in general. We ob-
serve that using 60,000 PG samples per class re-
sults in performance degradation on all datasets.
We posit that this is because the large number of
pseudo-generated samples (e.g., more than 30,000
per class) compared to the limited labeled data
(e.g., 2,500 per class) weakens the influence of the
high-quality labeled samples in general.
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