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Abstract

Sentiment classification (SC) often suffers
from low-resource challenges such as domain-
specific contexts, imbalanced label distribu-
tions, and few-shot scenarios. The potential of
the diffusion language model (LM) for textual
data augmentation (DA) remains unexplored,
moreover, textual DA methods struggle to bal-
ance the diversity and consistency of new sam-
ples. Most DA methods either perform log-
ical modifications or rephrase less important
tokens in the original sequence with the lan-
guage model. In the context of SC, strong
emotional tokens could act critically on the
sentiment of the whole sequence. Therefore,
contrary to rephrasing less important context,
we propose DiffusionCLS to leverage a dif-
fusion LM to capture in-domain knowledge
and generate pseudo samples by reconstruct-
ing strong label-related tokens. This approach
ensures a balance between consistency and di-
versity, avoiding the introduction of noise and
augmenting crucial features of datasets. Dif-
fusionCLS also comprises a Noise-Resistant
Training objective to help the model generalize.
Experiments demonstrate the effectiveness of
our method in various low-resource scenarios
including domain-specific and domain-general
problems. Ablation studies confirm the effec-
tiveness of our framework’s modules, and visu-
alization studies highlight optimal deployment
conditions, reinforcing our conclusions.

1 Introduction

Sentiment classification is a crucial application of
text classification (TC) in Natural Language Pro-
cessing (NLP) and can play a crucial role in multi-
ple areas. However, NLP applications in domain-
specific scenarios, such as disasters and pandemics,
often meet with low-resource conditions, especially
domain-specific problems, imbalance data distribu-
tion, and data deficiency (Sedinkina et al., 2022;

†Corresponding author.

Lakshmi and Velmurugan, 2023; Nabil et al., 2023;
Gatto and Preum, 2023). Recently, the birth of
pre-trained language models (PLMs) and large lan-
guage models (LLMs) have advanced the NLP field,
giving birth to numerous downstream models based
on them. On the one hand, these PLMs take the
models to a new height of performance, on the other
hand, since these models are highly data-hungry,
they struggle to perform satisfactorily on most tasks
under noisy, data-sparse and low-resource condi-
tions (Patwa et al., 2024; Chen et al., 2023b; Wang
et al., 2024; Yu et al., 2023).

Method Type Textual Sample

Other
CTR Methods

(GENIUS)

Cor.
[sad] [M] the traffic [M] a nightmare.

[M][M][M]frustrating.

Gen.
[sad] Navigating the traffic was literally

a nightmare. Truly frustrating.

Diffusion-
CLS

(ours)

Cor.
[sad] Today, the [M] was [M][M].

It was [M][M].

Gen.
[sad] Today, the journey was a disaster.

It was utterly chaotic.

Original Text:
Today, the traffic was a nightmare.

It was really frustrating.

Table 1: Examples of CTR methods. Most CTR meth-
ods rephrase minor tokens while DiffusionCLS recon-
structs strong label-related tokens. Cor. and Gen. de-
notes the corrupted sequence and generated sequence
respectively.

To address these challenges, one effective ap-
proach is data augmentation (DA), which enriches
the diversity of the dataset without explicitly col-
lecting new data (Feng et al., 2021). Classic rule-
based DA methods employ logical modifications to
obtain pseudo samples, such as EDA (Wei and Zou,
2019), and AEDA (Karimi et al., 2021). Model-
based DA methods develop rapidly as the trans-
former architecture dominates the NLP field, most
of these methods execute DA through corrupt-then-
reconstruct (CTR), as examples shown in Table
1. Namely, masked language model (MLM) (Wu
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et al., 2019; Kumar et al., 2020), and GENIUS
(Guo et al., 2022) which applies BART as the sam-
ple generator. Also, Anaby-Tavor et al. (2020)
proposed LAMBADA, which finetunes GPT-2 and
generates pseudo samples with label prompts.

However, these methods often struggle with
domain-specific tasks and uneven label distribu-
tions. Some methods generate samples solely rely-
ing on pre-trained knowledge, like GENIUS. The
other though finetuned on the downstream dataset,
these methods generate samples only conditioned
on the label itself, such as LAMBADA, leading to
strong label inconsistency, especially in data-sparse
settings. Also, most CTR methods focus on re-
placing minor tokens in sequences but keeping the
crucial tokens stationary to generate high-quality
pseudo samples.

In contrast, we corrupt the most label-related
tokens first and reconstruct the whole sentence con-
ditioned on the context and label prompt, as shown
in Table 1, to diversify the key label-related tokens
rather than less important contexts. This approach
not only augments sample diversity but also up-
holds consistency through selective masking. In-
spired by DiffusionBERT (He et al., 2023), which
is designed to recover the most informative tokens
from those with less informatics, we propose Diffu-
sionCLS. Additionally, building upon the findings
of Guo et al. (2022), we further introduce consis-
tency and diversity as crucial elements for quality
of samples. High-quality pseudo samples must
align with their labels and domain contexts, mini-
mizing noise introduction. Integrating these sam-
ples enhances dataset diversity, thereby positively
impacting the model performance.

DiffusionCLS initially finetunes PLM with a dif-
fusion objective, functioning as a sample genera-
tor, followed by training the TC model in a noise-
resistant manner. By fine-tuning the diffusion LM,
we can then input original samples with their cru-
cial tokens corrupted and use the label as a gen-
eration prompt to get new samples. This method
diversifies the original dataset by replacing strong
label-related tokens and also steers the model to-
wards producing high-quality pseudo samples that
comply with the diversity-consistency rule. Also,
experimental codes have been released on GitHub1.

The major contributions of this paper can be
summarized as follows:

• We propose DiffusionCLS, which comprises
1https://github.com/JohnnyChanV/DiffusionCLS

a diffusion LM-based data augmentation mod-
ule for SC, generating diverse but consistent
pseudo samples by substituting diverse strong
label-related contexts.

• Designed and integrated a noise-resistant
training method within the proposed Diffu-
sionCLS, which significantly improves the SC
model’s performance with pseudo samples.

• Comprehensive experiments on domain-
specific and multilingual datasets validate Dif-
fusionCLS’s superior performance in SC tasks.
Detailed ablation studies highlights the effec-
tiveness of its individual modules.

• A visualization study is conducted to discuss
the diversity-consistency trade-off, which fur-
ther validates the effectiveness of Diffusion-
CLS.

2 Related Work

2.1 Low-Resource Text Classification
Motivated by the observation that data is often
scarce in specific domains or emergent applica-
tion scenarios, low-resource TC (Chen et al., 2018)
has recently attracted considerable attention. Low-
resource TC involves effectively categorizing text
in scenarios where data is scarce or limited. Goudjil
et al. (2018) and Tan et al. (2019) have explored sev-
eral methods for low-resource TC, which mainly
involve traditional machine learning techniques to
increase data quantity and diversity.

Recently, since the studies by Lan et al. (2019)
and Sun et al. (2020) demonstrated the impressive
performance of PLMs across various NLP tasks,
a significant amount of work has leaned towards
using PLMs to address low-resource TC problems
(Wen and Fang, 2023; Ogueji et al., 2021; Liu et al.,
2019; Devlin et al., 2018). However, PLMs re-
quires amounts of annotated samples for finetuning,
data-sparce significantly impacts models’ perfor-
mances and DA could mitigate such problems.

2.2 Textual Data Augmentation
To address low-resource challenges, various data
augmentation methods have been proposed, includ-
ing Easy-Data-Augmentation (EDA) (Wei and Zou,
2019), Back-Translation (BT) (Shleifer, 2019), and
CBERT (Wu et al., 2019). However, these methods,
relying on logical replacements and external knowl-
edge, often introduce out-domain knowledge and
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Figure 1: Overview of the proposed method. DiffusionCLS comprises four core components: Label-Aware Noise
Schedule, Label-Aware Prompting, Conditional Sample Generation, and Noise-Resistant Training.

domain inconsistency. Moreover, these methods
focus only on a specific original input, resulting in
limited diversity.

Another type of data augmentation method in-
cludes representation augmentation approaches.
These methods generate pseudo-representation vec-
tors by interpolating or perturbing the represen-
tations of original samples. For instance, Zhang
et al. (2017) proposed the groundbreaking tech-
nique known as mixup, and Chen et al. (2023a)
recently proposed AWD, an advanced approach in
textual DA.

Recent advancements in generative models
have led to research on GPT-based paraphrasing
data augmentation methods, such as LAMBADA
(Anaby-Tavor et al., 2020), which fine-tuned GPT-2
model to generate new samples. However, LAM-
BADA generates new samples based solely on spe-
cific labels, neglecting information from the origi-
nal samples. Another research direction involves
not fine-tuning PLMs but combining the language
modeling capability of pretrained models with the
generative diversity of diffusion models (He et al.,
2023), which significantly improves the capability
of the generative encoder, i.e., MLM.

Since diffusion LMs can generate new sequences
from masked original sequences, which matches
the goal of retaining key information and rephras-
ing secondary information in generative data aug-
mentation. Therefore, on top of diffusion LM, we
propose DiffusionCLS, simultaneously consider-
ing label and domain consistency and generating
pseudo samples by partially paraphrasing strong
label-related tokens. Extensive experiments verify
the effectiveness of our method and hopefully be
extended to numerous NLP tasks.

3 Methodology

Sentiment classification models often overfit and
lack generalization due to sample deficiency. To
address this, we propose DiffusionCLS, consist-
ing of Label-Aware Noise Schedule, Label-Aware
Prompting, Conditional Sample Generation, and
Noise-Resistant Training. A diffusion LM-based
sample generator is integrated to generate new sam-
ples from the original dataset, enhancing TC model
performance.

Figure 1 illustrates DiffusionCLS. The diffusion
LM-based sample generator generates new sam-
ples for data augmentation, while the TC model is
trained for the specific task. Label-Aware Prompt-
ing and Label-Aware Noise Schedule are crucial
for training the sample generator, and Conditional
Sample Generation and Noise-Resistant Training
contribute to the training of the TC model.

3.1 Sample Generator

To generate usable samples for further TC model
training, there are two crucial rules of success to
satisfy, diversity and consistency. Therefore, we
expect the generated samples to be as diverse as
possible with consistency to the TC label and origi-
nal domain simultaneously. However, higher diver-
sity also leads to a higher difficulty in maintaining
consistency.

As He et al. (2023) excavated the potential of
combining diffusion models with LMs for sequence
generation, we built the sample generator from the
discrete diffusion model scratch. Precisely, we de-
sign the Label-Aware Noise Schedule for the diffu-
sion LM, which helps the model to generate diverse
and consistent samples. Additionally, we integrate
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Label-Aware Prompting into the training regime,
enabling the model to grasp label-specific knowl-
edge, subsequently serving as the guiding condition
for sample generation. These two modules help the
generator to surpass the diversity-consistency chal-
lenge and excel in performance.

3.1.1 Label-Aware Noise Schedule
A proper algorithm of noise schedule could guide
the diffusion LM to capture more accurate seman-
tic relations. Moreover, the effectiveness of time-
agnostic decoding has been demonstrated, indicat-
ing that incorporating implicit time information in
the noise schedule process is effective (Ho et al.,
2020; Nichol and Dhariwal, 2021; He et al., 2023).
Since the generated samples are also expected to
stay consistent with the TC label and the original
domain, we proposed Label-Aware Noise Sched-
ule.

The Label-Aware Noise Schedule begins by in-
tegrating a proxy model that has been fine-tuned
for the TC task. This proxy model allows for the
determination of the importance of each token in
the TC process, quantified through attention scores
between the [CLS] token and other tokens, which
are derived from the last layer of proxy model and
calculated as follows.

wi =
1

H

H∑

h=1

shi , (1)

where shi represents the i-th token attention score in
the h-th attention head, and wi denotes the weight
measuring the importance of the i-th token.

Motivated by He et al. (2023)’s DiffusionBERT,
we incorporates absorbing state in the LM noise
schedule. In our method, during the masking transi-
tion procedure, each token in the sequence remains
unchanged or transitions to [MASK] with a certain
probability. The transition probability of token i at
step t can be denoted as:

qit = 1− t

T
− λ · S(t) · wi, (2)

S(t) = sin
tπ

T
, (3)

where qit represents the probability that a token is
being masked, and T denotes the total step number.
λ is introduced to control the impact of wi, as a
hyper-parameter.

By introducing strong label-related wi, the dif-
fusion model is guided to recover the tokens with
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Figure 2: The probability of a token remaining un-
masked, with λ set to 0.5.

lower weight first, then recover the tokens that are
strongly related to the classification task later.

The probability of a token being masked is tied
to its attention score relative to the [CLS] token,
reflecting its contribution to the TC objective. Fig-
ure 2 shows that masking probabilities depend on
the token’s label-related information. Label-Aware
Noise Scheduling guides the model to recover the
most label-related key tokens from those less cru-
cial to the classification task.

3.1.2 Label-Aware Prompting
However, such a noise schedule still poses a chal-
lenge to the conditional generation process. The
diversity-consistency trade-off becomes more in-
tense when important tokens are masked. With
fewer unmasked tokens provided, the model natu-
rally has a higher possibility of generating tokens
that would break the label consistency.

Today, the [M] was a [M]. It was [M][M]

[SAD] Today, the [M] was a [M].It was [M][M]
……
……

……

……

Figure 3: Label-Aware Prompting, each masked se-
quence is concatenated with their corresponding label.

To address this challenge, we propose Label-
Aware Prompting, a method that offers supplemen-
tary conditional information during both training
and inference phrases. This additional information
aids the model in generating samples that uphold
label consistency.

As Figure 3 illustrated, following the masking
of samples in the noise schedule process, the la-
bels of these samples are concatenated with their
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respective masked sequences.

3.2 Text Classification Model

In this work, we adopt encoder-based PLM as our
backbone model and finetuned them for the TC
task. Though diffusion LM is strong enough to
maintain consistency and diversity at the same time,
the introduction of pseudo samples unavoidably
introduced noise data to the training of the TC
model. To mitigate such a problem, we design a
contrastive learning-based noise-resistant training
method, further improving the scalability of the
proposed DiffusionCLS.

3.2.1 Reflective Conditional Sample
Generation

We implement label prompting as a prior for the
sample generator, akin to Label-Aware Prompting.
Additionally, we introduce a novel reflective condi-
tional sample generation module within the training
loop of the TC model. This module dynamically
generates masked sequences for the sample gen-
erator, integrating insights from label annotations
and attention scores derived from the TC model
simultaneously, calculating weights for each token
with Eq.1.

However, generating pseudo samples from vary-
ing degrees of masking will result in various de-
grees of context replacement flexibility, thus im-
pacting the consistency and diversity of pseudo
samples. Essentially, providing a proper amount of
conditional information will lead to plausible sam-
ples. Thus, we perform multiple experiments to
search for the best condition, which will be further
discussed in Section 4.5.

3.2.2 Noise-Resistant Training
The introduction of pseudo samples unavoidably
introduced noise data to the training of the TC
model. To mitigate such a problem, we design a
contrastive learning-based noise-resistant training
method, further improving the scalability of the
proposed DiffusionCLS.

Figure 4 demonstrates the Noise-resistant Train-
ing. Specifically, besides including supervision
signals from labels of original and generated sam-
ples, we also guide the model to enlarge the gap
between samples with different labels.

Consider a dataset comprising m distinct cat-
egories C = {c1, c2, ..., cm}, we can obtain k
samples from the original training set, and the
corresponding subscript list is I = {1, 2, ..., k −

1, k}. Essentially, a batch of sentences S =
{s1, s2, ..., sk−1, sk}, their corresponding label se-
quence L = [l1, l2, ..., lk−1, lk] with li ∈ C, and
negative set for each sample Ni = {j ∈ I|lj ̸= li}.
From this, we derive semantic representations
H = {h1, h2, ..., hk−1, hk} from the TC model.
Furthermore, employing a sample generator yields
B new samples for each original sample si, denoted
as Gi = {gsi0 , gsi1 , ..., gsiB−1, g

si
B}, where gsi0 = si.

Push

Original 
Samples

Generated 
Samples

Push

Push

Push

Push

Figure 4: Noise-resistant contrastive learning. Cross
points are generated samples while round dots denote
original samples. Train-with-noise objective aiming at
enlarging the gap between original samples with differ-
ent labels.

Contrastive Loss. To avoid expanding the im-
pact of noise samples, we calculate contrastive loss
from only the original samples. With the aim to
enlarge the gap between samples from different
categories, the contrastive loss can be calculated
as:

Lc =
1

K
log

∑

i∈I

∑

j∈Ni

exp(
sim(hi, hj)

τ
), (4)

where sim() denotes the consine similarity function
and τ is a hyper-parameter as a scaling term.

Classification Loss. We also allows supervi-
sion signals directly affects the training of the TC
model through the cross entropy loss, which can be
denoted as:

Le = − 1

K(B + 1)

∑

i∈I

B∑

b=0

∑

c∈C
yib,clog(ŷ

i
b,c), (5)

where yib,c is the label indicator, and ŷib,c is the
predicted probability of b-th pseudo sample of the
original sample i being of class c.

Training Objective. From two losses mentioned
above, we formulated the overall training objective
for the TC model, which can be denoted as:

L = Lc + Le. (6)
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4 Experiments

4.1 Datasets and Baselines
To measure the efficiency of the propose Dif-
fusionCLS, we utilize both domain-specific and
domain-general datasets comprising samples in
Chinese, English, Arabic, French, and Span-
ish. Namely, domain-specific SMP2020-EWECT2,
India-COVID-X3, SenWave (Yang et al., 2020),
and domain-general SST-2 (Maas et al., 2011). Ad-
ditionally, to compare with the most cutting-edge
low-resource TC methods, we utilize SST-2 dataset
to evaluate our method in the few-shot setting.
Dataset statistic and descriptions are demonstrated
in Appendix A.

To thoroughly explore and validate the capabili-
ties of DiffusionCLS, we compare our method with
a range of data augmentation techniques, from clas-
sic approaches to the latest advancements for low-
resource TC. Specifically, we take Resample, Back
Translation (Shleifer, 2019), Easy Data Augmenta-
tion (EDA) (Wei and Zou, 2019), SFT GPT-2 refer-
enced to LAMBADA (Anaby-Tavor et al., 2020),
AEDA (Karimi et al., 2021), and GENIUS (Guo
et al., 2022) as our baselines. Also, we compare
our method in the few-shot setting with a couple of
cutting-edge methods, namely, SSMBA (Ng et al.,
2020), ALP (Kim et al., 2022), and SE (Zheng
et al., 2023). More details of our baselines are
demonstrated in Appendix B.

4.2 Experiment Setup
We set up two experimental modes, entire data
mode and partial data mode, to reveal the effective-
ness of our method in different scenarios. Since
severe imbalanced distribution challenges existed,
we take macro-F1 and accuracy as our major evalu-
ation metrics.

Also, we conduct 5-shot and 10-shot experi-
ments on SST-2 to investigate the performance of
DiffusionCLS in extreme low-resource conditions.
For evaluation, we use accuracy as the metric and
report the average results over three random seeds
to minimize the effects of stochasticity.

Additionally, we setup comparisons between
variant augmentation policies, namely, generate
new samples until the dataset distribution is bal-
anced, and generate n pseudo samples for each
sample (n-samples-each), which denoted as B/D
and G/E in Table 2, and n=4 in our experiments.

2https://smp2020ewect.github.io
3https://www.kaggle.com/datasets/surajkum1198/twitterdata

Other related implementation details are described
in Appendix A.

4.3 Results and Analysis
The results of entire-data-setting experiments on
datasets SMP2020-EWECT and India-COVID-X
are mainly demonstrated in Table 2, which we com-
pare DiffusionCLS with other strong DA baselines.
For experiments with partial-data and few-shot set-
tings, results are majorly showed in Figure 5 and
Table 9.

Results under Entire Data Mode. As shown
in Table 2, in general, the proposed DiffusionCLS
outperforms most DA methods on domain-specific
datasets SMP2020-EWECT and India-COVID-X,
especially under G/E policy. Notably, the Diffu-
sionCLS positively impacts the TC model across
all policies and datasets, which most baselines fail.

Our method excels in dealing with the chal-
lenge of uneven datasets. Under severe uneven
distribution and domain-specific scenarios, i.e., the
dataset SMP2020-EWECT, most DA baselines fail
to impact the classification model positively ex-
cept DiffusionCLS, which achieves the best perfor-
mance. Also, our method achieves competitive per-
formance under data-sparse and domain-specific
scenarios, i.e., in the dataset India-COVID-X, most
DA methods bring improvement to the classifica-
tion model, and our DiffusionCLS ranked second.

Rule-based DA methods such as EDA, rather
lack diversity bringing overfit problems or solely
relying on out-domain knowledge therefore break-
ing consistency and impacting the task model neg-
atively. For model-based methods, though most
methods significantly increase the diversity of the
generated samples, they rather generate samples
solely depending on pretraining knowledge and in-
context-learning techniques or generate samples
only conditioned on the label itself, posing a chal-
lenge of maintaining consistency.

Results under Partial Data Mode and Few-
shot Settings. As shown in Figure 5 and Table 9 in
Appendix C, the proposed DiffusionCLS method
consistently improves the classification model. No-
tably, DiffusionCLS matches the PLM baseline
performance on the Arabic SenWave dataset using
only 50% of the data samples.

We also compare DiffusionCLS with the most
cutting-edge few-shot methods on SST-2 dataset
under 5-shot and 10-shot setting, the results are
shown in Table 3. Though our method fails to
surpass all few-shot baselines, it still achieves com-
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Methods Policy
SMP2020-EWECT India-COVID-X

Macro-F Acc ∆F ∆Acc Macro-F Acc ∆F ∆Acc

Raw PLM N/A 65.87% 79.17% - - 70.99% 70.63% - -

+ Resample B/D 64.84% 78.17% -1.03% -1.00% 72.74% 72.57% 1.75% 1.94%
+ BT (2019) B/D 64.03% 77.93% -1.84% -1.24% 72.93% 72.79% 1.94% 2.16%

+ EDA (2019) B/D 65.88% 78.87% 0.01% -0.30% 66.83% 66.41% -4.16% -4.22%
+ AEDA (2021) B/D 66.58% 79.50% 0.71% 0.33% 72.90% 72.89% 1.91% 2.26%

+ GENIUS (2022) B/D 64.27% 78.23% -1.60% -0.94% 72.84% 72.46% 1.85% 1.83%
+ DiffusionCLS (ours) B/D 66.47% 79.43% 0.60% 0.26% 72.80% 72.57% 1.81% 1.94%

+ BT (2019) G/E 65.15% 77.93% -0.72% -1.24% 74.40% 74.30% 3.41% 3.67%
+ EDA (2019) G/E 50.12% 71.87% -15.75% -7.30% 74.15% 73.87% 3.16% 3.24%

+ GPT-2 (2020) G/E 65.06% 77.80% -0.81% -1.37% 69.55% 69.58% -1.44% -1.05%
+ AEDA (2021) G/E 65.81% 78.93% -0.06% -0.24% 75.49% 75.27% 4.50% 4.64%

+ GENIUS (2022) G/E 64.30% 78.07% -1.57% -1.10% 74.28% 74.08% 3.29% 3.45%
+ DiffusionCLS (ours) G/E 67.98% 80.23% 2.11% 1.06% 74.65% 74.41% 3.66% 3.78%

Table 2: Experiment results on SMP2020-EWECT and India-COVID-X datasets, with N/A indicating no augmenta-
tion, B/D for balancing pseudo samples, and G/E for the n-samples-each policy. We adopt bert-base as the English
PLM and wwm-roberta as the Chinese PLM. + denotes the model is trained with the corresponding augmentation
method. ∆Acc and ∆F represent performance variance between training with augmentation and without.

Dataset #Shot

Data Augmentaion Methods

N/A
+EDA†

(2019)
+BT†

(2019)
+SSMBA†

(2020)
+ALP†

(2022)
+SE†

(2023)
+GPT-2
(2020)

+mixup
(2017)

+AWD
(2023a)

+DiffusionCLS

SST-2
5 54.38 56.22 55.77 56.34 63.40 - 52.18 61.81 58.86 65.30

10 61.82 53.96 62.05 59.05 69.72 57.56 54.17 61.55 64.62 68.29

Table 3: Performances of TC models on dataset SST-2 under the few-shot setting. † denotes that results are from
previous research. All of our results are collected from 5 runs with different seeds.
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Figure 5: Performances of SC models on dataset SenWave under the partial data setting. Red lines denote the raw
PLM results and blue lines represent models trained with DiffusionCLS.

petitive performance with those designed for the
few-shot task.

Since DiffusionCLS requires diffusion training
to adapt to domain-specific tasks, extreme sample
insufficiency may introduce noise, negatively im-
pacting the model. However, our method positively
impacts the TC model in most low-resource cases
by effectively utilizing pre-trained and in-domain
knowledge, from severe imbalanced label distribu-
tion to severe sample insufficiency.

4.4 Ablation Study

To validate the effectiveness of modules in the pro-
posed DiffusionCLS, we conduct ablation stud-
ies to study the impacts of each module. Table
4 presents the results of the ablation experiments.
In each row of the experiment results, one of the
modules in DiffusionCLS has been removed for
discussion, except D.A., which removes all mod-
ules related to the generator and only applies noise-
resistance training.
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Overall, all modules in the proposed Diffusion-
CLS works positively to the TC model, compared
with the pure PLM model, the application of Dif-
fusionCLS leads to 2.11% and 3.66% rises in F1
values on dataset SMP2020-EWECT and India-
COVID-X respectively.

The results of ablation studies further validate
that the Label-Aware Prompting effectively im-
proves the quality of pseudo samples. Also, the
Noise-Resistant Training reduces the impact of
noise pseudo samples.

Dataset Methods Macro-F Acc

SMP2020-
EWECT

DiffusionCLS 0.6798 0.8023
-w/o D.A. 0.6637 0.7957

-w/o L.A.P. 0.6671 0.7930
-w/o N.R.T. 0.6695 0.7963

India-
COVID-X

DiffusionCLS 0.7465 0.7441
-w/o D.A. 0.7206 0.7181

-w/o L.A.P. 0.7298 0.7268
-w/o N.R.T. 0.7361 0.7354

Table 4: Experiment results of ablation study, where
-w/o is the abbreviation of without. D.A., L.A.P., and
N.R.T. correspond to data augmentation, label-aware
prompting, and noise-resistant training. D.A. removes
the generator.

4.5 Discussions and Visualizations
Generating pseudo samples from more masked to-
kens provides more flexibility for generation and
tends to result in more diverse samples, however, it
will enlarge the possibility of breaking the consis-
tency since less information is provided.

To analyze the optimal amount of masks for
generating new pseudo samples, we conduct ex-
periments on the India-COVID-X dataset. During
conditional sample generation, we gather masked
sequences from 32 noise-adding steps, group them
into sets of eight, and evaluate how varying mask-
ing levels impact the model’s performance.

As shown in Figure 6, our observations indi-
cate a unimodal trend. The model’s performance
improves with increased masking, peaks at the 4th
group, and then declines with further masking. This
reflects the diversity-consistency trade-off, more
masked tokens create more diverse samples, but
overly diverse samples may be inconsistent with
original labels or domain.

To explore the relationship between generated
pseudo samples and original samples, we con-
duct 2D t-SNE visualization. Figure 7 shows that
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Figure 6: Performances of models with pseudo samples
generated from different groups of masked sequences,
in which step one will result in original sequences and
step 32 will result in generating pseudo samples from
fully masked sequences.

as masking increases, pseudo samples gradually
diverge from the original samples, indicating in-
creased diversity.
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Figure 7: 2D t-SNE visualization on the India-COVID-
X dataset.

5 Conclusion

In this work, we propose DiffusionCLS, a novel ap-
proach tackling SC challenges under low-resource
conditions, especially in domain-specific and un-
even distribution scenarios. Utilizing a diffusion
LM, DiffusionCLS captures in-domain knowledge
to generate high-quality pseudo samples maintain-
ing both diversity and consistency. This method
surpasses various kinds of data augmentation tech-
niques. Our experiments demonstrate that Diffu-
sionCLS significantly enhances SC performance
across various domain-specific and multilingual
datasets. Ablation and visualization studies further
validate our approach, emphasizing the importance
of balancing diversity and consistency in pseudo
samples. DiffusionCLS presents a robust solution
for data augmentation in low-resource NLP applica-
tions, paving a promising path for future research.
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Limitations

Like most model-based data augmentation meth-
ods, the performance of data generators is also
limited in extreme low-resource scenarios. This
limitation persists because the model still necessi-
tates training on the training data, even with the
potential expansion of the dataset through the in-
clusion of unlabeled data, data deficiency impacts
the data generator negatively.
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A Experiment Setup, Implementation,
and Dataset Statistics

A.1 Experiment Setup

The low-resource challenge in TC includes prob-
lems like insufficient annotated samples, domain-
specific adaptation problems, and imbalanced dis-
tribution. To measure the capability of the proposed
DiffusionCLS to mitigate these problems, we con-
duct experiments on three domain-specific datasets
with respect to the problems mentioned above, as
shown in Table 7.

A.2 Implementation

For implementation, we take bert-base-uncased4

and chinese-roberta-wwm5 from the huggingface
platform respectively for English and Chinese
dataset training. Also, hyper-parameters settings of
our work are demonstrated in Table 5 and Table 6.

A.3 Datasets

For our experiments, we utilize multilingual
datasets, both domain-specific and domain-general,
to evaluate the proposed DiffusionCLS. Data statis-
tics and their challenges are demonstrated in Table
7 and Table 8.

• SMP2020-EWECT6. This Chinese dataset
includes 8,606 pandemic-related posts, cate-
gorized into neutral, happy, angry, sad, fear,
and surprise, with highly imbalanced label
distribution.

• India-COVID-X7. This dataset contains
cleaned English tweets from India X platform
on topics such as coronavirus, COVID-19, and
lockdown. The tweets have been labeled into
four sentiment categories with relatively bal-
anced label distribution.

• SenWave(Yang et al., 2020). This dataset in-
cludes about 5,000 English tweets and approx-
imately 3,000 Arabic tweets in the specific
domain of the pandemic and lockdown, which
are annotated with sentiment labels. English-
translated French and Spanish annotated sam-
ples are also included. We extract all single
label samples for experiments.

4https://huggingface.co/google-bert/bert-base-uncased
5https://huggingface.co/hfl/chinese-roberta-wwm-ext
6https://smp2020ewect.github.io
7https://www.kaggle.com/datasets/surajkum1198/twitterdata

• SST-2(Maas et al., 2011). It includes 11,855
movie review sentences parsed by the Stan-
ford parser, with 215,154 unique phrases an-
notated by three human judges.

B Baselines

• Non-Generative Methods

– SSMBA(Ng et al., 2020). Uses a corrup-
tion and reconstruction function to aug-
ment data by filling in masked portions.

– ALP(Kim et al., 2022). Employs Lexi-
calized Probabilistic Context-Free Gram-
mars to generate syntactically diverse
augmented samples.

– SE(Zheng et al., 2023). Utilizes a self-
evolution learning-based mixup tech-
nique to create adaptive pseudo samples
for training.

– AEDA(Karimi et al., 2021). Randomly
insert punctuations into the original sen-
tences to produce new samples.

• Generative Methods

– GPT-2(Anaby-Tavor et al., 2020). Fine-
tunes GPT-2 with prompt-based SFT,
prompting labels to generate pseudo sam-
ples.

– GENIUS(Guo et al., 2022). A con-
ditional text generation model using
sketches as input, which can fill in the
missing context for a given sketch.

• Representation Augmentation Methods

– mixup(Zhang et al., 2017). Mixup is a
representational DA technique that cre-
ates new training samples by linearly in-
terpolating between pairs of examples
and their labels.

– AWD(Chen et al., 2023a). AWD gener-
ates challenging positive examples for
low-resource text classification by di-
luting strong positive word embeddings
with unknown-word embeddings.

C Experiment Results with Partial Data
Mode

The proposed DiffusionCLS method consistently
enhances the classification model, achieving higher
accuracy with only 50% training data than the raw
PLM on dataset SMP2020-EWECT. Detailed re-
sults are shown in Table 9.
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Parameter Value

Epoch of Proxy Model 15
# Diffusion Steps 32

Index of Diffusion Group 4
# Aug. Samples 4
Learning Rate 4e-06
Weight Decay 0.01

Table 5: Settings of hyperparameters, all values are identical across all datasets.

Dataset PLM Name Epoch of DiffusionLM Batch Size

SMP2020-EWECT chinese-roberta-wwm-ext 1 60
India-COVID-X bert-base-uncased 1 40
SenWave-Arabic CAMeL-Lab/bert-base-arabic-camelbert-ca 2 60
SenWave-France dbmdz/bert-base-french-europeana-cased 2 60
SenWave-Spanish dccuchile/bert-base-spanish-wwm-uncased 2 60

SST-2 bert-base-uncased 2 20

Table 6: Settings of hyperparameters across datasets, all PLMs are directly loaded from the Huggingface platform.

Challenge SMP2020-EWECT India-COVID-X SenWave SST-2

Insufficient Samples ✓ ✓ ✓ ×
Domain-Specific ✓ ✓ ✓ ×

Imbalanced Distribution ✓ × × ×
Multilingual × × ✓ ×

Table 7: Low-resource challenges of datasets.

Dataset Language #Train #Test #Label Avg. Length S/D

India-COVID-X English 2164 926 4 25.23 0.0127

SMP2020-EWECT Chinese 8606 3000 6 54.44 0.1634

SenWave

Arabic 2210 553 6 26.07 0.1069
Spanish 4116 1029 6 19.25 0.1284
French 4116 1029 6 18.90 0.1284

SST-2 English 67000 18000 2 10.41 0.0578

Table 8: Data statistics. S/D represents the standard deviation of label distributions.
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Dataset Percentage
DiffusionCLS PLM

∆F ∆AccMacro-F Acc Macro-F Acc

SMP2020-EWECT

0.05 54.93% 74.20% 54.88% 73.87% 0.05% 0.33%
0.20 64.35% 78.23% 63.60% 77.70% 0.75% 0.53%
0.35 64.49% 78.23% 63.65% 78.00% 0.84% 0.23%
0.50 65.09% 78.90% 65.09% 78.03% 0.01% 0.87%
1.00 67.98% 80.23% 66.14% 78.77% 1.85% 1.47%

India-COVID-X

0.05 46.33% 47.73% 44.89% 48.16% 1.45% -0.43%
0.20 63.44% 63.17% 61.60% 61.34% 1.84% 1.84%
0.35 66.04% 65.98% 65.16% 65.12% 0.87% 0.86%
0.50 70.17% 69.98% 69.32% 69.01% 0.84% 0.97%
1.00 74.65% 74.41% 70.99% 70.63% 3.66% 3.78%

Table 9: Experiment results on dataset SMP2020-EWECT and India-COVID-X with partial data mode, with
the percentage column indicating how much data is used in the training process. ∆Acc and ∆F represent the
performance variance between training with a data augmentation method and their corresponding baselines, i.e.,
without data augmentation methods.
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