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Abstract

This study presents a novel corpus of 15,356
Polish web articles, including articles identified
as containing disinformation. Our dataset en-
ables a multifaceted understanding of disinfor-
mation. We present a distinctive multilayered
methodology for annotating disinformation in
texts. What sets our corpus apart is its focus
on uncovering hidden intent and manipulation
in disinformative content. A team of experts
annotated each article with multiple labels indi-
cating both disinformation creators’ intents and
the manipulation techniques employed. Addi-
tionally, we set new baselines for binary dis-
information detection and two multiclass mul-
tilabel classification tasks: manipulation tech-
niques and intention types classification.

1 Introduction

Mitigating the spread of disinformation on the web
has become an important social challenge. Numer-
ous significant events, including the COVID-19
pandemic and the Russo-Ukrainian conflict, high-
light disinformation’s negative impact on individ-
uals and society (Springer and Özdemir, 2022;
Dov Bachmann et al., 2023).

The high-level group of experts (HLEG) set
up by the European Commission defines disin-
formation as “false, inaccurate, or misleading
information designed, presented, and promoted
to intentionally cause public harm or for profit”
(de Cock Buning, 2018). There are two signifi-
cant aspects in this definition: intention types (“the
why”) and misleading manipulations (“the how”).
However, to our knowledge, no study in the liter-
ature examines intention types and manipulation
in disinformation together, possibly due to a lack
of quality annotated data. Therefore, we share
with the research community the Manipulation and
* Corresponding author. Email: contact@amodzelewski.com,
arkadiusz.modzelewski@pja.edu.pl † Work done as a
researcher at Polish-Japanese Academy of Information
Technology.

Intention in Polish corpus of Disinformative web
articles: the MIPD dataset. The MIPD dataset
sheds light on the authors’ intention and manip-
ulation techniques in disinformation. Our high-
quality open corpus, annotated by five professional
fact-checkers and debunkers, will provide a multi-
faceted understanding of disinformation. Initially,
we focus on Polish, the 5th most spoken language
in the European Union (Ginsburgh et al., 2017). We
chose this language because it is the largest of the
V4 countries (Slovak Republic, Czech Republic,
Poland, and Hungary), which have been particu-
larly vulnerable to disinformation in recent years
due to the Russo-Ukrainian conflict (Kuczyńska-
Zonik, 2020; Bryjka, 2022).

Here are the main contributions of this work:
• We introduce the largest dataset1 of online arti-

cles in Polish, annotated with intents, manipula-
tion techniques and whether they are disinforma-
tive. To the best of our knowledge, this is the first
corpus of its kind.

• We formulate two multiclass, multilabel tasks: a
novel task for classifying intention types and a
task for classifying manipulation techniques in
Polish disinformative online articles. Addition-
ally, we formulate a binary classification task for
disinformation detection.

• We present experimental results using our dataset
for three problems: disinformation detection, ma-
nipulation techniques, and intention types clas-
sification. We publish our models on Hugging-
Face1 for full reproducibility.

2 Annotation Methodology and
Guidelines

In order to ensure high-quality annotations, our an-
notation guidelines and methodology were created

1 Our MIPD dataset, along with links to fine-tuned models,
the software used for our experiments, and the annotation
guidelines and methodology used for dataset creation, is avail-
able at https://github.com/ArkadiusDS/MIPD.
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by fact-checking and debunking experts. We em-
ployed five Polish native-speaker experts with at
least three years of fact-checking and debunking
experience (on a one-year competitive salary). All
debunking experts working on the project were pre-
viously employed in debunking organizations with
the accreditation of the International Fact-Checking
Network2. The same experts used the methodology
to annotate the articles in MIPD. The methodol-
ogy described here is also an educational tool for
students who wish to learn how to detect disinfor-
mation.

The methodology is divided into five main steps:
1. Determining the article’s thematic category.
2. Evaluating the credibility of the article’s source

and author (if known).
3. Determining the article’s main class: credible,

disinformation, misinformation or hard-to-say.
4. For disinformation, evaluating of manipulation.
5. For disinformation, evaluating of intention types

and narratives.
Experts could return to previous steps and typically
re-evaluate the main class after a detailed investiga-
tion of an article suspected to contain disinforma-
tion.

2.1 Annotation Scheme
In this section, we present a summary of the five dif-
ferent aspects considered in our annotation method-
ology.

2.1.1 Thematic Category
Given a web article, we start with an initial con-
tent analysis and determine the topic. Categoriz-
ing web articles into thematic domains enables
future research on distinct features and patterns
within different disinformation topics. Our as-
sessment allows us to classify the articles into
one of 10 detailed thematic categories. We base
our taxonomy of thematic categories on a prior
analysis of the work of fact-checking and de-
bunking organizations, such as Snopes3, “Coun-
teracting Disinformation” Foundation4, Dema-
gog5 Association, and Debunk EU6. We consider
the following categories (if created, acronym in
parentheses): COVID-19 (COVID), Migrations
(MIG), LGBT+, Climate Crisis (CLIM), 5G, War
in Ukraine (WUKR), Pseudomedicine (PSMED),
2 The International Fact-Checking Network gives accred-
itation to debunking organizations that sign its code of
principles. See https://www.poynter.org/ifcn/ 3 Snopes
4 Counteracting Disinformation 5 Demagog 6 Debunk
EU

Women’s rights (WOMR), Paranormal Activities
(PA), News or Other (NEWS). The topics in our
dataset significantly overlap with the most signifi-
cant disinformation topics published in the recent
EU DisinfoLab report (Sessa, 2023).

2.1.2 Evaluation of Source Credibility
For each article, the experts evaluate the credibility
of the article’s source (publishing portal or organi-
zation) and author (if known). Source and author
credibility did not determine the overall evaluation
of the article, but the experts maintain a list of
sources with their credibility evaluation. The ex-
perts used this list to search for the next articles for
evaluation. Sources were evaluated in three classes:
reliable, unreliable or mixed. Articles from unreli-
able sources could be evaluated as credible, while
articles from other sources could be evaluated as
disinformation.

2.1.3 Main Credibility Evaluation
Given a web article, annotators identify from its
content whether it contains disinformation, mis-
information, or credible information. Annotators
could also use a fourth category - hard-to-say.

In our annotation methodology, we adopt a dis-
information definition provided by the European
Commission’s HLEG group (see Section 1). Disin-
formation is intentionally misleading or false. Un-
like disinformation, misinformation is misleading
information shared by people who do not recognize
it as such (de Cock Buning, 2018).

We exclude articles with misinformation and
hard-to-say labels from the primary published
dataset. In this study, we wanted to focus on a
binary classification: disinformation versus credi-
ble articles.

2.1.4 Manipulation Technique
Debunking experts identify the usage of manipula-
tion techniques in disinformative articles. The an-
notation of manipulation techniques is a multiclass
multilabel problem. The following presents our
taxonomy and short descriptions of manipulation
techniques adopted in our annotation methodology
(acronym in parentheses).
Cherry Picking (CHP) Presenting information uti-
lizing only data that supports a given hypothesis
or argument, while ignoring the broader context
(Morse, 2010).
Quote Mining (QM) Using a short fragment of
someone’s longer speech in a way that significantly
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distorts its original tone (McGlone, 2005).
Anecdote (AN). The use of evidence in the form
of personal experience or an isolated case, possibly
rumor or hearsay, most often to discredit statistics
(Cubitt, 2013).
Whataboutism (WH). Responding to a substan-
tive argument not by addressing the heart of the
matter, but by raising a new point that is unrelated
to the topic at hand. (Little and Rogers, 2017).
Strawman (ST). It involves distorting someone
else’s argument in a way that makes it easier to
refute it. It is often done by attributing a stance to
opponents, who do not share it. (Talisse and Aikin,
2006).
Leading Questions (LQ). Flooding the recipient
with a series of consecutive suggestive questions
or putting them together leads the recipient to a
predetermined thesis (Loftus, 1975).
Appeal to Emotion (AE). The use of words and
phrases that are to arouse in the recipient extreme
emotion and attitude to the presented matter (Brin-
ton, 1988).
False Cause (FC). The individual employing this
technique assumes a cause-and-effect relationship
solely based on the observed correlation (Castag-
noli, 2016).
Exaggeration (EG). The author overstates a phe-
nomenon, making it appear larger, better, or worse,
or oversimplifies a phenomenon making it seem
less significant or smaller than it truly is (Kreider,
2022; Da San Martino et al., 2019).
Reference Error (RE). In this technique, the au-
thor refers to fake experts, propaganda statements
made by politicians, anonymous entries published
on social media, or false quotes from famous peo-
ple to authenticate the presented thesis (Diethelm
and McKee, 2009). It may present false choices
and false analogies.
Misleading Clickbait (MC). A technique involves
giving a title to the text that misrepresents or contra-
dicts the content discussed within the article. Title
created with a purpose to attract attention (Chen
et al., 2015).

Manipulation and persuasion techniques have a
lot in common. Detection of the latter has already
been examined in previous studies, such as in work
done by Da San Martino et al. (2019). Manipu-
lation can be seen as distinct from persuasion in
that it is concerned not with changing individuals’
beliefs but with inducing them into choices that the
manipulator desires (Paine, 1989). Therefore, we
can assume that a manipulation technique is always

used with malicious intent, which is also explored
in our methodology and the MIPD dataset. On
the other hand, persuasion techniques can be used
without malicious intent (for example, persuading
individuals to stop smoking or make other better
health choices).

Our list of manipulation techniques includes
techniques not considered in previous studies, e.g.,
in Da San Martino et al. (2019), such as Cherry-
Picking and Quote Mining.

2.1.5 Intention Type
Debunking experts explore the intention types and
narratives of creators of disinformative articles.
Classifying the creator’s intention in disinformative
articles allows us to understand their characteris-
tics and detect patterns in disinformation content.
In our methodology, each intention corresponds to
several narratives. An intention is a generalization
of a narrative that we can define as a repeating pat-
tern found in several disinformative articles (Sessa,
2023). Intention encapsulates the broader goal of
the author, which guides specific narratives used to
achieve that goal.

Figure 1 provides a breakdown of our taxonomy
and brief explanations of the intention types. The
annotation of intention is a multiclass multilabel
problem.

2.2 Annotation Process

We can break down our annotation process into
four stages:
1. Methodology creation stage - professional an-

notators and researchers collaborated to develop
a methodology for annotating articles.

2. Initial annotation stage - the most experienced
specialist and the leader of the annotators’ group
trained other less experienced participants. In
this initial step, the annotators tested the method-
ologies on a small sample of articles.

3. Article annotation stage - each text was anno-
tated independently by at least two annotators.
We included articles in our dataset if the anno-
tations from experts were the same. If not, the
article passed to the fourth annotation stage.

4. Annotation consensus - if the evaluations of
at least two experts did not match, the annota-
tors met and discussed their evaluations, seeking
consensus. The lack of consensus resulted in
adding a hard-to-say label to an article. Arti-
cle with hard-to-say label was excluded from
our dataset. The discussion and development of
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Statistic PA CLIM COVID 5G LGBT+ MIG NEWS PSMED WUKR WOMR All
AV Gw 724 736 804 756 633 716 662 978 782 708 767
AV Gch 5,062 5,280 5,764 5,471 4,552 5,091 4,672 7,085 5,517 5,046 5,485
#DOC 1,046 1,011 6,049 1,048 1,036 1,030 1,033 1,013 1,026 1,064 15,356

Table 1: Data statistics per thematic category: average article length in number of words (AVGw), average article
length in number of characters (AVGch), number of articles (#DOC). Acronyms in columns provide information
about topic (see subsection 2.1.1)

consensus have always occurred during face-to-
face meetings.

Additionally, our annotators divided the labeling
phases into subject areas. They labeled articles
topic by topic. Each time, they underwent addi-
tional training provided by the most experienced
person in a specific thematic area before the an-
notation process. The training ensured in-depth
understanding and accurate identification of disin-
formation.

2.3 Impartiality and Bias Prevention

To avoid bias in the dataset, our methodology re-
quires each article to be annotated independently by
two experts. Due to the complexity and time cost
of the evaluation (the evaluation of a disinforma-
tive article took 30 minutes on average), we could
only assure two evaluations per article. Instead,
in case of disparity in an article’s annotations, the
two evaluating experts attempted to reach a con-
sensus. We removed all articles that did not reach
consensus from our dataset. All article annota-
tions in the dataset are the result of a consensus be-
tween two expert annotators. During the consensus
building, annotators discussed their interpretation
of the methodology. Therefore, double verification
helped to avoid biases and human errors while also
serving as a standardization of the methodology’s
application.

3 MIPD Corpus

MIPD is a novel dataset that includes 15,356 web
articles in Polish. In addition to the article con-
tent, the data we publish contains four annotations:
(i) whether an article is disinformative or credible;
(ii) the intention types; (iii) the manipulation tech-
niques used in the article; (iv) the thematic category
of the article. Additionally, we publish the sources
from which we derived our articles.

3.1 Data Sources

We selected articles from more than 400 sources,
each being freely available and not requiring any

subscription. Our articles partially come from gen-
eral and common news sources operating within
the public sector, i.e., official sources managed by
the government and its institutions. We also in-
corporate articles from alternative and independent
opinion-oriented media, websites, and blogs shar-
ing scientific insights. Additionally, we collected
articles from websites containing conspiracy theo-
ries and Russian propaganda. The list of sources is
not exhaustive. We aimed to collect the least biased
dataset possible. Therefore, we focused on includ-
ing the broadest spectrum of views and beliefs. We
publish our dataset and the sources from which we
obtained the articles.

3.2 Data Quality

We evaluate inter-rater reliability using a consensus
measure. Consensus estimates of inter-rater reli-
ability assume that annotators can agree on their
evaluations. It is most suited for nominal evalua-
tions where different scale levels represent qualita-
tively different ideas (Stemler, 2019). In our case,
the main annotation class includes categories: cred-
ible, disinformation, misinformation, and hard-to-
say. The difference between credible information
and disinformation is complex to describe. This
complexity is evident in the subsequent steps of
the methodology, which aim to illustrate different
aspects of disinformation. Similarly, evaluating ma-
nipulation techniques and intention types requires
using qualitatively different concepts for each rat-
ing level.

In total, 15,510 articles in our dataset had two
independent annotations. After the double inde-
pendent annotations, experts attempted to estab-
lish consensus. Our experts did not reach a con-
sensus in 49 cases (we removed these 49 articles
from the dataset). The percentage of articles that
reached consensus is 99.69%. However, during
the consensus-building process, annotators could
agree that the annotation should be hard-to-say.
Experts placed 105 articles in that category. We
have removed these articles from the dataset, con-
sidering them as articles that did not reach a con-
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Negating Scientific Facts [NSF]: Authors deny established
scientific facts, such as challenging the existence and severity of
COVID-19, promoting alternative treatments, questioning the safety
of 5G, and denying the reality of climate change and human impact
on the environment. The objective is to create skepticism and erode
public trust in scientific consensus.

Undermining the Credibility of Public Institutions [UCPI]:
Authors try to erode trust in public institutions by engaging in ac-
tivities, i.e., discrediting pandemic control measures, reproaching
human rights violations, negating defense capabilities, and undermin-
ing strategies addressing migration and climate crises. These actions
weaken the trust and confidence in the reliability and authority of
government bodies and public organizations.

Challenging an International Organization [CIO]: In-
volves a deliberate effort to erode confidence in international organiza-
tions like the EU, WHO, UN, and NATO by disseminating content that
blames them for regional conflicts, accuses them of aggression against
specific countries, undermines defense capabilities, and discredits
international climate agreements.

Promoting Social Stereotypes/Antagonisms [PSSA]: Au-
thors promote social stereotypes and antagonisms through tactics
such as enhancing homophobia, transphobia, xenophobia (linked to
economic, security, and health aspects), religious conflicts, and anti-
semitism.

Weakening International Alliances [WIA]: Authors dissem-
inate false or misleading information to undermine the strength and
unity of partnerships between countries. The goal is to create doubt
among allied nations, undermining the trust and cooperation necessary
for their mutual security and strategic interests.

Changing Electoral Beliefs [CEB]: Authors influence public
opinion, especially during elections. Authors with this intention
capitalize on exploiting public sentiments surrounding sensitive issues
such as LGBT rights and migrations to sway voters, polarize opinions,
and potentially impact political decisions during elections.

Undermining International Position of a Country [UIPC]:
Authors spread claims aimed at deteriorating a nation’s global standing
by accusing it of meddling in the political processes of other countries.
Authors may erode trust and confidence in the state’s governance and
humanitarian standards. It seeks to damage the state’s reputation on
the international stage through unfounded allegations.

Causing Panic [CP]: Authors spread false information to incite
fear and unrest among the public. This strategy exploits readers’
emotions to destabilize societal trust and order.

Raising Morale of a Conflict’s Side [RMCS]: Authors in-
tend to boost the spirit and confidence of a particular group involved
in a conflict. It aims to positively influence supporter perceptions and
commitment towards their side’s objectives and actions.

Figure 1: Malicious intention types with a brief descrip-
tion. We give an acronym for each intention in brackets.

sensus. Therefore, the final percentage of articles
that reached consensus as credible, disinformation,
or misinformation is 99%.

3.3 Statistics on the Corpus

In Table 1, we present some statistics per different
thematic categories, such as the number of articles,
average number of words, and average number of
characters in the article. Figure 2 shows the per-
centages of articles with credible information and
disinformation per thematic category. We publish
10,359 credible articles and 4,997 articles with dis-
information (details about the number of articles
with specific intention type and manipulation in
Appendix B).

Figure 2: Percentage of disinformative (DIS) and cred-
ible (CI) articles per thematic category.

Figure 3: Percentage of different manipulation tech-
niques per thematic category among articles with ma-
nipulation.

We present in Figure 3 and Figure 4 the percent-
ages of articles with specific manipulation tech-
niques and intention types per thematic category.
These Figures show that neither manipulations nor
intents are specific to the topic of the articles. One
may consider the RMCS (Raising Morale of a Con-
flict’s Side) intention type specific to the WUKR
(War in Ukraine) topic. Nevertheless, the RMCS
could likely be applicable when analyzing articles
about other conflicts. In addition, we observe that
a single manipulation technique can be used in ar-
ticles with different intention types. Furthermore,
an article designed with a particular intention may
contain various manipulation techniques.

4 Experiments

Our experiments aim to test the data quality further
and provide a baseline upon which future works
can build.

4.1 Models and GPU

We fine-tuned two pre-trained Polish BERT-based
Language Models: HerBERT (Mroczkowski et al.,
2021), and Polish RoBERTa (Dadas et al., 2020).
We chose these two models because they are the
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Figure 4: Percentage of different intention types per
thematic categories among articles with malicious inten-
tion

ones that perform best on the KLEJ7 Benchmark.
KLEJ Benchmark is a comprehensive benchmark
for Polish Language Understanding (Rybak et al.,
2020). We used the HerBERT-base (HerBERT-B)
and Polish-RoBERTa-v2-base (PL-RoBERTa-B)
versions as well as the larger models: HerBERT-
large (HerBERT-L) and Polish-RoBERTa-v2-large
(PL-RoBERTa-L) versions. Appendix C presents
more details about fine-tuned models.

For our computations to find the optimal hyper-
parameters and final fine-tuning of the models, we
used the NVIDIA L40 GPU.

4.2 Experimental Setup
We began our experiments by dividing the data into
train and validation in the proportions of 70%/30%.
From the validation set, we randomly selected
about 30% of the data as a test dataset. At the
end of data preparation, we got datasets segmented
into train/validation/test sets comprising 10,749
articles for training, 3,086 for validation, and an
additional 1,521 for testing purposes. Next, we
utilized our data and models to identify the optimal
hyperparameters for training the model for disin-
formation binary classification and two multilabel
multiclass tasks: manipulation and intention type
classification. We accomplished this by performing
a hyperparameter search for various learning rate
values (ranging from 1e-6 to 1e-4) and weight de-
cay (ranging from 0.005 to 0.2). Additionally, we
implemented a linear warmup for the first 6% of
the training steps. Appendix D shows the optimal
7 KLEJ Benchmark leaderboard accessed on 15th April 2024
https://klejbenchmark.com/leaderboard/

Model Acc. Fw F 1

HerBERT-B 0.94 0.94 0.91
±0.004 ±0.004 ±0.007

HerBERT-L 0.95 0.95 0.93
±0.003 ±0.003 ±0.004

PL-RoBERTa-B 0.94 0.94 0.91
±0.005 ±0.005 ±0.008

PL-RoBERTa-L 0.96 0.96 0.93
±0.001 ±0.001 ±0.002

Table 2: Results for disinformation detection task. Table
shows accuracy (Acc.), weighted F 1 score (Fw), and
F 1 score on test data for pre-trained Polish BERT-based
models. The results show the average metrics and their
standard deviations, calculated from five different seeds.

hyperparameters we identified. Finally, we used
trained models with optimal hyperparameters to
predict the classes of the provided test dataset.

4.3 Results

We computed results on test data that was unavail-
able during the fine-tuning process. The final result
is an average of metric scores produced by models
trained with five seeds. Tables 2, 3, and 4 show the
final results with their corresponding standard devi-
ations. For each classification task, we conducted
paired t-tests to assess the statistical significance of
the differences in weighted F 1 scores (Fw) across
the various models. Detailed results from our sta-
tistical analysis are available in the Appendix E.

Disinformation Table 2 presents the results of
four fine-tuned Polish BERT-based models on a
disinformation detection task. This task was a bi-
nary classification to distinguish between disinfor-
mative and credible articles. Since the dataset is
imbalanced, we adopted a weighted F 1 score as
the primary evaluation metric. Notably, all models
demonstrate high effectiveness. Evaluation metrics
indicate minor variations across models. However,
our analysis shows that the weighted F 1 scores are
statistically different for all comparisons, except
between PL-RoBERTa-B and HerBERT-B (see Ap-
pendix E). As for other evaluation metrics, the
PL-RoBERTa-L model stands out with the high-
est weighted F 1 score.

Manipulation Technique Table 3 provides the
performance of fine-tuned selected models, detail-
ing results across individual manipulation tech-
niques. Moreover, we show the models’ over-
all effectiveness in the task using a weighted F 1
score. The HerBERT-L model and PL-RoBERTa-L
performed best in this multilabel multiclass task.
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Model F 1 score for each manipulation technique class Fw score
CHP QM AN WH ST LQ AE FC EG RE MC

HerBERT-B 0.45 0.00 0.14 0.19 0.27 0.02 0.40 0.31 0.64 0.43 0.00 0.42
±0.01 ±0.00 ±0.05 ±0.03 ±0.03 ±0.05 ±0.02 ±0.01 ±0.01 ±0.01 ±0.00 ±0.006

HerBERT-L 0.48 0.00 0.36 0.30 0.30 0.00 0.44 0.37 0.66 0.50 0.08 0.47
±0.01 ±0.00 ±0.04 ±0.03 ±0.02 ±0.00 ±0.01 ±0.03 ±0.01 ±0.00 ±0.01 ±0.008

PL-RoBERTa-B 0.44 0.00 0.08 0.20 0.25 0.00 0.38 0.33 0.64 0.38 0.00 0.41
±0.02 ±0.00 ±0.08 ±0.03 ±0.03 ±0.00 ±0.01 ±0.02 ±0.01 ±0.01 ±0.00 ±0.011

PL-RoBERTa-L 0.46 0.00 0.39 0.26 0.28 0.00 0.45 0.38 0.67 0.48 0.15 0.47
±0.01 ±0.00 ±0.02 ±0.05 ±0.02 ±0.00 ±0.00 ±0.02 ±0.01 ±0.02 ±0.06 ± 0.003

Table 3: Results for manipulation techniques classification. Table shows F 1 scores for pre-trained Polish BERT-
based models in each manipulation type. Moreover, we present a weighted F 1 score (Fw) for the overall task. The
results show the average metrics and their standard deviations, calculated from five different seeds. All evaluation
metrics were computed for test data.

Statistical tests showed no statistically significant
difference between these two larger models. We
got similar results comparing smaller versions
of these models (see Appendix E for details).
PL-RoBERTa-L achieved the highest F 1 score for
five manipulation techniques. Importantly, Quote
Mining, Leading Questions, and Misleading Click-
bait were particularly challenging. Specifically,
none of the models could detect the Quote Mining
technique. The decreased performance observed in
classifying these three techniques is likely due to
their relatively rare occurrence in our dataset.

Intention Type In the task of intention classi-
fication, PL-RoBERTa-L exhibits the best results,
reaching a weighted F 1 score of 0.71. In the multil-
abel multiclass intention classification task, similar
to the disinformation binary classification, statisti-
cal tests show a significant difference in all compar-
isons except for one between the smaller model ver-
sions (see Appendix E). A closer examination of
the performance across distinct intention categories
presented in Table 4 reveals that PL-RoBERTa-L
outperforms other models in 8 out of 9 categories
of intention types.

5 GPT and Disinformation Classification

In addition, we decided to explore the efficacy of
generative models in disinformation classification.
Specifically, we experimented with two OpenAI
generative models that are accessible via their APIs:
GPT-3.5 and GPT-48. Our objective was to assess
the ability of these models to classify articles as
containing disinformation using a zero-shot clas-
sification approach. We employed two zero-shot
8 Details on the models used: We utilized a snapshot of
GPT-4 from June 13th, 2023, named gpt-4-0613, and
gpt-3.5-turbo-instruct, which has capabilities similar to
GPT-3 era models. The last access to these models was on
28th May 2024.

strategies for each model: one without defining
disinformation and the other including the defi-
nition. The definition we utilized was proposed
by the High-Level Expert Group (HLEG) estab-
lished by the European Commission (see Section
1). Although our findings are preliminary and war-
rant further in-depth analysis, we present them to
demonstrate the potential of generative models in
classifying disinformation.

First, we randomly drew a sample of 10% of
the articles from our entire dataset. Then, we used
a prompt to classify articles with generative mod-
els (our prompts are available in Appendix F). We
repeated these steps for two approaches: (i) zero-
shot classification with a disinformation definition
included in the prompt; (ii) and zero-shot classifi-
cation without a definition. Finally, we calculated
various evaluation metrics. Table 5 presents the
result of these calculations.

Our investigation reveals that Polish BERT-
based models fine-tuned on the MIPD dataset sig-
nificantly outperform chosen generative models:
GPT-4 and GPT-3.5. The GPT models, when ap-
plied in a zero-shot approach without a definition
of disinformation, achieved weighted F 1 scores
of 0.84 for GPT-4 and 0.61 for GPT-3.5, respec-
tively. In the zero-shot approach with the given
definition of disinformation, both the GPT-4 and
GPT-3.5 models improved their results. Never-
theless, these results are inferior to any Polish
BERT-based models. Our findings highlight the
effectiveness of HerBERT and Polish RoBERTa
in handling Polish disinformation, likely due to
their specialized training and fine-tuning utiliz-
ing Polish datasets. In contrast, the results of
GPT models suggest that generative models may
require domain-specific fine-tuning to reach the
performance of language-specific BERT variants
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Model F 1 score for each intention class Fw score
UCPI CEB UIPC CIO WIA PSSA NSF CP RMCS

HerBERT-B 0.56 0.19 0.31 0.52 0.46 0.69 0.81 0.22 0.42 0.65
±0.01 ±0.03 ±0.07 ±0.03 ±0.03 ±0.01 ±0.01 ±0.12 ±0.04 ±0.006

HerBERT-L 0.62 0.27 0.38 0.60 0.46 0.71 0.84 0.24 0.51 0.69
±0.01 ±0.05 ±0.04 ±0.01 ±0.03 ±0.01 ±0.01 ±0.08 ±0.05 ±0.006

PL-RoBERTa-B 0.56 0.17 0.38 0.55 0.48 0.67 0.81 0.25 0.46 0.65
±0.02 ±0.01 ±0.04 ±0.02 ±0.02 ±0.00 ±0.01 ±0.06 ±0.04 ±0.009

PL-RoBERTa-L 0.62 0.30 0.37 0.63 0.49 0.74 0.86 0.27 0.56 0.71
±0.01 ±0.02 ±0.05 ±0.01 ±0.01 ±0.01 ±0.00 ±0.07 ±0.04 ±0.005

Table 4: Results for malicious intention type classification. Table shows F 1 scores for pre-trained Polish BERT-
based models in each intention type. Moreover, we present a weighted F 1 score (Fw) for the overall task. The
results show the average metrics and their standard deviations, calculated from five different seeds. All evaluation
metrics were computed for test data.

Model Prompt Type Acc. Fw F 1

GPT-4 Without Definition 0.85 0.84 0.73
With Definition 0.86 0.86 0.77

GPT-3.5 Without Definition 0.60 0.61 0.51
With Definition 0.70 0.70 0.56

Table 5: Results of the disinformation detection task
for GPT-4 and GPT-3.5, showing accuracy (Acc.), F 1
score, and weighted F 1 score (Fw). The results present
Zero-Shot Classification with and without a definition
of disinformation.

in the disinformation classification task.

6 Related Work

Below we discuss previous work related to each of
the three classification tasks we present.

6.1 Disinformation Detection

In recent years, we have observed a rapid increase
in research aiming to understand and detect fake
news. However, it must be stressed that fake news
and disinformation are not equivalent and should
not be used as synonyms. Fake news can be defined
as “fabricated information that mimics news media
content in form but not in organizational process
or intent” (Lazer et al., 2018). The term fake news
is insufficient to capture the complex problem of
disinformation. Nonetheless, fake news is a type of
disinformation, leading to overlap in research be-
tween the two areas (Broda and Strömbäck, 2024).

Several recent surveys (Capuano et al., 2023;
Rastogi and Bansal, 2023; Kondamudi et al., 2023;
Aïmeur et al., 2023) summarize a significant body
of research on disinformation and fake news detec-
tion methods, utilizing various models and feature
sets, adopting different definitions and focusing on
diverse aspects of fake news. However, most of
the described methods focus only on binary clas-
sification (real vs. fake, disinformation vs. reli-

able information, etc.). Some notable works lever-
aging BERT-based models for such classification
are demonstrated in studies conducted by Kaliyar
et al. (2021), Heidari et al. (2021), and (Kula et al.,
2021a,b).

According to Capuano et al. (2023), most human-
labeled datasets contain political news in English,
e.g. political data provided by Wang (2017). Due to
the global impact of the COVID-19 pandemic and
the accompanying spread of disinformation, several
datasets have been published that focus specifically
on COVID-19 and vaccines (Patwa et al., 2021).
Other examples of medical information datasets
labeled by experts include Nabożny et al. (2023).

Our work is different from the existing ones in
various aspects: (i) we propose disinformation de-
tection in Polish, which is a less explored language;
(ii) we create a novel and largest Polish disinforma-
tion corpus of 15,356 web articles; (iii) our dataset
includes articles of 10 different thematic categories;
(iv) and our multifaceted annotation scheme enable
enhanced understanding of disinformation by un-
covering used manipulation and authors’ intention
types.

6.2 Manipulation Techniques Detection

Although manipulation and persuasion have dis-
tinct characteristics (see Section 2.1.4), they also
share significant commonalities. In addition, there
is an overlap between persuasion and propaganda
(Piskorski et al., 2023; Da San Martino et al.,
2020b). Jin et al. (2022) introduced LOGIC, a
dataset consisting of 13 classes of fallacious ar-
guments of general domain drawn from several
online educational sources, designed to teach and
assess students’ knowledge about logical fallacies.
LOGIC does not have examples without fallacies.
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Habernal et al. (2017) created Argotario, a game
for learning argumentation fallacies. Furthermore,
they collected a dataset of five fallacies (plus non-
fallacious sentences) and reported classification ex-
periments based on neural networks and feature-
based models (Habernal et al., 2018).

Alhindi et al. (2022) proposed the CLIMATE
dataset, which contains 679 text segments derived
from 92 articles about climate change. Fallacious
arguments were identified by domain experts. It
comprises 10 categories, including a No Fallacy
class (Musi et al., 2022).

Finally, Da San Martino et al. (2019, 2020a)
introduced a more fine-grained analysis by creat-
ing a corpus of news articles annotated with 18
persuasion techniques. Piskorski et al. (2023) fur-
ther extended work done by Da San Martino et al.
(2019) and presented 23 persuasion techniques in
a multilingual dataset and categorized them into 6
coarse-grained types of techniques.

In our work, we propose a different annotation
scheme including techniques not considered in pre-
vious studies such us Cherry-Picking. Additionally,
we focus on manipulation techniques used in Polish
texts. Finally, we are the first to explore manipula-
tion and intents and their usage in disinformation
together.

6.3 Intention Types Detection
Web articles containing disinformation can take
the form of both news and non-news content, with
the malicious intent to mislead the public (Zhou
and Zafarani, 2020). The intention behind creating
news has been recognized as a crucial aspect of
news understanding (Sharma et al., 2019; Rashkin
et al., 2017). As a result, Wang et al. (2023) pro-
posed a formal definition and a systematic analyti-
cal framework of news creation intent.

The first assessment of intentional vs. uninten-
tional dissemination of fake news presents work
done by Zhou et al. (2022). The author proposed
an influence graph, which was utilized to assess the
intent of fake news spreaders. Guo et al. (2023) fur-
ther evaluates a spreading intent type of fake news
by categorizing intent into five classes. However,
the mentioned research focuses on intent in news
and fake news articles.

Despite the increasing amount of research ded-
icated to disinformation (Zannettou et al., 2019;
Nakov and Da San Martino, 2021; Xu et al., 2021;
Yuan et al., 2023; Lucas et al., 2023), there remains
a lack of focus on understanding the intent behind

the creation of disinformation. To the best of our
knowledge, our work is the first to examine dis-
information in terms of the hidden intentions of
its creators. We are the first to introduce a mul-
tilabel multiclass classification of intention types
in disinformation proposed by debunking and fact-
checking experts.

7 Conclusion and Future Work

Our study introduces a novel multifaceted Polish
MIPD dataset, enabling a comprehensive approach
to understand disinformation. The MIPD dataset
includes a rich set of annotations, such as article
topics and disinformation vs. credible information
annotation. Beyond the binary annotation of dis-
information, we explore manipulation techniques
and malicious intention types utilized by creators
of disinformation. In order to ensure high-quality
annotations, our annotation guidelines and method-
ology were created by fact-checking and debunking
experts. Moreover, our dataset was annotated by
experts with at least three years of experience in de-
bunking organizations with the accreditation of the
International Fact-Checking Network. We publish
our annotation guidelines and methodology, which
are not language-specific and may be used in any
other language.

Utilizing our dataset, we established new base-
lines for disinformation classification and two mul-
tilabel multiclass tasks: manipulation techniques
and intention types classification. In our experi-
ments, we used four different Polish BERT-based
models. Additionally, for disinformation classi-
fication, we also present a preliminary analysis
utilizing two LLMs, namely GPT-4 and GPT-3.5.
Our analysis reveals that Polish BERT-based mod-
els fine-tuned on the MIPD dataset significantly
outperform chosen generative models.

Annotating articles by experts is costly and time-
consuming. Employing a comprehensive annota-
tion methodology makes this process even more
expensive. Accordingly, we plan to focus our fu-
ture efforts on developing cost-effective methods
using a semi-weakly supervised approach to de-
tect misleading content. These methods could be
invaluable for professional fact-checkers and de-
bunkers and reduce manual efforts. Moreover, we
plan to collect and annotate a dataset containing
more languages and cultural contexts.
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8 Limitations

Dataset Our annotation methodology assumed
that the articles could fall into one from ten differ-
ent subject categories presented in Section 2. When
an article did not belong to any of the categories
it was possible to select 11th option: "Not related
to the topic" (articles with this category were ex-
cluded from further exploration and our dataset).
Nevertheless, despite covering many topics, we
cannot conclude that the data is representative and
covers all possible thematic categories. Moreover,
it is important to highlight that we created dataset
only for Polish. We are actively working on resolv-
ing this issue by annotating English articles. In the
future, we will publish full dataset with all articles
in a more comprehensive publication.

Models We conducted our experiments using
small transformer encoder architectures. Addition-
ally, we examined how larger generative models
perform in the context of disinformation classifica-
tion. However, we have not conducted experiments
on how LLMs handle intentions and manipulative
techniques. Furthermore, our results on detecting
disinformation using LLMs are based solely on a
zero-shot approach. We leave these experiments
and the exploration of alternative architectures for
future studies.

Biases Human articles annotation can be prone to
subjectivity. To remedy this, our articles were anno-
tated by experienced debunkers and fact-checkers
specializing in various fields. In addition, we cre-
ated a comprehensive annotation methodology doc-
ument that was at the same time flexible and could
change to accommodate emerging issues (e.g. the
presence of a new topic of articles extensively avail-
able online). Each article was annotated by two
experts who needed to reach consensus.

9 Ethics

Dataset All the data gathered by our experts is
from the public domain and is not copyrighted.
Our data, does not contain information that could
uniquely identify individuals. We utilized this data
for research purpose only and it will be available
on the CC BY-NC-ND 4.0 licence. Moreover, our
data collection protocol was approved by an ethics
review board.

Models We are researching disinformation de-
tection, manipulation techniques, and intentions

classification solely for the benefit of society. Our
models and data can be helpful for fact-checkers
and debunkers. Despite our good intentions, un-
fortunately, our models could also be used by dis-
information creators and other malicious actors.
However, since the models that we fine-tuned and
publish are not generative, they can only be used
to test disinformation authored by someone else.

Annotation We did not use crowdsourcing at any
stage of data collection and annotation. Our ex-
perts involved in data annotation were employed
by university and paid a fair salary as part of their
professional duties. Expert’s annotations were not
influenced by any political or business decisions.
Moreover, they worked in a self-governed team.

Computational resources Employing extensive
language models frequently demands significant
computational resources. This could have an im-
pact on climate changes (Strubell et al., 2019).
However, our models required little computing
power, because we did not train the model from
scratch, but performed fine-tuning. Moreover, the
computer equipment used for this research was
purchased by the university for research and educa-
tional purposes solely.
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A Manipulation Techniques Examples

While our dataset is in Polish and the annotators
are native Polish speakers, we have developed our
annotation guidelines and methodology in English.
This approach facilitates the application of our
methodology to various languages. Consequently,
our annotation guidelines feature explanations of
manipulation techniques and examples in English.
Below, we provide some of these examples, along
with their explanations.

Cherry Picking Presenting information using
only data that supports a given thesis while ignor-
ing the broader context. It may include the sloth-
ful induction (rejecting inconvenient evidence that
challenges our beliefs) or the Texas sharpshooter
error (ignoring differences and emphasizing simi-
larities, using from among an extensive dataset a
small slice that supports our thesis).
Example: Data show that last winter was the cold-
est in 10 years, indicating that the climate is not
warming at all.
Explanation: Using a single case of data taken out
of context, ignoring the trend seen over a longer
time frame. Even an exceptionally cold winter is
not evidence of a change in trend.

Quote Mining Using a short excerpt from some-
one’s longer speech/text in a way that significantly
distorts its actual, original meaning.
Example: It is as though fossils were just planted
there, without any evolutionary history.
Explanation: The quote comes from R. Dawkins’
book, "Blind Watchmaker". It is used by propo-
nents of creationism as if it were evidence to sup-
port their beliefs. In fact, as the full statement
shows, this short quote completely distorts the
meaning of Dawkins’ statement, which criticizes
creationists and disagrees with their hypothesis.
The quote in full reads as follows: It is as though
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fossils were planted there, without any evolutionary
history. Needless to say this appearance of sudden
planting has delighted creationists. Both schools of
thought (Punctuationists and Gradualists) despise
so-called scientific creationists equally, and both
agree that the major gaps are real, that they are
true imperfections in the fossil record. The only
alternative explanation of the sudden appearance
of so many complex animal types in the Cambrian
era is divine creation and (we) both reject this al-
ternative.

Anecdote The use of evidence in the form of
personal experience or an isolated case, possibly
rumor or hearsay, most often to discredit statistics.
Example: In Bavaria, Germany, 25 cm of snow has
just fallen. Global warming is the biggest lie in
human history.
Explanation: Authors use a singular example they
experienced personally to discredit the statistic. In-
dividual experiences cannot be translated into an
entire population or multi-year studies.

Whataboutism Responding to a substantive ar-
gument not by addressing the heart of the matter
but by raising a new point unrelated to the topic.
Often referred to as dropping a false lead to divert
attention from the topic.
Example: You talk about LGBT+ people being per-
secuted. What about hungry children? No one
thinks about them!
Explanation: In this case, the author is trying to
change the object of discussion by redirecting at-
tention to something else. Often, as in this case,
this is to hide the author’s prejudice by express-
ing concern for another, usually worldview-neutral
thing.

Strawman Misrepresenting someone’s argument
in a way that makes it easier to refute. It usually
boils down to attributing to an opponent a position
the opponent does not share.
Example: Since you criticize Russia’s actions, that
means you are Russophobic.
Explanation: The author of this statement assumes
that criticism implies prejudice. It makes it easy to
portray oneself or someone as a victim.

Leading Questions Flooding the target audi-
ence with consecutive questions or false argu-
ments/studies that are suggestive. Guiding the re-
cipient to a preconceived thesis. A statement con-
sisting of a plethora of poorly related information,

half-truths, and misinterpretations designed to over-
whelm by their sheer volume.
Example: I do not think we even know the actual
mortality rate for monkeypox. Has a Westerner
ever died from it? Could this possibly be the same
money pox that occurs in Africa? If so, how did
it suddenly appear in so many countries at once?
(. . . ) Perhaps it is here just to nudge us to get an-
other shot?
Explanation: The questions are intended to lead
the recipient to a specific conclusion. The author
wants to avoid accusations of spreading conspir-
acy theories, so instead, he will try to shape the
viewer’s opinion through suggestive questions. He
can always defend himself by saying he is "just
asking questions."

Appeal to Emotion The use of words and
phrases arouses in the recipient a strong emotion
and attitude toward the presented matter. The per-
son using this technique tries to resonate with the
recipient’s prejudices (Appeal to Fear/Prejudice)
or their values and traditions (Appeal to Values).
They may also use short, vital phrases, including
stereotyping or labeling (Slogans) and offensive
and hateful language (Loaded Language). It can
also use group affiliation (Flag Waving) or suggest
a time for action (Appeal to Time) to mobilize the
recipient to take specific actions.
Example: They are MURDERING our children
with vaccines. They are DEVILS who are just try-
ing to harm the innocent! All doctors who adminis-
ter vaccines will face cruel punishment.
Explanation: The above statements are highly emo-
tionally charged. Keywords are emphasized to
evoke negative emotions in the recipient. A spe-
cific group of culprits to be held accountable is also
indicated.

False Cause Assuming a cause-and-effect rela-
tionship solely based on the observed correlation.
Among the manipulative statements used are those
relating to time, such as those assuming that two
events happening at the same time must be related
(Cum Hoc Ergo Propter Hoc) or one following
the other must be cause and effect (Post Hoc Ergo
Propter Hoc).
Example: Russia’s military intervention in Ukraine
is the culmination of U.S. and NATO aggression,
dating back to their blitzkrieg against Serbia 23
years ago.
Explanation: The above statement simplifies the
whole issue, leaving out many events. Authors
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choose a convenient cause for them and omit all
other aspects.

Exaggeration The simplification and misrepre-
sentation of a phenomenon or issue. For example,
an author manipulating an audience may present a
vision in which one decision can lead to unwanted
negative consequences (Slippery Slope). Another
way is to exaggerate minor or irrelevant aspects of
an issue or the attitudes of individuals to denigrate
an entire group or issue (Blowfish). One can also be
used to manipulatively exaggerate the importance
of a small group of people with different opinions
than the rest of their community (Magnified Minor-
ity).
Example: If we allow same-sex marriages, the next
step will be to legalize pedophilia.
Explanation: The author uses Slippery Slope. It
is intended to falsely show the consequences of a
decision or prove that one decision leads to another
negative one. This technique is primarily intended
to cause fear or reluctance in the recipient.

Reference Error It is a reference to unreliable
sources or people. It can involve passing on knowl-
edge from anonymous individuals, such as from so-
cial media, citing propaganda claims by politicians
or media, primarily from authoritarian countries.
It can also involve using untrue quotes circulating
online to prove a point. This technique often cites
fake experts or others to pretend to be a supposed
authority (Appeal to Authority).
Example: Vladmir Putin said Western sanctions
are not working against Russia, and the economy
is only growing. Once again, Putin proves how
good a president he is, and the West has shown its
weakness.
Explanation: This is an example of invoking the
propaganda claims of politicians and considering
them a reliable source of information. However, it
serves to manipulate public opinion.

Misleading Clickbait Giving the text a title that
does not reflect the information presented in the
article, often even contradicting it.
Example: Covidian Church. Once again, the
"Carol visit" will not take place because of the
"pandemic"
Explanation: The title uses the phrase "Covid-
ian Church" and puts the word "pandemic" in
quotes, implying skepticism or mocking the sit-
uation, which suggests people are overreacting or
they are using the pandemic as an excuse to cancel

the carol visit. However, the article itself explains
in the first sentence Due to the coronavirus pan-
demic, there will be no "carol visit" in the tradi-
tional form in the Archdiocese of Poznan this year
either., which shows that "Carol visit" will take
place, but not in a traditional form. The title is
misleading, creating a sense of controversy or con-
spiracy not reflected in the content, presenting a
straightforward explanation. This technique is used
to attract readers by distorting or exaggerating the
facts.

B Additional Data Statistics

Article category Number of Articles
Credible information 10359
Disinformation 4997

Table 6: Number of articles categorized by credibility.

Manipulation Technique Number of Articles
Cherry Picking 1526
Quote Mining 125
Anecdote 442
Whataboutism 426
Strawman 434
Leading Questions 127
Appeal to Emotion 909
False Cause 915
Exaggeration 2153
Reference Error 1108
Misleading Clickbait 177

Table 7: Number of articles with specific manipulation
technique.

Intention Type Number of Articles
NSF 2879
UCPI 1522
CIO 915
PSSA 1887
WIA 296
CEB 294
UIPC 113
CP 96
RMCS 122

Table 8: Number of articles with specific intention type

C Fine-Tuned Models

For all tasks, we utilized pre-trained BERT-based
models specifically created for the Polish language
(Mroczkowski et al., 2021). As of 03.11.2024,
these models are available on HuggingFace9 un-
der the following names:
9 https://huggingface.co/models
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• sdadas/polish-roberta-large-v2

• sdadas/polish-roberta-base-v2

• allegro/herbert-base-cased

• allegro/herbert-large-cased

After fine-tuning models for text classification,
we named the resulting models PolBERT when the
base model was HerBERT, and PolBERTa when
the base model was Polish RoBERTa.

Our fine-tuned models are publicly available
on HuggingFace under the MIPD collection. Ad-
ditionally, direct links to each model can be
found in the README of our GitHub repository:
https://github.com/ArkadiusDS/MIPD.

D Optimal Hyperparameters

We performed hyperaprameters tuning for all ver-
sions of chosen models, namely HerBERT-base-
cased, HerBERT-large-cased, Polish-RoBERTa-
base-v2 and Polish-RoBERTa-large-v2. Batch size
was not tuned for optimal value. We assumed 16
for train and evaluation batch size. To check all
optimal values for learning rate and weight decay
see Table 9, Table 10 and Table 11.

Model Hyperparameters
learning rate weight decay

HerBERT-B 3e-5 0.1
PL-RoBERTa-B 2e-5 0.2
HerBERT-L 1e-5 0.03
PL-RoBERTa-L 1e-5 0.02

Table 9: Optimal hyperparameters for disinformation
detection

Model Hyperparameters
learning rate weight decay

HerBERT-B 1e-5 0.03
PL-RoBERTa-B 1e-5 0.1
HerBERT-L 1e-5 0.02
PL-RoBERTa-L 2e-5 0.01

Table 10: Optimal hyperparameters for manipulation
classification

Model Hyperparameters
learning rate weight decay

HerBERT-B 1e-5 0.2
PL-RoBERTa-B 3e-5 0.03
HerBERT-L 1e-5 0.03
PL-RoBERTa-L 2e-5 0.1

Table 11: Optimal hyperparameters for intention classi-
fication

E Statistical Tests

For each classification task, we performed paired
t-tests to evaluate the statistical significance of the
differences in weighted F 1 scores (Fw) among the
various models. The rationale for using a paired
t-test is that the results for each model within a task
were calculated using the same 5 seeds, making
it crucial to account for the paired nature of the
data. Below, we present the null and alternative
hypotheses that were tested:

Null Hypothesis (H0): There is no difference
in means between the two paired groups (i.e., the
mean difference is zero).

Alternative Hypothesis (H1): There is a signif-
icant difference in means between the two paired
groups.

The paired t-test evaluates whether to reject the
null hypothesis, indicating a statistically signifi-
cant difference in means between the two models.
In our analysis, we used the commonly accepted
p-value threshold of 5% to determine statistical sig-
nificance. The detailed results from our statistical
analysis are presented in tables: 12, 13, 14. All
p-values below 0.05 in presented tables indicate the
rejection of null hypothesis. Note: Abbreviations
used in tables are as follows: HB for HerBERT-B,
HL for HerBERT-L, PB for PL-RoBERTa-B, and
PL for PL-RoBERTa-L.

Comparison Avg. Diff. Std. Deviation p-value
HB vs HL 0.0095 0.0036 0.0041
HB vs PB 0.0000 0.0047 0.9882
HL vs PB 0.0095 0.0045 0.0090
HL vs PL 0.0048 0.0036 0.0415
HB vs PL 0.0143 0.0043 0.0017
PB vs PL 0.0143 0.0056 0.0047

Table 12: The table presents the results of model com-
parisons for the disinformation binary detection task,
showing the average difference (Avg. Diff.) across five
different seeds, along with the corresponding standard
deviation and p-value for paired t-test.

F Prompt for GPT-based Models

We utilized English prompts for OpenAI’s gener-
ative models to ensure reproducibility and under-
standing across different languages. Below we
show prompts used in our experiments.

1. Zero-shot classification with GPT-3.5 without
definition of disinformation in prompt:

You are an assistant who detects dis-
information. Answer the question
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Comparison Avg. Diff. Std. Deviation p-value
HB vs HL 0.0486 0.0114 0.0007
HB vs PB 0.0114 0.0106 0.0732
HL vs PB 0.0600 0.0188 0.0020
HL vs PL 0.0023 0.0066 0.5364
HB vs PL 0.0467 0.0071 0.0009
PB vs PL 0.0553 0.0066 0.0006

Table 13: The table presents the results of model com-
parisons for the manipulation multiclass multilabel clas-
sification task, showing the average difference (Avg.
Diff.) across five different seeds, along with the cor-
responding standard deviation and p-value for paired
t-test.

Comparison Avg. Diff. Std. Deviation p-value
HB vs HL 0.0420 0.0076 0.0003
HB vs PB 0.0078 0.0085 0.1089
HL vs PB 0.0342 0.0106 0.0020
HL vs PL 0.0201 0.0068 0.0027
HB vs PL 0.0622 0.0066 0.0000
PB vs PL 0.0544 0.0116 0.0005

Table 14: The table presents the results of model com-
parisons for the manipulation malicious intention type
multilabel classification task, showing the average dif-
ference (Avg. Diff.) across five different seeds, along
with the corresponding standard deviation and p-value
for paired t-test.

of whether the text contains disin-
formation. Answer using only one
word: Yes or No. If the text con-
tains disinformation, answer Yes,
and if the text does not contain
disinformation, answer No. Text:
"<Here we passed article for clas-
sification>"
Answer:

2. Zero-shot classification with GPT-3.5 with
definition of disinformation in prompt:

You are an assistant who detects dis-
information. Disinformation is de-
fined as false, inaccurate, or mis-
leading information designed, pre-
sented, and promoted to intention-
ally cause public harm or for profit.
Answer the question of whether the
text contains disinformation. An-
swer using only one word: Yes or
No. If the text contains disinfor-
mation, answer Yes, and if the text
does not contain disinformation, an-
swer No. Text: "<Here we passed
article for classification>"
Answer:

3. Zero-shot classification with GPT-4 without
definition of disinformation in prompt:

• For system role:
You are an assistant who detects
disinformation.

• For user role:
If the text contains disinforma-
tion, answer Yes, and if the
text does not contain disinforma-
tion, answer No. Text:<Here we
passed article for classification>.
Answer:"

4. Zero-shot classification with GPT-4 with defi-
nition of disinformation in prompt:

• For system role:
You are an assistant who detects
disinformation. Disinformation
is defined as false, inaccurate, or
misleading information designed,
presented, and promoted to inten-
tionally cause public harm or for
profit.

• For user role:
If the text contains disinforma-
tion, answer Yes, and if the
text does not contain disinforma-
tion, answer No. Text:<Here we
passed article for classification>.
Answer:"
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