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Abstract

Large language models (LLMs) are increas-
ingly used for complex multi-turn conversa-
tions across diverse real-world applications.
However, existing benchmarks mainly focus on
single-turn evaluations, overlooking the mod-
els’ capabilities in multi-turn interactions. To
address this gap, we introduce MT-Eval, a com-
prehensive benchmark to evaluate the multi-
turn conversational abilities of LLMs. By ana-
lyzing human-LLM conversations, we catego-
rize interaction patterns into four types: recol-
lection, expansion, refinement, and follow-up.
We construct multi-turn queries for each cat-
egory either by augmenting existing datasets
or creating new examples using GPT-4 with a
human-in-the-loop process to avoid data leak-
age. To study the factors impacting multi-
turn abilities, we create single-turn versions of
the 1170 multi-turn queries and compare per-
formance. Our evaluation of 10 well-known
LLMs shows that while closed-source mod-
els generally surpass open-source ones, certain
open-source models exceed GPT-3.5-Turbo in
specific tasks. We observe significant perfor-
mance degradation in multi-turn settings com-
pared to single-turn settings in most models,
which is not correlated with the models’ funda-
mental capabilities. Moreover, we identify the
distance to relevant content and susceptibility
to error propagation as the key factors influ-
encing multi-turn performance. MT-Eval is
released publicly to encourage future research
towards more robust conversational models 1.

1 Introduction

The rise of large language models (LLMs) is trans-
forming our daily lives and professional endeavors
with their growing capabilities. Individuals increas-
ingly rely on LLM-based AI assistants for diverse

*Work done during an internship at Huawei Noah’s Ark
Lab.

1Code and data are available at https://github.com/
KwanWaiChung/MT-Eval

tasks, such as coding assistance, summarizing text
from documents, and devising business strategies
(Zheng et al., 2023a). These tasks often require
understanding complex instructions and adapting
to evolving needs through multiple user interac-
tions. Moreover, it is crucial for LLMs to gener-
ate contextually coherent responses by retaining
and recalling historical information. The ability of
LLMs to engage in multi-turn conversations is of-
ten overlooked in existing evaluation frameworks.
For instance, MMLU (Hendrycks et al., 2020) eval-
uates language understanding in multiple tasks us-
ing single queries, and MT-Bench (Zheng et al.,
2023b) evaluates conversational ability using two-
turn interactions without considering more turns
and various conversation types.

To bridge the gap, we propose MT-Eval, an eval-
uation benchmark to measure the capabilities of
LLMs to conduct coherent multi-turn conversa-
tions. Our analysis of interactions in LMSYS-Chat-
1M (Zheng et al., 2023a) reveals four predomi-
nant patterns when users interact with AI assistants:
Recollection, where the assistant must recall infor-
mation from earlier turns; Expansion, involving the
exploration of varied topics within the main subject;
Refinement, where initial instructions are clarified
or revised; and Follow-up, consisting of questions
based on the assistant’s previous responses (see
Figure 1). These patterns are reflective of the ma-
jority of real-world multi-turn interactions with as-
sistants. We then construct evaluation sets for each
interaction type by augmenting existing datasets or
creating new ones to cover real-world applications.
We employ the GPT-4 with a human-in-the-loop
process for generating new instances to avoid data
contamination. The human annotators rigorously
review and revise each instance to ensure quality,
difficulty, relevance, and originality.

A performant multi-turn conversational model
should perform well in multi-turn interactions and
demonstrate minimal performance difference from
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the corresponding single-turn scenario. Therefore,
we compare models using both response quality
in the multi-turn setting and performance differ-
ences for identical queries in single vs. multi-turn
settings. Combining these two results provides a
comprehensive view of their multi-turn conversa-
tional capabilities.

We evaluate 10 popular LLMs, including both
open-source and closed-source models. Beyond
general evaluation, we conduct in-depth analysis
and ablation studies revealing how LLMs conduct
multi-turn interactions and what affects their perfor-
mance. Our findings include: 1) The closed-source
models still dominate in multi-turn conversational
abilities, but some open-source models have com-
parable performance to GPT-3.5-Turbo in some
tasks. 2) Most LLMs perform worse in the multi-
turn setting than in single-turn. The performance
gap between the two settings is not related to the
model’s fundamental capacities. 3) Increasing dis-
tance to relevant content negatively impacts perfor-
mance. 4) Models are prone to error propagation
due to sensitivity to dialogue history.

We summarize our contributions as follows:

• We propose a comprehensive multi-turn conver-
sational capabilities evaluation benchmark that
covers a wide range of real-world scenarios.

• We provide an in-depth analysis of the perfor-
mance of 10 popular LLMs across our bench-
mark, offering insights into their capabilities in
multi-turn conversations.

• We identify key factors that influence LLM
multi-turn performance, such as the distance
to relevant content and error propagation.

• We demonstrate the importance of evaluating
LLMs in multi-turn settings, highlighting the
performance discrepancies that can arise when
compared to single-turn evaluations.

2 Related Work

Recent advancements in LLMs (OpenAI et al.,
2023; Touvron et al., 2023a; Chiang et al., 2023)
have significantly improved their ability to engage
in human-like, multi-turn conversations. These
models can now understand instructions, intentions,
and context from human prompts, offering valuable
responses (Zhao et al., 2023). However, a limited
number of studies have delved into the multi-turn
conversation capabilities of LLMs. Zheng et al.

(2023b) developed MT-Bench, a dataset compris-
ing 80 meticulously crafted multi-turn questions
designed to evaluate the conversational flow and
instruction-following capabilities of LLMs. Nev-
ertheless, the dataset’s limited sample size poses
a challenge, with each conversation consisting of
only two turns. This constraint hinders the ability
to broaden the evaluation scope or capture the in-
tricacies of more extended conversational contexts.
Lee et al. (2023) proposed HALIE, a framework for
evaluating human-AI interaction. but its reliance
on human participation limits its scalability and ef-
ficiency across different tasks. In specific domains,
Liao et al. (2023) designed an automatic evaluation
framework for multi-turn medical consultations ca-
pabilities of LLMs. Moreover, Wang et al. (2023)
proposed MINT to evaluate LLMs’ ability to solve
tasks with multi-turn interactions. It focuses on
LLM’s ability to use tools and utilize feedback dur-
ing multi-turn conversations. In contrast, our work
evaluates LLM’s comprehensive ability to conduct
multi-turn conversations, possibly involving multi-
ple types of dialogue in one session.

Statistics Number

Avg. # Turns per Dialogue 6.96
Avg. # Words in Prompt † 760.41
Max. # Words in Prompt † 2574
Avg. # Words in Response † 99.31
Max. # Words in Response † 444
Avg. # Words per Turn 60.63
Max. # Words per Turn 474
Total # Dialogues 168
Total # Turns 1170

Table 1: Key statistics of MT-Eval. Detailed statistics
for individual tasks are provided in the Appendix. †:
Estimated using GPT-4 responses.

3 MT-Eval

MT-Eval is designed to comprehensively evaluate
the multi-turn conversation capabilities of LLMs
across a wide range of real-world application con-
texts. By reviewing the existing authentic AI-
human conversation datasets (like ShareGPT and
LMSYS-Chat-1M dataset (Zheng et al., 2023a)),
we have identified and categorized four primary
modes of engagement in user-assistant interactions:

Recollection: Users present queries or tasks that
necessitate the assistant’s capacity to retrieve in-
formation from prior interactions, relying on the
assistant’s global context awareness and long-term
memory capabilities. For instance, a user may in-
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Follow-up

1. "The Hobbit" is a

children's fantasy

novel written by

J.R.R. Tolkien. It

was published . . .

2. . . .

What are some other 

books written by J.R.R. 

Tolkien?

Refinement

Format your answer in 

JSON. 

Recollection

Tell me five facts about 

the book “The Hobbit”.

Begin all your 

responses in the 

upcoming conversation 

with the letter C.

Ok.

Expansion

Tell me five facts about 

the book “The Hobbit”.

Tell me five facts about 

the book “The Great 

Gatsby”.

1. Creation: "The

Hobbit" was created by

J.R.R. Tolkien as a

standalone children's

story . . .

2. . . .

1. "The Hobbit" is a

children’s . . .

1. "The Great Gatsby"

is a novel written by

F. Scott Fitzgerald . .

.

2. . . .

Tell me five facts about 

the book “The Hobbit”.

{

"facts": [

"\"The Hobbit\" is a 

children's . . .",

. . .,

]

}

Tell me five facts about 

the book “The Hobbit”.

"The Lord of the Rings" 

trilogy . . .

1. "The Hobbit" is a

children’s . . .

Figure 1: Illustration of the four dialogue tasks in MT-Eval: Recollection, Expansion, Refinement, and Follow-up.
Recollection accesses the model’s ability to recall information from previous conversations. Expansion evaluates
the model’s capacity to address queries surrounding the same topic. Refinement gauges the model’s adherence to
progressively complex instructions. Follow-up examines the model’s proficiency in responding to queries that build
upon its preceding response. A more detailed description of these tasks can be found in Section 3.

struct the model to initiate all the following re-
sponses with words starting with the letter "c."

Expansion: Users delve into various subjects
while staying within the confines of the same topic.
For example, the user might ask different questions
concerning one specific topic “Michael Jordan”.
Typically, the user will not refer to any specific
details from previous dialogues.

Refinement: Users clarify or modify their pre-
vious instructions. For instance, users might add
more detailed constraints, like specifying the de-
sired output format, or provide feedback to clarify
their instructions. This requires the assistant’s abil-
ity to keep track of the instruction changes and
leverage feedback to refine its responses.

Follow-up: Users ask questions that build upon
the assistant’s last response, often referencing spe-
cific details or opinions mentioned in that response.
For instance, a user may seek additional informa-
tion about a person mentioned in the assistant’s
prior response. This assesses the assistant’s capac-
ity to engage in coherent conversations.

MT-Eval includes test instances targeting these
four conversation categories (see Figure 1), while
mirroring everyday scenarios of document pro-
cessing, content creation, and information re-
trieval (Zheng et al., 2023a). It comprises 168 dia-
logue sessions with 1,170 turns to assess models’
competence in handling such realistic multi-turn
interactions.

3.1 Construction
To prevent data leakage in MT-Eval, we either ex-
tend existing datasets or construct new instances
using GPT-4 with human-in-the-loop verification.

Our preliminary findings indicate that this method
generates test instances comparable to, or even sur-
passing, human-generated ones, while significantly
reducing cost and time. Human annotators verify
each instance for difficulty, relevance, and original-
ity. They revise or replace instances as needed and
ensure the correctness and quality of the answers.
Annotators modify or replace 82% of the queries
generated by GPT-4. Appendix D provides further
details about the human annotation process.

For Refinement and Expansion tasks, we convert
four and seven document-based NLP tasks, respec-
tively, into a dialogue format. In this format, the
first turn presents the context document and the
initial query while subsequent turns provide the
remaining queries. These NLP tasks, motivated by
their prevalence in real-world AI-human interac-
tions (Zheng et al., 2023a), include summarization,
question answering, rewriting, etc. 2. The full list
of the NLP tasks used in these tasks is in Appendix
I. We create new context documents for these tasks
using GPT-4.

The Refinement task introduces an additional
constraint on each dialogue turn based on the pre-
vious instructions within the same NLP task. Each
NLP task contains six queries. To increase com-
plexity, each test instance in the Refinement task
spans two NLP tasks. The first six turns corre-
spond to the first task, and the remaining six turns
correspond to the second.

The Expansion task presents queries from seven
different NLP tasks at each turn based on the same

2As shown in Figure 3 of Zheng et al. (2023a), approxi-
mately 20% of conversations involve NLP tasks
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Model Avg. Recollection Expansion Refinement Follow-up

GPT-3.5-Turbo 7.72 6.90 7.87 6.92 9.21

ChatGLM3-6B 5.49 2.92 5.90 4.73 8.39
Qwen-chat-7B 6.55 5.25 7.02 5.47 8.49
Vicuna-7B-v1.5 6.44 5.45 6.70 5.31 8.31
Llama-2-chat-7B 6.11 3.86 5.87 6.20 8.53
Mistral-Instruct-7B 7.46 7.22 6.98 6.58 9.05

Vicuna-13B-v1.5 7.01 6.27 6.70 6.37 8.68
Llama-2-chat-13B 6.31 3.66 6.37 6.37 8.82
Qwen-chat-14B 7.26 6.21 7.58 6.11 9.12

Mixtral-Instruct-8x7B 7.47 6.17 7.42 6.77 9.52

Table 2: Multi-turn performance in four dialogue tasks. The highest score in each column is highlighted in bold,
while the second-highest score is underlined. Closed-source models outperform open-sourced models generally.

context document introduced in the first turn. Each
test instance thus spans seven dialogue turns.

We create two sub-tasks for the Recollection task
with varying difficulties. The easier subtask is a
document classification task. The set of available
class labels is given in the first turn, and the model
predicts the class label for the document provided
at each subsequent turn. The harder sub-task is a
global instruction following task, where the model
must adhere to an instruction given in the first turn
(e.g., formatting, content restrictions) throughout
the dialogue (Zhou et al., 2023). At each subse-
quent turn, the user poses a content creation or
open-ended question. Table 9 lists the instructions
used in this task.

For the Follow-up task, we extend MT-Bench
(Zheng et al., 2023b) by adding three extra turns,
each asking a question that extends the assistant’s
response. All questions are human-created due to
the difficulty of GPT-4 generating sufficiently chal-
lenging follow-up questions. GPT-4 generates the
initial answers, which are then verified by humans.
Details for constructing each task can be found in
Appendix I.

For all tasks except Follow-up, we also establish
corresponding single-turn instances for all dialogue
turns. Constructing equivalent single-turn instances
for the Follow-up task is difficult because it inher-
ently depends on the assistant’s previous response.
Appendix E provides details for constructing the
single-turn instances.

4 Experiment

4.1 Models

We evaluate 10 popular LLMs, including
ChatGLM3-6B (Du et al., 2022), Vicuna-v1.5 (7B,
13B) (Chiang et al., 2023), Llama-2-chat (7B, 13B)
(Touvron et al., 2023b), Qwen-chat (7B, 14B)

(Bai et al., 2023), Mistral-Instruct-7B (Jiang et al.,
2023), Mixtral-Instruct-8x7B (Jiang et al., 2024),
and GPT-3.5-Turbo (Ouyang et al., 2022) 3. We ex-
clude GPT-4 (OpenAI et al., 2023) from our main
analysis to avoid potential bias as indicated in Ap-
pendix H.

4.2 Evaluation

Evaluating LLM responses poses challenges due
to the inclusion of additional contents in the gener-
ated responses, such as introductions, conclusions,
or supplementary explanations (Yue et al., 2023;
Zhou et al., 2023). This hinders accurate quality
assessment using rule-based automatic evaluation
metrics. Recent research shows that using LLMs
for evaluation, especially GPT-4, aligns closely
with human judgment (Zheng et al., 2023b; Bitton
et al., 2023). Therefore, we use GPT-4 to evaluate
all responses, except for classification and recollec-
tion tasks, which can be scored with simple rules.

To evaluate the responses, we provide GPT-4
with a zero-shot chain-of-thought (Wei et al., 2022)
to assign an integer rating from 1 to 10 based on the
relevant context. Previous work has shown that uti-
lizing chain-of-thought in evaluation enhances the
quality (Liu et al., 2023). The evaluation prompt
can be found in Figure 9.

We evaluate the global following sub-task in the
Recollection task using heuristics and rules (Zhou
et al., 2023), calculating the average number of
dialogue turns adhering to the global instruction
and normalizing the result to a maximum score
of 10. For the document classification task, we
measure the classification accuracy directly and
normalize it to a full score of 10.

A good multi-turn conversational model should

3We utilized gpt-3.5-turbo-0613 and gpt-4-0613 from
https://cuhk-api-dev1-apim1.developer.azure-api.
net.
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Model ST Avg. MT Avg. Recollection Expansion Refinement

ST MT ST MT ST MT

GPT-3.5-Turbo 8.07 7.23 (-0.84) 8.75 6.90 8.39 7.87 7.08 6.92

ChatGLM3-6B 5.71 4.52 (-1.19) 5.05 2.92 7.20 5.90 4.89 4.73
Vicuna-7B-v1.5 6.31 5.82 (-0.49) 6.35 5.45 6.99 6.70 5.60 5.31
Llama-2-chat-7B 7.21 5.31 (-1.90) 7.26 3.86 7.36 5.87 7.00 6.20
Qwen-chat-7B 6.86 5.91 (-0.95) 7.17 5.25 7.46 7.02 5.96 5.47
Mistral-Instruct-7B 7.69 6.93 (-0.76) 8.47 7.22 7.60 6.98 7.00 6.58

Vicuna-13B-v1.5 7.10 6.45 (-0.65) 6.98 6.27 7.67 6.70 6.66 6.37
Llama-2-chat-13B 7.55 5.47 (-2.08) 7.51 3.66 7.86 6.37 7.29 6.37
Qwen-chat-14B 7.62 6.64 (-0.98) 8.40 6.21 7.90 7.58 6.58 6.11

Mixtral-Instruct-8x7B 8.28 6.78 (-1.50) 7.86 6.17 9.50 7.42 7.48 6.77

Table 3: Performance of various models across different dialogue tasks in both single-turn and multi-turn settings.
ST and MT denote single-turn and multi-turn respectively. The best score in each column is highlighted in bold and
the second-highest score is underlined. Bracketed numbers indicate the change in score between the single-turn and
multi-turn scenarios. The Follow-up task is omitted since there is no equivalent single-turn setting. Most models
exhibit a substantial performance gap between the single-turn and multi-turn settings.

demonstrate strong capacity in multi-turn interac-
tions and exhibit a minimal performance gap be-
tween single-turn and multi-turn settings. There-
fore, we also evaluate the corresponding single-turn
performance, in addition to multi-turn settings, to
measure the gap between them.

4.3 Human Verification

Task Pearson Spearman

Refinement 0.74 0.58
Expansion 0.67 0.65
Follow-up 0.72 0.70

Avg. 0.71 0.64

Table 4: The correlation scores between human ratings
and GPT-4 ratings for different tasks.

To verify that GPT-4’s evaluation mostly aligns
with human preference, we recruited five annota-
tors to evaluate 60 randomly selected responses
from each multi-turn dialogue task, excluding the
Recollection task which uses automatic evaluations.
They evaluated in total of 180 responses. More de-
tails regarding the human evaluation can be found
in Appendix G.

Table 4 shows Pearson’s correlation and Spear-
man’s rank correlation coefficient between human
ratings and GPT-4 ratings. It shows that GPT-4 rat-
ings have an average Spearman correlation of 0.64
and a Pearson correlation of 0.71. The results indi-
cate that GPT-4 ratings align well with human rat-
ings, consistent with recent findings (Zheng et al.,
2023b; Bitton et al., 2023; Liu et al., 2023).

4.4 Result
Table 2 shows the multi-turn performance of the
evaluated LLMs across all four task categories. All

models achieve an average score lower than 8, indi-
cating that MT-Eval poses a considerable challenge
for multi-turn capabilities. In particular, most mod-
els perform worst in the Recollection task, failing
to obey the global instruction stated initially in
successive turns. All models also perform poorly
in the Refinement task, often ignoring constraints
from previous turns. Overall, MT-Eval comprises
tasks of varying difficulty, targeting various aspects
of multi-turn interaction and effectively highlight-
ing the strengths and weaknesses of LLMs across
diverse multi-turn scenarios. We provide a more
detailed discussion of the results below.

Performance of Closed- versus Open-Source
LLMs. Table 2 illustrates that closed-source
LLM, GPT-3.5-Turbo, generally outperforms open-
source ones in multi-turn dialogues. Although
GPT-3.5.Turbo stands out with an average score
of 7.72, open-source models like Mistral-Instruct-
7B and Mixtral-Instruct-8x7B demonstrate excep-
tional performance in specific tasks, making them
comparable to or even surpassing GPT-3.5-Turbo’s
performance. For instance, Mixtral-Instruct-8x7B
achieves a score of 9.52 in Follow-up dialogues,
outperforming GPT-3.5-Turbo’s score of 9.21.
These results align with recent research, suggesting
that open-source LLMs can achieve comparable or
even superior performance to closed-source LLMs
in certain domains (Chen et al., 2023). Mistral-
Instruct-7B surpasses all 7B models and exhibits
performance comparable to 13B models, consis-
tent with the findings reported in Jiang et al. (2023).
However, Mixtral-Instruct-8x7B, despite its strong
performance in most tasks, faces challenges in ad-
hering to global instructions in recollection tasks,
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resulting in a similar average score as Mistral-
Instruct-7B.

First Second Difference

GPT-3.5-Turbo 6.98 6.85 -0.12

ChatGLM3-6B 5.25 4.21 -1.03
Vicuna-7B-v1.5 5.40 5.21 -0.19
Llama-2-chat-7B 6.97 5.42 -1.55
Qwen-chat-7B 5.80 5.13 -0.67
Mistral-Instruct-7B 6.53 6.62 0.09

Vicuna-13B-v1.5 6.62 6.12 -0.50
Llama-2-chat-13B 6.99 5.74 -1.25
Qwen-chat-14B 6.30 5.92 -0.38

Mixtral-Instruct-8x7B 6.90 6.63 -0.26

Table 5: Performance of the first task (the first six turns)
and the second task (last six turns) in Refinement task.
The performance difference between the two tasks is
also shown.

0 2 4 6 8
Turn

start_char

json_format

bullet_list

number_sentences

capital_letter

no_comma

two_responses

placeholder

Vicuna-13B-v1.5
Qwen-chat-14B

Mistral-Instruct-7B Mixtral-Instruct-8x7B

Figure 2: The average number of turns that different
models can adhere to the instructions in the Recollection
task. Each instruction consists of two dialogue sessions
with ten dialogue turns. The description of the instruc-
tions can be found in Table 15.

Inferior Performance in Multi-Turn Dialogues.
Table 3 shows a performance gap between multi-
turn and single-turn scenarios. It indicates that
most models exhibit a substantial decline in the
performance of multi-turn dialogues compared to
single-turn instances. This performance gap there-
fore serves as a valuable indicator of a model’s
multi-turn capabilities. Notably, the observed gap
between the two scenarios does not appear to be
directly correlated with the fundamental capabil-
ities of the models. For instance, while Llama-
2-chat models outperform Vicuna models in the

single-turn setting, they noticeably lag in multi-turn
dialogues. This observation underscores the im-
portance of including multi-turn evaluation when
conducting a comprehensive evaluation of LLMs.

Challenges in Long-Distance Information Re-
trieval for LLMs. Our study reveals that LLMs
often underperform in tasks requiring information
from earlier dialogue turns. In the Recollection
task, all LLMs struggle to adhere to the initial
global instructions as the conversation length, i.e.,
distance from their initial instruction, increases. Ta-
ble 5 also supports this trend, revealing that most
models perform better on the first task (i.e., the
first six turns) compared to the second (i.e., the
final six turns), as the turns in the second task are
further from the given document at the beginning.
Our error analysis confirms that LLMs commonly
overlook prior instructions. A detailed discussion
is presented in Section 4.5.

1 3 5 7 9 11
Turn

4

5

6

7

8

9

S
co

re

Switch Task
Performance in Refinement Task

Llama-2-chat-7B
Qwen-chat-7B
Vicuna-7B-v1.5
Mistral-Instruct-7B

Llama-2-chat-13B
Qwen-chat-14B
Vicuna-13B-v1.5

Mixtral-Instruct-8x7B
GPT-3.5-Turbo
ChatGLM3-6B

Figure 3: Performance across turns in Refinement task.
Each dialogue has two NLP tasks with each task com-
prising six increasingly complex instructions. The tran-
sition to the second NLP task occurs at the seventh turn
as denoted by the grey dashed line. The performance of
all models declines as more instructions are added.

4.5 Further Analysis

This section presents further analyses of four top-
performing models. We meticulously examine the
ten responses with the largest score difference in
multi-turn and single-turn scenarios generated by
each model across the four dialogue tasks, resulting
in an analysis of a total of 160 responses. The objec-
tive is to understand the factors that degrade model
performance in multi-turn dialogues, rather than
assessing their foundational capabilities. Our anal-
ysis reveals that 80 responses (50%) did not com-
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ply with earlier instructions, 77 responses (48.1%)
were misdirected by the errors accumulated in the
earlier context, and 3 instances (1.9%) were at-
tributed to evaluation errors. A comprehensive
analysis of these findings is provided below.

Noncompliance with Earlier Instructions (50%).
Figure 2 reveals significant variation in how models
follow the initial instructions in the Recollection
task. Open-source models face challenges with
specific instructions, particularly those prohibiting
comma usage or requiring generating two distinct
responses simultaneously. Mixtral-Instruct-8x7B,
despite its strong performance in other multi-turn
tasks, struggles to follow many global instructions,
such as formatting responses as JSON. Our case
studies also show that LLMs often forget previous
instructions. An example is illustrated in Figure
13.

All models encounter difficulties with counting-
related instructions, such as limiting responses to
a specific number of sentences or including a set
number of placeholders in the response. This issue
also arises in the Refinement task, where models
often struggle to identify the correct paragraph for
tasks such as translation or noun identification in
the n-th paragraph.

Error Propagation (48.8%). Accumulated er-
rors from preceding dialogue turns often confuse
the models, leading to more incorrect responses.
A notable example of this issue is the misidentifi-
cation of the correct paragraph in the initial turn
of many refinement tasks. The models persist in
fulfilling new instructions based on this incorrect
paragraph, which further accumulate errors and
result in consistently low scores throughout the di-
alogue. We explore this phenomenon in greater
depth through ablation studies detailed in Section
4.6.

Evaluation (1.2%). GPT-4 occasionally misin-
terprets instructions, leading to inaccurate evalu-
ations. This issue primarily surfaces in the Re-
finement task, where GPT-4 struggles to identify
relevant constraints within a series of instructions.
Figure 14 illustrates an instance of this behavior.
Despite these minor errors, using GPT-4 to evalu-
ate is still a highly accurate and efficient method
that aligns well with human judgment as shown in
Table 4.

4.6 Ablation Study

Inspired by the insights gained from the earlier sec-
tions, we proceed to conduct two ablations studies
to investigate the effects of varying dialogue con-
texts on the model’s performance. Additionally,
we conduct another ablation study to explore how
the distance between the relevant context and the
current query affects performance.

Gold Context vs. Self-Predicted Context. Ta-
ble 7 presents the results of three dialogue tasks,
conditioned on dialogue history of self-generated
responses (i.e. the main results) or gold responses
from human-verified GPT-4 outputs. The results in-
dicate that models conditioned on gold context ex-
hibit significant improvement in Recollection and
Refinement tasks. We attribute this performance
gap to two factors. Firstly, using gold context pre-
vents the error propagation from earlier turns. Sec-
ondly, the gold responses serve as in-context exam-
ples, providing valuable knowledge for the model
(Brown et al., 2020). Notably, using gold responses
in the Expansion task yields only a slight improve-
ment. This is likely because each dialogue turn in
this task is a distinct NLP task, thus not benefiting
from these examples of other tasks.

Influence of Dialogue History as In-context Ex-
amples. We investigate the impact of dialogue
history as in-context examples on model perfor-
mance in document classification, following previ-
ous work (Min et al., 2022). We manipulate dia-
logue history in four settings and vary the number
of dialogue turns (either four or nine). Each turn
includes a document and a category depending on
the setting used. The Gold setting involves random
documents with their correct labels. The Diverse
Gold Class setting is similar to Gold but excludes
documents sharing the current turn’s label. In the
Single Gold Class setting, documents from a ran-
domly chosen category are provided, avoiding the
current turn’s label. The Random Class setting
assigns random labels to the randomly selected
documents. Random Class (5) and Random Class
(10) denotes the performance in turn 5 and 10 re-
spectively.

Table 8 reveals that incorporating gold labels
of randomly selected documents (Gold) improves
performance compared to zero-shot setting, under-
scoring the value of in-context examples in the
dialogue history (Brown et al., 2020; Min et al.,
2022). The diverse gold class setting yields similar
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Without 1 Between 3 Between 6 Between 1 Front 3 Front 6 Front

Mistral-Instruct-7B 6.53 6.44 6.25 6.08 6.66 6.68 6.83
Vicuna-13B-v1.5 6.62 5.91 5.47 5.56 6.25 6.16 5.89
Qwen-chat-14B 6.30 5.89 5.76 5.17 6.22 6.01 6.18
Mixtral-Instruct-8x7B 6.90 6.47 6.57 6.33 7.01 6.58 6.89

Table 6: Performance of various LLMs in Refinement task with varying numbers of distracting turns (1, 3, or 6)
inserted at the front (Front) or in between (Between) the document and query turns.

Model Recollection Expansion Refinement

Predicted Gold Predicted Gold Predicted Gold

Mistral-Instruct-7B 5.25 7.29 6.98 7.02 6.58 7.38
Vicuna-13B-v1.5 4.64 7.32 6.70 6.87 6.37 7.15
Qwen-chat-14B 4.43 7.00 7.58 7.63 6.11 6.95
Mixtral-Instruct-8x7B 3.21 7.11 7.42 7.47 6.77 7.17

Table 7: Comparison of model performance in three dialogue tasks, conditioned on dialogue history with self-
generated responses versus gold responses.

Gold DGC SGC RC RC (5) RC (10) ST

Vicuna-13B-v1.5 81.00 84.00 70.00 45.00 62.00 28.00 75.00
Qwen-chat-14B 94.00 95.00 86.00 69.00 68.00 60.00 94.00
Mistral-Instruct-7B 96.00 95.00 95.00 75.00 80.00 70.00 94.00
Mixtral-Instruct-8x7B 95.00 95.00 94.00 57.00 60.00 54.00 88.00

Table 8: Performance in classification task using various dialogue contexts. Gold: Randomly select documents
with their proper labels. DGC: The diverse Gold Class setting. Similar to Gold, but exclude documents with the
same labels as the current turn. SGC: The Single Gold Class setting, which randomly chooses documents from the
same category, avoiding the current turn’s label. RC: The Random Class setting, which randomly selects documents
and assigns random labels to them. The (5) and (10) refer to the performance at turn 5 and 10 respectively. ST:
Single-Turn, the single-turn performance with no dialogue context.

improvements, even with the documents belonging
to the same label as the current turn excluded in the
dialogue history. However, dialogue history lim-
ited to a single class can negatively impact weaker
models, suggesting that biased examples may be
harmful. Contrary to previous findings (Min et al.,
2022), the Random Class setting significantly re-
duces performance. Furthermore, the performance
at the 10th turn is even worse than the 5th turn,
indicating the presence of error propagation. We
extend our analysis to the Follow-up task with a
more complicated setup. The detailed analysis can
be found in Appendix M.

Impact of Irrelevant Context on Performance.
We conduct further experiments to examine how
irrelevant context, placed at different positions,
affects the performance in multi-turn dialogues.
We insert varying numbers of dialogue turns, ran-
domly sampled from LMSYS-Chat-1M (Zheng
et al., 2023a), either at the beginning or between
the document and the query turns in the Refinement
task.

Table 6 shows that inserting these turns at
the beginning results in mixed outcomes. No-

tably, Mistral-Instruct-7B and Mixtral-Instruct-
8x7B even show improved performance, while
other models show slight declines. This suggests
that models are capable of switching topics in a
multi-turn dialogue without being affected by pre-
vious discussions. Conversely, inserting distracting
turns between the document and query turns consis-
tently degrades performance. This further supports
that the increasing distance between the document
and the queries negatively impacts performance in
multi-turn dialogues.

5 Conclusion

MT-Eval represents an important first step in sys-
tematically evaluating and understanding LLMs’
multi-turn conversational abilities. Our experiment
shows a pronounced gap between single-turn ver-
sus multi-turn performance across current models,
a phenomenon that persists irrespective of the un-
derlying capabilities of the models. Our compre-
hensive analysis reveals that the distance to relevant
content and susceptibility to error propagation are
the key factors that cause a decline in multi-turn
performance. We believe this work not only sheds
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light on the current limitations of LLM’s multi-
turn conversational abilities, it also paves the way
for further efforts to close the identified gap and
develop robust conversational models capable of
multi-turn interactions.

Limitations

This work focuses on constructing a multi-turn eval-
uation benchmark and exploring factors that con-
tribute to performance differences in single-turn
and multi-turn scenarios. Therefore, we use a sim-
ple but effective method: prompting GPT-4 with
chain-of-thought (Wei et al., 2022) to perform eval-
uations (Liu et al., 2023). Our study confirms that
GPT-4’s evaluations closely align with human rat-
ings. However, our analysis suggests a potential
bias in LLM towards its generated outputs. While
more complex approaches like multi-agent debate
(Chan et al., 2023) could mitigate this bias, we
opt for a simpler, more cost-effective method. This
choice aligns with our focus on benchmark develop-
ment and analysis rather than exploring evaluation
methods.

Due to computational limits, our experiments
do not include any larger open-source models like
Llama-2-chat-70B. Further studies can investigate
whether larger LLMs exhibit similar findings out-
lined in this paper.
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A Prompts

A.1 Data Construction Prompts

In this section, we show the prompts used for con-
structing documents and testing instances in differ-
ent tasks. The prompt for constructing open-ended
questions and context creation queries are depicted
in Figure 4 and 5 respectively. The prompt for
creating the documents used in Refinement and
Expansion tasks is outlined in Figure 6. This sec-
tion also includes prompts for converting multi-turn
queries into a single-turn format for Follow-up and
Refinement tasks, as shown in Figures 7 and 8.

A.2 Evaluation Prompt

In this section, we present the prompts used for
evaluating responses of different tasks. For the
Follow-up task, we use the evaluation prompt from
MT-Bench (Zheng et al., 2023b). For other tasks,
we adopt the same prompt to remain consistent.
Figure 9 and 10 show the prompt used for evalu-
ating responses in the Refinement task under the
multi-turn and single-turn scenarios respectively.
For the Expansion task, we use the prompt in Fig-
ure 11 for both multi-turn and single-turn scenarios
since only the last user query is relevant.

B Case Study

In this section, we show an example of the recol-
lection and the refinement tasks in Figure 12 and
13 where the model fails to comply with earlier
instructions. Figure 14 shows a case where GPT-4
provides an incorrect evaluation.

C Task Examples

We provide examples in this section for the four
tasks in MT-Eval.

D Data Construction Details

We recruit 10 English-major graduate students fa-
miliar with LLMs like ChatGPT. Their English pro-
ficiency ensures that they can fully understand the
documents in each task and judge the query/output
quality. Each student is assigned to generate 10-20
dialogues for only one of the four dialogue types
(Recollection, Expansion, Refinement, Follow-up).
This allows them to focus on the specific require-
ments of each type and maintain consistency within
each category. To ensure adherence to the guide-
lines, we meticulously verified the first five con-
structed dialogue turns from each annotator. This

rigorous quality control step ensures that the gen-
erated data meets our expectations. Students use
the provided prompts (Appendix A.1) to instruct
GPT-4 (web version) to generate the query and an-
swer sketches. They then meticulously refine the
GPT-4 generated queries based on criteria like nat-
uralness, difficulty, creativity (ensuring minimal
similarity to previous queries), and relevance to
the dialogue flow. Answer sketches are adjusted
as needed to maintain coherence and quality. Only
18% of the queries provided by GPT-4 are used
without change. 42% of GPT-4’s queries are com-
pletely replaced by manual constructions by the
students, particularly for the Follow-up and Re-
finement tasks. We do not measure inter-annotator
agreement for data construction due to the open-
ended nature of the task.

E Single-turn Instance Construction
Details

To construct single-turn instances for the Expan-
sion and Refinement task, we extract each turn
along with the relevant context provided in the first
turn (the relevant document and instruction) into
one single turn. For the Refinement task, we use
GPT-4 to condense the multiple separate instruc-
tions into one complete instruction, which is veri-
fied the correctness by annotators.

F Implementation Details

We use the corresponding chatting format for each
LLM in all experiments4. To ensure reproducibility,
we employ greedy decoding for both inference and
evaluation. During inference, we use the system
prompt "You are a helpful, respectful and honest
assistant." for all models, while an empty system
prompt is used for evaluation.

G Human Evaluation

We recruit five graduate students to evaluate 60 ran-
domly selected instances from each of the Follow-
up, Refinement, and Expansion tasks. To ensure
consistency with the GPT-4 evaluation, we pro-
vided the same instructions used for prompting
GPT-4. Before the main evaluation, we measured
the inter-rater reliability of the students by having
them evaluate another 20 random instances. The
Cohen’s kappa score of 0.58 indicated satisfactory
agreement.

4We used the prompt format for various LLMs from
FastChat https://github.com/lm-sys/FastChat.
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Propose 100 diverse questions in various domains. Domains include but are not limited to ethics, sports, music, art,
science, literature, economics, medicine, food, technology, history, travel, and education. Questions can be open-ended
or close-ended. Be creative!

Figure 4: Prompt for creating open-ended questions used in the Recollection task.

Propose 100 diverse content creation prompts in various domains. Domains include but are not limited to ethics, sports,
music, art, science, literature, economics, medicine, food, technology, history, travel, and education. The content can be
a product description, blog post, email, advertisement, story, pitch, speech, cover letter, etc. Be creative!

Figure 5: Prompt for creating content creation queries used in Recollection task.

### Instruction
Compose a hypothetical {media} about {topic} in about 250-300 words. Draw upon your creativity to feature people,
locations, and objects that do not exist in history.

You can follow the below steps to write:
1. **Imaginative Elements**: Incorporate fictional characters, settings, and items. Make sure they are original and not
based on real historical entities.

2. **Outline**: Sketch a brief outline to organize your thoughts and plot points.

3. **Write Your Draft**: Begin writing your piece, adhering to your outline and staying within the word
limit.

4. **Revise and Edit**: After your first draft, revise for clarity, creativity, and flow. Check your grammar
and spelling.

5. **Finalize**: Prepare the final version of your piece, ensuring it is polished and engaging.

Provide only the final version in your response.

### Format
Use the following format in your response:
Topic: ...
{content}

### Output

Figure 6: Prompt for creating documents of different media and topics. These documents are used in the Refinement
and Expansion task.

Below, I will provide you with a few instructions in a numbered list format. Your task is to condense these instructions
into one coherent and concise instruction. Please note that if there are conflicting instructions later on, you should
ignore the earlier conflicted constraints and prioritize the later ones. I want you to just output the condensed instruction
without anything else. You should retain all the necessary elements from the original instructions.

Instructions:
{constraint}

Now, condense the above instructions into one coherent and concise instruction. Provide your output in
JSON format:
{
"instruction": "<The condensed instruction.>"
}

Figure 7: The prompt to transform multiple instructions into one instruction for the single-turn Refinement task.
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Condense an user’s question and the dialogue history between a user and an assistant into a single, concise question that
includes all the necessary details without omitting any important information. The response should use the format
"User: ..."

### Dialogue
{dialogue}

### Question
{question}

Figure 8: The prompt to condense the relevant information in the dialogue history of the Follow-up task into one
query used for the single-turn Follow-up task.

Evaluate the response provided below to determine if it meets the specified constraints related to the following article.
Provide an integer score from 1 to 10, taking into account its helpfulness, relevance, accuracy, depth, creativity, and how
well it conforms to the constraints. You should ignore any earlier constraints that contradict to the latter constraints. For
constraints related to word and sentence counts, you must use my provided counts to judge whether the response fulfills
the constraint. Before giving your score, you should first provide a rationale to explain it.

Article to Evaluate Against:
{content}

Response to Evaluate:
{response}

Number of words in response: {num_words}
Number of sentences in response: {num_sent}

Constraints:
{constraints}

The evaluation must be structured in the following JSON format:
“‘json
{
"Rationale": "<Explain the rationale of your score.>",
"Score": "<An integer score from 1 to 10.>"
}
“‘

Figure 9: The prompt for evaluating response in the Refinement task under the multi-turn setting.

H GPT-4’s Evaluation Bias

We investigate whether GPT-4 exhibits bias to-
wards its own generated text during evaluation.
Our evaluation process mirrors the human eval-
uation procedure detailed in Appendix G. Anno-
tators assess ten responses from each of the five
models across four different tasks. These mod-
els represent a range of capabilities. In total, we
evaluate 200 responses (10 responses x 4 tasks x
5 models). The five models are GPT-4, Mixtral-
Instruct-8x7B, Qwen-chat-14B, Llama-2-chat-7B,
and ChatGLM3-6B.

Figure 19 shows that GPT-4 favors its output,
with 82.5% of its ratings exceeding human ratings.
However, GPT-4 remains objective when evaluat-
ing other models.
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Evaluate the response provided below to determine if it meets the specified constraints related to the following article.
Provide an integer score from 1 to 10, taking into account its helpfulness, relevance, accuracy, depth, creativity, and how
well it conforms to the constraints. For constraints related to word and sentence counts, you must use my provided
counts to judge whether the response fulfills the constraint. Before giving your score, you should first provide a
rationale to explain it.

Article to Evaluate Against:
{content}

Constraints:
{constraints}

Response to Evaluate:
{response}

Number of words in response: {num_words}
Number of sentences in response: {num_sent}

The evaluation must be structured in the following JSON format:
“‘json
{
"Rationale": "<Explain the rationale of your score.>",
"Score": <An integer score from 1 to 10.>
}
“‘

Figure 10: The prompt for evaluating response in the Refinement task under the single-turn setting.

Evaluate the response provided below to determine if it meets the specified constraints related to the following article.
Provide an integer score from 1 to 10, taking into account its helpfulness, relevance and accuracy. Before giving your
score, you should first provide a rationale to explain it.

Article to Evaluate Against:
{content}

Constraints:
{constraints}

Response to Evaluate:
{response}

The evaluation must be structured in the following JSON format:
“‘json
{
"Rationale": "<Explain the rationale of your score.>",
"Score": <An integer score from 1 to 10.>
}
“‘

Figure 11: The prompt for evaluating response in the Expansion task for both single-turn and multi-turn settings.
We only provide the last user query as the constraint since the previous turns are not relevant.

I Benchmark Construction Details

This section provides the details of constructing
Recollection, Follow-up, Refinement, and Expan-
sion tasks.

Recollection We construct two Recollection sub-
tasks of varying difficulty. The first is a document
classification task, where the model categorizes a
document into one of the 13 categories, namely

ethics, sports, music, art, science, literature, eco-
nomics, medicine, food, technology, history, travel,
and education. We present 100 documents across
10 dialogues, each with 10 turns. The documents
are generated using GPT-4, which covers nine doc-
ument types, including news articles, blog posts,
emails, posters, social media posts, book chapters,
research papers, advertisements, and legal docu-
ments. The second subtask involves following
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User: All your responses in the upcoming conversation must refrain from the use of any commas. Keep all your
responses under 200 words.
Assistant: ok.

User: Is the Mona Lisa Leonardo Da Vinci’s most recognized piece?
GPT-4: Yes the Mona Lisa is indeed the most recognized piece by Leonardo Da Vinci. It’s a globally renowned artwork
admired for its intricate detail and the mysterious expression of its subject.
Mixtral-Instruct-8x7B: Yes, the Mona Lisa is Leonardo da Vinci’s most recognized piece. It ...
Vicuna-13B-v1.5: Yes, the Mona Lisa is Leonardo da Vinci’s most recognized piece.
Qwen-chat-14B: Yes, the Mona Lisa is Leonardo Da Vinci’s most recognized piece.

Figure 12: An example case in the Recollection task showing all LLMs, except GPT-4, failed to refrain from using
commas in the response.

User: Content: ...

Instruction: Please rewrite or paraphrase the third paragraph from the initially provided content, ensuring
the new version maintains the original meaning but uses different wording. Do not include any further explanations or
extra output in your response.
Assistant: The third paragraph rewritten is: "Star players of the match were Jaxon ’Lightning’ Vega from the Solar
Flares, admired for his swift maneuvers and accurate shots, and Lyra ’Meteor’ Kael, the captain of Nebula Knights,
celebrated for her tactical decisions and exceptional defense skills. The game was a thrilling exhibition of prowess,
strategy, and cutting-edge technology."

User: Use at least one metaphor in your rewrite.
Assistant: The third paragraph rewritten with a metaphor is: "Jaxon ’Lightning’ Vega of the Solar Flares and Lyra
’Meteor’ Kael, captain of the Nebula Knights, shone as the match’s metaphorical sun and moon, with Vega’s nimble
moves and pinpoint shooting contrasting Kael’s strategic brilliance and unyielding defense. Their contrasting styles set
the stage for a gripping contest of skill, strategy, and futuristic technology."

User: Now, include each sentence to be no more than 10 words.
Assistant: Jaxon ’Lightning’ Vega (Solar Flares) and Lyra ’Meteor’ Kael (Nebula Knights) starred.
Vega’s swift moves and accurate shots contrasted Kael’s defense and strategy.
A thrilling display of skill, strategy, and futuristic tech unfolded.

User: Next, incorporate alliteration into each sentence.
Assistant: Swiftly soaring, Jaxon "Lightning" Vega led the Luminous Lunar Flares.
Lyra "Meteor" Kael, the Nebula Knights’ noble navigator, countered.
A breathtaking ballet of basketball, soccer, and sci-fi technology transpired.

User: This time, write it in future perfect tense.
Assistant: By the end of the championship, Jaxon "Lightning" Vega will have demonstrated his remarkable agility and
precision.
Lyra "Meteor" Kael will have orchestrated her team’s defense and strategy to counter the opposition.
The spectators will have witnessed a captivating contest of skill, strategy, and futuristic technology.

User: Finally, start every sentence with the letter ’S’.
Assistant: Spectators will be enthralled by the nimble moves of Jaxon "Lightning" Vega, a Solar Flares player.
Simultaneously, Lyra "Meteor" Kael, captain of the Nebula Knights, will command attention with her strategic prowess
and defensive skills.
Showcasing a harmonious blend of basketball, soccer, and state-of-the-art hover technology, the match will unfold.

Figure 13: An example case in the Refinement task where the model adheres to the latest instructions while
neglecting earlier ones. Here, the model correctly paraphrases the third paragraph with future perfect tense and starts
every sentence with the letter ’S’. However, it fails to incorporate a metaphor and alliteration into each sentence.
The sentences are also longer than 10 words.
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Evaluate the response provided below to determine if it meets the specified constraints related to the following article.
Provide an integer score from 1 to 10, taking into account its helpfulness, relevance, accuracy, depth, creativity, and how
well it conforms to the constraints. You should ignore any earlier constraints that contradict to the latter constraints. For
constraints related to word and sentence counts, you must use my provided counts to judge whether the response fulfills
the constraint. Before giving your score, you should first provide a rationale to explain it.

Article to Evaluate Against:
Dear Dr. Elara Thorne,

I hope this message finds you in good health. I am reaching out to discuss the ethical implications sur-
rounding our newest endeavor at Orion Innovations - the MindWeaver. Your expertise in the realm of technology ethics
is essential for guiding our strategy in this groundbreaking project.

...

Response to Evaluate:
Our ethical endeavor utilizes expertise in Orion Innovations’ MindWeaver technology.

Number of words in response: 10
Number of sentences in response: 1

Constraints:
1. List all the adjectives and nouns in the first paragraph initially provided content. Your answers should be separated by
commas and formatted as ’Adjectives: ..., ...; Nouns: ..., ...’.
2. Now, list only those from the first three sentences of the initially provided content.
3. Among these, list those begin with the letters ’e’, ’m’, or ’o’.
4. Arrange in alphabetical order
5. Compose a coherent sentence using all the identified adjectives and nouns in your previous response.
6. Your coherent sentence should be within 20 words.

The evaluation must be structured in the following JSON format:
“‘json
{
"Rationale": "<Explain the rationale of your score.>",
"Score": "<An integer score from 1 to 10.>"
}
“‘

Evaluation Response:
{
"Rationale": "The response does not meet any of the constraints provided. It does not list any adjectives or nouns, it
does not focus on the first three sentences of the initial content, it does not identify words beginning with ’e’, ’m’, or
’o’, it does not arrange anything in alphabetical order, and it does not compose a coherent sentence using identified
adjectives and nouns. The response is also not relevant to the article’s content.",
"Score": "1"
}

Figure 14: An example showing GPT-4 failure to identify relevant constraints which results in an inaccurate
evaluation.
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User: Content: In the bustling city of Gastropolis, where the scent of spices and the sizzle of pans wafted through the
air, there lived a chef named Luminara, whose culinary skills were the stuff of legend. Luminara’s restaurant, The
Enchanted Pot, was tucked away in an alley draped with ivy and fairy lights, a hidden gem known only to the most
adventurous of food lovers.

Luminara was not just any chef; she was a culinary alchemist, blending traditional ingredients with rare,
magical flora and fauna. Her signature dish was the Whimsical Soup, a broth that changed flavor with the mood of the
diner, leaving them delighted and astonished in equal measure.

The story begins on a crisp autumn morning when Luminara received a mysterious letter sealed with an
emerald wax stamp. The letter was an invitation to embark on a quest to discover the legendary Moonberry, an elusive
ingredient said to unlock the true potential of any dish it graced. It was an adventure that could cement Luminara’s
place in the annals of culinary history.

With her trusty talking spatula, Spatulon, by her side, Luminara set out on her quest. She traversed through
the Whispering Woods, where trees shared secrets and the air shimmered with enchantment. She scaled the peaks of
Mount Savor, each step bringing her closer to the Moonberry, which was guarded by the mythical creature known as the
Gastrogriff.

Upon reaching the peak at twilight, Luminara found the Gastrogriff perched beside a single, luminescent
Moonberry bush. With a respectful nod to the majestic beast, she approached and explained her quest for culinary
greatness. The Gastrogriff, impressed by Luminara’s passion and determination, offered her a single Moonberry, its
glow reflecting in her hopeful eyes.

Luminara returned to Gastropolis, her apron stained with the adventures of her journey. The Moonberry
was the star of her next creation, a dish that didn’t just resonate with the diner’s mood but also told a story, a story of a
chef’s quest for the extraordinary.

As patrons of The Enchanted Pot took their first bites, they were transported through Luminara’s journey,
tasting the whispering woods, the icy peaks, and the warmth of triumph. Luminara had not just found an ingredient;
she had woven her tale into the tapestry of Gastropolis’s rich culinary lore. The Enchanted Pot was no longer just a
restaurant; it was a portal to the wonders of imagination, one dish at a time.

Instruction: Write a short summary based on the initially provided content. Do not include any further ex-
planations or extra output in your response.
User: Focus only on Luminara’s quest and her interaction with the Gastrogriff.
User: Use at most 30 words.
User: Rewrite it using Luminara’s first-person perspective.
User: In the summary, use metaphors to describe Luminara’s quest and encounter with the Gastrogriff.
User: Avoid using the words ’Luminara’, ’Moonberry’, and ’Gastrogriff’.

Figure 15: An example of the Refinement task.
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User: Content: In the bustling city of Gastropolis, where the scent of spices and the sizzle of pans wafted through the
air, there lived a chef named Luminara, whose culinary skills were the stuff of legend. Luminara’s restaurant, The
Enchanted Pot, was tucked away in an alley draped with ivy and fairy lights, a hidden gem known only to the most
adventurous of food lovers.

Luminara was not just any chef; she was a culinary alchemist, blending traditional ingredients with rare,
magical flora and fauna. Her signature dish was the Whimsical Soup, a broth that changed flavor with the mood of the
diner, leaving them delighted and astonished in equal measure.

The story begins on a crisp autumn morning when Luminara received a mysterious letter sealed with an
emerald wax stamp. The letter was an invitation to embark on a quest to discover the legendary Moonberry, an elusive
ingredient said to unlock the true potential of any dish it graced. It was an adventure that could cement Luminara’s
place in the annals of culinary history.

With her trusty talking spatula, Spatulon, by her side, Luminara set out on her quest. She traversed through
the Whispering Woods, where trees shared secrets and the air shimmered with enchantment. She scaled the peaks of
Mount Savor, each step bringing her closer to the Moonberry, which was guarded by the mythical creature known as the
Gastrogriff.

Upon reaching the peak at twilight, Luminara found the Gastrogriff perched beside a single, luminescent
Moonberry bush. With a respectful nod to the majestic beast, she approached and explained her quest for culinary
greatness. The Gastrogriff, impressed by Luminara’s passion and determination, offered her a single Moonberry, its
glow reflecting in her hopeful eyes.

Luminara returned to Gastropolis, her apron stained with the adventures of her journey. The Moonberry
was the star of her next creation, a dish that didn’t just resonate with the diner’s mood but also told a story, a story of a
chef’s quest for the extraordinary.

As patrons of The Enchanted Pot took their first bites, they were transported through Luminara’s journey,
tasting the whispering woods, the icy peaks, and the warmth of triumph. Luminara had not just found an ingredient;
she had woven her tale into the tapestry of Gastropolis’s rich culinary lore. The Enchanted Pot was no longer just a
restaurant; it was a portal to the wonders of imagination, one dish at a time.

Instruction: Translate the first paragraph to Chinese. Just provide the translation directly without any fur-
ther explanations or extra output.
User: Base on the initially provided content, answer the question: What magical ingredient did Luminara seek on her
quest, and which mythical creature guarded it?
User: Write a short summary based on the initially provided content. Do not include any further explanations or extra
output in your response.
User: List all the relations of the types [based in, work for, located in, live in] among the entities [person, location,
organization] in the initially given content. Just provide the relations that were explicitly stated in the context without
any further explanations or extra output. Provide the relations in the format of (entity 1, relation, entity 2), (entity 1,
relation, entity 2), .... For example: (Shi Liming, work for, Institute of Zoology).
User: List all the persons and places in the initially provided content. Your answers should be separated by commas and
formatted as ’Person: ..., ...; Places: ..., ...’.
User: List all the adjectives in the initially provided content. Your answers should be separated by commas. Do not
include any further explanations or extra output in your response.
User: Classify the initially provided content into one of the following labels: ethics, sports, music, art, science, literature,
economics, medicine, food, technology, history, travel, education. Just provide the correct label without any further
explanations or extra output.

Figure 16: An example of the Expansion task.

User: Thomas is very healthy, but he has to go to the hospital every day. What could be the reasons?
User: Can you explain why the above question is interesting?
User: I’m curious about the possibility of therapy or rehabilitation being the reason. Can you give me some examples of
injuries or conditions that might require daily therapy sessions?
User: If Thomas is indeed undergoing daily therapy, what would be some signs or behaviors that might indicate this?
I’m thinking of things beyond just visiting the hospital.
User: So, if Thomas exhibits multiple signs from the list you provided, like using a walking aid and experiencing
chronic pain, it’s highly likely he’s undergoing daily therapy?

Figure 17: An example of the Follow-up task. The first two turns are from MT-Bench (Zheng et al., 2023b).
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User: Begin all your responses in the upcoming conversation with the letter o. Keep all your responses under 200 words.
User: Is it morally wrong to break a law you consider unjust?
User: What role do sports play in promoting unity and cultural understanding?
User: Write a product description for a paint set that can help beginner artists hone their skills.
User: Is a vegan diet healthier than a diet including meat?
User: What impact does deforestation have on our global climate?
User: Write a blog post talking about tips to ace job interview.

Figure 18: An example of the Recollection task that tests the model’s obedience to a global instruction given in the
beginning.
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Figure 19: Comparing GPT-4’s ratings to human ratings
across five models. It shows the ratio of GPT-4 ratings
that exceeded human ratings. We observe that GPT-4 is
biased towards its output.

a global instruction provided in the initial turn
throughout the dialogue. We construct this task
based on IFEval (Zhou et al., 2023). At each sub-
sequent turn, the user poses content creation or in-
formation retrieval questions. These questions are
generated by GPT-4 (the full prompts are available
in Figure 4 and 5). We select 14 varied instructions
from IFEval that align well with content creation
and information retrieval tasks to use as the initial
instruction. For each instruction, we construct two
dialogue sessions with 10 dialogue turns, result-
ing in 280 dialogue turns. The description of the
instructions used can be found in Table 9.

The first task is simpler as models can refer to
the dialogue context to understand the task and
identify the labels used for classification, whereas
the second requires models to consistently recall
the initial instruction, which is more challenging.
An example of this task can be found in Figure 18.

Follow-up To construct the Follow-up dialogues,
we expand the 80 two-turn dialogues from MT-
Bench (Zheng et al., 2023b) by adding three extra

turns, adding 240 dialogue turns in total. To ex-
pand the dialogues, human annotators generate the
question. Then we employ GPT-4 to generate a pre-
liminary answer. Then, we recruit student helpers
to review and refine the content as necessary. An
illustrative example of a follow-up task is presented
in Figure 17.

Refinement We construct the Refinement tasks
by formulating two document-based NLP tasks
within a dialogue instance. Each NLP task consists
of six instructions of increasing complexity. These
instructions are generated by prompting GPT-4 to
produce five additional queries for each of the four
NLP tasks: question-answering, summarization,
named-entity recognition, and paragraph rewriting.
We guide GPT-4 to impose an additional constraint
on each successive query (the full prompt is avail-
able in Figure 6). We create four dialogue instances
per document, with each of the four NLP tasks serv-
ing as the initial task, and a different task as the
second task. This process results in 40 dialogue
instances, corresponding to 480 dialogue turns. An
example refinement task can be found in Figure 15.

For the single-turn scenario, we utilize GPT-4
to convert the multiple instructions into a single
instruction using the prompt detailed in Figure 7.

Expansion The Expansion task challenges the
model with a series of NLP tasks based on the
initially provided document. Each instance con-
sists of seven NLP tasks in random order, including
question-answering, summarization, named-entity
recognition, part-of-speech tagging, relation ex-
traction, translation, and classification. Figure 16
illustrates an example of this task.

J Additional Statistics

We show the statistics of each task in Table 10.
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Instruction Description

startend:start_char Start with a particular letter.
startend:start_emoji Start with an emoji.
startend:end_phrase End with a particular phrase.
language:response_language Respond in a particular language.
format:json_format Respond using JSON.
format:bullet_list Using a specified number of bullet lists.
length_constraints:number_sentences Respond with a specified sentence limit.
keywords:existence Include some specific keywords.
change_case:capital_letter Respond in uppercase.
change_case:lowercase Respond in lowercase.
punctuation:no_comma Refrain from using commas.
combination:two_responses Include two different responses.
content:placeholder Include a certain amount of placeholders.
format:constrained_response Reply with one of the provided response options.

Table 9: The descriptions of the instructions used in the Recollection task. Most of it is adopted from Zhou et al.
(2023).

K Additional Results

We show the full result containing GPT-4 in Table
11. We show the breakdown of the results in the
Recollect task in Table 12.

L Inference Cost

We provide an estimate of the number of tokens
in MT-Eval in Table 13 using Llama-2’s tokenizer,
and the cost estimates in Table 14.

M The Impact of Dialogue History in the
Follow-up Task.

We conduct further study to explore the role of dia-
logue history as in-context examples and its impact
on model performance in the Follow-up task. In
this task, the user’s query directly follows the as-
sistant’s previous reply. Modifying the dialogue
history is not as straightforward as in the document
classification task outlined in Section 4.6. To ad-
dress this, we convert the multi-turn setting into a
single-turn one, presenting only a complete query
without prior responses. We employ GPT-4 to con-
dense the relevant information from the dialogue
history into a query for all 240 instances, using the
prompt provided in Figure 8. However, the initial
queries often omit crucial contextual information.
Consequently, we meticulously review and refine
each generated query as needed.

Table 16 presents the performance of various
models in both single-turn and multi-turn settings.
All models exhibit significantly better performance

in the multi-turn setting, indicating the positive
impact of dialogue history on model performance.
To gain further insights, we analyze 30 instances
and compare the differences in the two settings.
We find that the models often leverage previous
responses and explanations to generate improved
responses in the current turn. This also suggests
that high-quality dialogue history plays the role
of in-context learning examples, providing useful
guidance to the model’s response. Figure 20 shows
an example with Qwen-chat-7b, illustrating how
the multi-turn response benefits from the dialogue
history’s intermediate reasoning, leading to an ac-
curate current-turn response.
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Recollection Expansion Refinement Follow-up All

Avg. # Turns
10 7.00 12.00 3.00 6.96

per Dialogue
Avg. # Words

693.09 539.60 882.85 686.82 760.41
in Prompt †

Max. # Words
2331 838 2574 1932 2574

in Prompt †
Avg. # Words

72.07 24.41 78.50 205.88 99.31
in Response †
Max. # Words

289 107 430 444 444
in Response †
Avg. # Words

54.49 156.77 65.89 31.78 60.63
per Turn

Max. # Words
330 474 449 262 474

per Turn
Total # Dialogues 38 10 40 80 168

Total # Turns 380 70 480 240 1170

Table 10: Detailed statistics for individual tasks in MT-Eval. †: Estimated using GPT-4 responses.

Model Avg. Recollection Expansion Refinement Follow-up

GPT-3.5-Turbo 7.72 6.90 7.87 6.92 9.21
GPT-4 9.03 9.61 9.07 7.85 9.60

ChatGLM3-6B 5.49 2.92 5.90 4.73 8.39
Qwen-chat-7B 6.55 5.25 7.02 5.47 8.49
Vicuna-7B-v1.5 6.44 5.45 6.70 5.31 8.31
Llama-2-chat-7B 6.11 3.86 5.87 6.20 8.53
Mistral-Instruct-7B 7.46 7.22 6.98 6.58 9.05

Vicuna-13B-v1.5 7.01 6.27 6.70 6.37 8.68
Llama-2-chat-13B 6.31 3.66 6.37 6.37 8.82
Qwen-chat-14B 7.26 6.21 7.58 6.11 9.12

Mixtral-Instruct-8x7B 7.47 6.17 7.42 6.77 9.52

Table 11: Multi-turn performance in four dialogue tasks including GPT-4. The highest score in each column is
highlighted in bold, while the second-highest score is underlined. We find that GPT-4 is biased toward its outputs.
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Single-Turn Prompt:
Consider this two scenarios:
1. David has three sisters. Each of them has one brother.
2. David has three sisters. Each of them has two brother.

Can you explain how you determined the number of brothers David has in each scenario using logical rea-
soning?

Single-Turn Response: In scenario 1, David has three sisters, and each of them has one brother. Therefore,
David has a total of 3 sisters * 1 brother/sister = 3 brothers.

In scenario 2, David has three sisters, and each of them has two brothers. Therefore, David has a total of 3
sisters * 2 brothers/sister = 6 brothers.

In both scenarios, the number of brothers David has is determined by multiplying the number of sisters he
has by the number of brothers each sister has.

Multi-Turn Prompt:
User: David has three sisters. Each of them has one brother. How many brothers does David have?
Assistant: David has only one brother.
User: If we change the previous question and assume that each sister of David has two brothers, how many brothers
would David have?
Assistant: If each of David’s sisters has two brothers, then David would have two brothers.
User: I have some doubts regarding your first answer. If David’s sisters have one brother, and David is also the brother
of his sister, then how could David has one brother?
Assistant: I apologize for any confusion caused by my previous response. Let’s clarify:

In the original scenario where David has three sisters and each of them has one brother, David is indeed
that one brother. Therefore, David has no other brothers; he is the only brother to his three sisters.

In the modified scenario where each of David’s sisters has two brothers, it implies that David has one addi-
tional brother besides himself. Therefore, in this case, David would have one brother.
User: Can you explain how you determined the number of brothers David has in each scenario using logical reasoning?

Multi-Turn Response:
Sure, I’d be happy to explain my reasoning.

In the original scenario where David has three sisters and each of them has one brother, we can use logical
reasoning to determine that David has no other brothers. Here’s how:

1. David has three sisters.
2. Each of David’s sisters has one brother.
3. Therefore, David is the only brother to his three sisters.

In the modified scenario where each of David’s sisters has two brothers, we can use logical reasoning to
determine that David has one additional brother besides himself. Here’s how:

1. David has three sisters.
2. Each of David’s sisters has two brothers.
3. Therefore, David has one additional brother besides himself.
4. Since David has one additional brother, he has a total of two brothers.

I hope this helps clarify my reasoning. Let me know if you have any further questions.

Figure 20: Comparison of the responses in single-turn and multi-turn scenarios of an instance in the Follow-up task.
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Model
Global Inst. CLS

Single-Turn Multi-Turn Single-Turn Multi-Turn

GPT-3.5-Turbo 8.00 4.61 9.50 9.20
GPT-4 9.75 9.71 9.30 9.50

ChatGLM3-6B 3.61 2.61 6.50 3.24
Vicuna-7B-v1.5 4.61 3.11 8.10 7.80
Llama-2-chat-7B 6.43 2.32 8.10 5.40
Qwen-chat-7B 6.04 2.89 8.30 7.60
Mistral-Instruct-7B 7.54 5.25 9.40 9.19

Vicuna-13B-v1.5 6.46 4.64 7.50 7.90
Llama-2-chat-13B 7.32 2.93 7.70 4.40
Qwen-chat-14B 7.39 4.43 9.40 8.00

Mixtral-Instruct-8x7B 6.93 3.21 8.80 9.13

Table 12: Breakdown of results in the Recollection task. Global Inst. stands for the global instruction following
task, and CLS denotes the document classification task.

Avg. # Input Tokens Avg. # Output Tokens

Inference 1,850,000 230,000
Evaluation 400,000 80,000

Table 13: Average number of input and output tokens in
MT-Eval during inference and evaluation.

Model Input Cost Output Cost Total Cost
Inference GPT-3.5-Turbo 0.93 0.35 1.28

GPT-4-Turbo 18.50 6.90 25.40
Evaluation GPT-4-Turbo 4.00 2.40 6.40

Table 14: Average inference and evaluation cost (USD)
for closed-source models.
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Instruction GPT-4 Vicuna-13B-v1.5 Qwen-chat-14B Mistral-Instruct-7B Mixtral-Instruct-8x7B

change_case:capital_letter 10.00 1.50 0.50 3.50 0.50
change_case:lowercase 10.00 0.00 2.00 2.50 1.50
combination:two_responses 10.00 0.00 4.50 0.00 3.50
content:placeholder 5.00 1.50 1.50 5.50 1.50
format:bullet_list 9.00 6.00 6.00 2.00 6.00
format:constrained_response 10.00 10.00 10.00 5.00 5.00
format:json_format 10.00 8.00 8.00 8.00 3.00
keywords:existence 10.00 0.00 0.00 2.00 1.50
language:response_language 10.00 0.00 9.50 9.50 2.50
length_constraints:number_sentences 6.50 5.00 3.00 0.00 0.00
punctuation:no_comma 10.00 0.00 0.00 0.00 0.00
startend:end_phrase 6.00 9.50 6.00 10.00 6.00
startend:start_char 10.00 5.00 5.00 1.50 0.00
startend:start_emoji 10.00 7.00 0.50 6.50 0.00

Table 15: The number of turns that different models can adhere to the global instructions in the Recollection task,
averaged over two dialogues per instruction.

Model Single-Turn Avg. Multi-Turn Avg.

GPT-3.5-Turbo 9.19 9.21
GPT-4 9.24 9.60

ChatGLM3-6B 7.60 8.39
Vicuna-7B-v1.5 7.88 8.31
Llama-2-chat-7B 7.97 8.53
Qwen-chat-7B 7.98 8.49
Mistral-Instruct-7B 8.78 9.05

Vicuna-13B-v1.5 8.37 8.68
Llama-2-chat-13B 8.30 8.82
Qwen-chat-14B 8.60 9.12

Mixtral-Instruct-8x7B 9.02 9.52

Table 16: Performance of single-turn and multi-turn setting in the Follow-up task. The result of multi-turn is exacted
from Table 2.
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