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Abstract

Toxic content detection plays a vital role in ad-
dressing the misuse of social media platforms
to harm people or groups due to their race, gen-
der or ethnicity. However, due to the nature
of the datasets, systems develop an unintended
bias due to the over-generalization of the model
to the training data. This compromises the fair-
ness of the systems, which can impact certain
groups due to their race, gender, etc. Exist-
ing methods mitigate bias using data augmen-
tation, adversarial learning, etc., which require
re-training and adding extra parameters to the
model. In this work, we present a robust and
generalizable technique BiasWipe to mitigate
unintended bias in language models. BiasWipe
utilizes model interpretability using Shapley
values, which achieve fairness by pruning the
neuron weights responsible for unintended bias.
It first identifies the neuron weights responsible
for unintended bias and then achieves fairness
by pruning them without loss of original per-
formance. It does not require re-training or
adding extra parameters to the model. To show
the effectiveness of our proposed technique for
bias unlearning, we perform extensive exper-
iments for Toxic content detection for BERT,
RoBERTa, and GPT models. 1.

1 Introduction

The rise in popularity of social media platforms
has transformed them into new avenues to nega-
tively influence as well as to harass and intimidate
others. This kind of conduct appears in content
that seeks to harm people or groups due to their
race, gender, or ethnicity. There is always a group
associated with all the negativity, which is termed
as vulnerable/target/protected groups. In its most
severe form, hate speech, a form of harmful ex-
pression, can contribute to real-world incidents of
violence. This conduct frequently undermines the

1Code is available on https://www.iitp.ac.in/
~ai-nlp-ml/resources.html and at the GitHub
repository: https://github.com/20118/BiasWipe

ability of marginalized groups to freely express
their opinions and further isolates them. There-
fore, researchers have explored many techniques to
identify such type of hate/toxic contents for their
removal.

Researchers found that systems can develop un-
intended bias towards these groups due to dis-
tribution of the data. Dixon et al. (2018) inves-
tigated unintended bias in text classifier, which
occurs due to the over-generalization of models
from training data. This bias is known as false
positive bias/lexical bias. Nowadays, pre-trained
transformer-based models have achieved remark-
able success in almost every field of Natural Lan-
guage Processing (NLP). Several studies demon-
strated the bias in these pre-trained language mod-
els (PLMs) (de Vassimon Manela et al., 2021; Bal-
dini et al., 2022) and also their societal harms (Blod-
gett et al., 2020; Bender et al., 2021).

There have been attempts to reduce biases in
the models via (i). data correction and filtering
(Dixon et al., 2018) and (ii). debiasing training of
the models (Zhang et al., 2018). All these tech-
niques add the additional cost of either re-training
the system or addition of more components to the
model. Other lines of work have focused on the
interpretability of transformer-based PLMs. At-
tempts have been made to understand the linguis-
tic information captured by these contextual rep-
resentations (Durrani et al., 2020) and different
self-attention layers (Voita et al., 2019).

In our work, we introduce BiasWipe as an inno-
vative approach to mitigate unintended bias within
text classification systems. BiasWipe operates by
unlearning biased features inherent in the model,
thereby reducing the impact of bias on its perfor-
mance and ensuring fairness. BiasWipe initiates by
pinpointing the neuron weights that contribute to
unintended social bias. By isolating these weights,
we aim to diminish the influence of social bias on
the model’s predictions. We achieve this reduc-
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tion by selectively removing the identified weights
responsible for perpetuating bias.

To showcase the effectiveness of our proposed
approach, we evaluate it on the toxic content detec-
tion for an English language dataset consisting of
Wikipedia comments. We first evaluate the bias in
systems trained using BERT, RoBERTa and GPT
models for toxic content detection. We observed
that these models have different biased behaviour
towards different demographic entities. After bias
identification, we prune a few neuron weights to
remove the bias from the model. The ability to
avoid retraining models is a major advantage of our
proposed technique due to the large computational
cost of fine-tuning language models.

To the best of our knowledge, this is the first
attempt to build a robust and fair system by measur-
ing and reducing social bias utilizing neuron weight
pruning without the need of re-training. Unlike
most bias mitigation strategies that aim to tackle
bias by improving the training data distribution, our
method stands out for its capability to operate even
in situations where access to the training data is
limited or unavailable. The main contributions of
our current work can be summarized as follows:

• We propose a novel and generalizable tech-
nique, BiasWipe, to extract the neuron weights
responsible for unintended bias inside trans-
formers.

• Our approach focuses on reducing unintended
bias within transformer-based models by
selectively pruning the responsible neuron
weights. This facilitates unlearning bias with-
out the requirement of retraining the model
from scratch, thereby streamlining the mitiga-
tion process.

• We demonstrate the effectiveness of our pro-
posed technique on Wikipedia toxic dataset
for BERT, RoBERTa, and GPT models.

• Experimental results on all the models illus-
trate that our proposed technique is highly
effective in debiasing.

2 Related Work

2.1 Transformers Interpretation

The success of pre-trained transformer-based mod-
els has attracted researchers to perform deep inves-
tigations into the interpretability of these models to
shed light on their black-box nature. Efforts have
been made to analyze the knowledge contained

within PLMs (Petroni et al., 2019; Liu et al., 2019a;
Hewitt and Manning, 2019). Many works define
neurons as dimensions in contextualized represen-
tation and study the linguistic information captured
by these representations (Durrani et al., 2020; Dalvi
et al., 2019). Most of the other works focused on
analyzing multi-head self-attention layers (Clark
et al., 2019; Voita et al., 2019) and contributions
of different heads in PLMS. Recent studies (Geva
et al., 2021; Dai et al., 2022a) explore feed-forward
neural networks, which are present at every layer
of the transformers models. They find that neu-
rons of these layers encode word patterns and con-
cepts. Authors in Wang et al. (2022) discover skill
neurons in feed-forward neural layers for prompt
learning-based PLMs and prove that these skill
neurons encode task-specific skills. Similarly, Dai
et al. (2022b) identified and analyzed knowledge
neurons in feed-forward networks for given factual
knowledge for the fill-in-the-blank task in BERT.

2.2 Bias Detection and Mitigation

The research community has shown a growing in-
terest in addressing biases in NLP systems (Field
et al., 2021). This increased attention is driven not
only by the importance of fairness in AI, but also
because of its importance in increasing the overall
robustness of systems. Two different forms of bi-
ases have been addressed in the literature, bias in
the word embeddings and bias in downstream tasks.
Researchers found that static word embeddings
and contextual word embeddings exhibit different
types of biases (Bolukbasi et al., 2016; Jentzsch
et al., 2019; Gonen and Goldberg, 2019). Attempts
have been made to debias these embeddings (Dev
et al., 2020; Kaneko and Bollegala, 2021; Joniak
and Aizawa, 2022; Nadeem et al., 2020) for gender
or race bias.

There are prior studies that investigate different
forms of bias in text classifiers. Dixon et al. (2018)
investigated false positive bias in abusive language
detection datasets due to the model overgeneraliza-
tion from the training data. They also proposed a
mitigation technique to re-train the model again by
augmenting new training data. It is also found that
false positives in hate-speech detectors are often
due to the presence of keywords related to race, gen-
der, or sexuality (Davidson et al., 2017; Park et al.,
2018) or due to African-American English (David-
son et al., 2019). Gender (Thelwall, 2018; Sweeney
and Najafian, 2020), racial, and unintended biases
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against non-native English are also investigated in
sentiment classification systems (Kiritchenko and
Mohammad, 2018; Zhiltsova et al., 2019). They
evaluated several sentiment systems and found that
these systems provide higher sentiment intensity
predictions for one race or one gender. More re-
cently, Goldfarb-Tarrant et al. (2023) proposed an
Equity Evaluation Corpus to measure racial and
gender bias in German, Chinese, Japanese, and
Spanish sentiment classifiers.

According to Garg et al. (2023), bias mitigation
techniques can be classified into two categories,
viz., data correction and filtering (pre-processing)
or debiased training of downstream models (in-
processing). Data correction and filtering involve
upsampling (Dixon et al., 2018; Zhao et al., 2017),
use of wordnet hypernym-tree (Badjatiya et al.,
2019), or data filtering approaches to obtain the
training samples that will lead to better generaliz-
ability which reduce bias as a by-product (Zhou
et al., 2021). Debiased training involves regulariz-
ing loss function (Kennedy et al., 2020), multi-task
learning (Vaidya et al., 2020), ensemble based debi-
asing (Zhou et al., 2021), and adversarial learning
(Zhang et al., 2018; Sun et al., 2019). All these tech-
niques require re-training the model by augmenting
data or adding additional parameters. A recent at-
tempt has been made by Baldini et al. (2022) to
study the impact of model size, data, and random
initialization on fairness of the model. They adapt
two tabular data post-processing bias mitigation
techniques to NLP tasks (Wei et al., 2020; Hardt
et al., 2016) to enhance the group fairness of lan-
guage models. However, in our work we focus on
individual entity fairness instead of a group.

There are attempts to mitigate bias using post-
processing methods, particularly in tabular datasets.
These methods aim to adjust specific classifica-
tion outcomes to improve metrics like equalized
odds or equality of opportunity (Hardt et al., 2016).
Madras et al. (2018) proposed LAFTR (Learn-
ing Adversarially Fair and Transferable Repre-
sentations), a debiasing method that limits unfair-
ness metrics by employing an adversarial objec-
tive function. Corbett-Davies et al. (2017); Menon
and Williamson (2018) introduced using separate
thresholds for different demographic groups to im-
prove the accuracy and fairness of the model. Sim-
ilarly, Mutual Information-based Fair Representa-
tions (L-MIFR), proposed by Song et al. (2019)
manages the balance between expressiveness and

fairness using mutual information objectives within
a Lagrangian dual optimization framework.

Our work stands out from the existing ap-
proaches in the following ways:

(i) Post-processing Bias Mitigation: Unlike
many existing methods in NLP that require modifi-
cations to the training data or additional parameters
during model training, we focus on bias mitigation
through a post-processing technique. Our approach
to bias mitigation involves pruning the identified
biased weights, thus eliminating the need for re-
training the system from scratch. This streamlined
approach is applicable across various language
models, offering a practical and efficient solution
to bias mitigation.

(ii) Model Interpretability: By employing tech-
niques for model interpretability, we gain insights
into the inner workings of the model, allowing us
to pinpoint and address bias more efficiently.

3 Methodology

3.1 Objective

Given a corpus C = sj , yj , for j ∈ 1, ..., N ,
where sj is the input sentence, yj is the class la-
bel, and a transformer-based pre-trained classifica-
tion model M(.) that maps the sentence sj to label
yj = M(sj). Our objective is to mitigate the unin-
tended bias in the model M and achieve fairness
by modifying a few of the weights of model M(.),
all without adding extra parameters or re-training
the model.

3.2 Target Models and Datasets

We focus on transformer-based classification mod-
els due to their success in other NLP tasks (Mamta
and Ekbal, 2024; Xu et al., 2019; Mamta and Ek-
bal, 2025). We choose viz., BERT (Devlin et al.,
2018), RoBERTa (Liu et al., 2019b), and GPT2
(Radford et al., 2019) models trained on Wikipedia
Talk Pages (WTP) (Dixon et al., 2018). The WTP
dataset contains 127820 comments, which were
curated from English Wikipedia. The dataset is
labeled for toxic and non-toxic classes. The BERT,
RoBERTa, and GPT2 models are trained to classify
the tweet into one of the two classes, viz., toxic and
non-toxic.

3.3 Measuring Unintended Bias

Dixon et al. (2018) measures the bias in Con-
volutional Neural Networks (CNNs) trained on
Wikipedia Talk Pages using a template dataset.
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The template set contains both toxic and non-toxic
phrases for each entity. It contains a total of 77,000
instances, 50% of which are toxic. It allows for
direct evaluation of unintended model bias for com-
paring performance across each entity. We lever-
age this template dataset to validate our approach
and illustrate how our method effectively reduces
the identified biases. We first analyze all cases of
the non-toxic class misclassified to the toxic class
(false positives of the toxic class) and then infer that
all instances containing keywords related to certain
demographic groups are given unreasonably high
toxic scores. Model Bias is computed using false
positive and false negative rates for each entity term
present in the template dataset. A fair model shows
consistent false positive and false negative rates
across all entity terms, i.e., False positive equal-
ity difference (FPED) and false negative equality
difference (FNED) should be close to zero. On
the other hand, significant differences among these
values suggest presence of unintended bias in the
model. FPED and FNED are defined as follows:

FPED =
∑c

i=1|FPR− FPRi| (1)

FNED =
∑c

i=1|FNR− FNRi| (2)

Here, c is the number of entities. These matri-
ces aggregate the difference between the overall
false positive/negative rate and entity-specific false
positive/negative rate.

Model
Tokenizer

W1act - W2cou

Target Model

Model
Interpretation

Weight
Importance

W2cou

Top k

Weight
Importance

W1act

Figure 1: Proposed Workflow of BiasWipe.

Table 1 shows the frequency of entity terms ap-
pearing in the Wiki dataset. The entity gay appears
in 3% of toxic comments but only 0.5% of the
complete dataset. Similarly, entity homosexual ap-
pears in 0.20% toxic comments and 0.80% of the
overall dataset. Dixon et al. (2018) illustrates that
this kind of setting can lead to overgeneralization
of some entities, i.e., the model assumes that the
sentences containing these entities are always toxic

Entity Complete Data Toxic Class
muslim 0.10 0.20

gay 0.5 3
hindu - -
black 0.6 0.70
sikh -

lesbian 0.04 0.10
transgender 0.02 0.04
homosexual 0.20 0.80

feminist 0.05 .05
white 0.70 0.90

hetrosexual 0.03 0.02
islam 0.08 0.10

bisexual 0.03 0.01
feminist 0.05 0.05

Table 1: Frequency of entities in complete dataset and
only toxic comments.

irrespective of the context in which they appear.
This results in an increase in false positive scores
for such identity terms.

3.4 Bias Mitigation

The presence of unintended bias can lead to models
focusing solely on lexical features while disregard-
ing contextual cues when making predictions. To
address this issue, we propose BiasWipe, a novel
and generic technique for mitigating unintended
bias in transformer-based models. The BiasWipe
aims to identify and selectively remove the weights
responsible for bias, thereby reversing the model’s
learned unintended biases. Unlike traditional ap-
proaches that require modifying training data or
model architecture, BiasWipe operates as a post-
processing technique.

The BiasWipe involves employing model inter-
pretation techniques, such as Shapley Values (Lund-
berg and Lee, 2017), to identify the specific model
weights contributing to bias. It requires access to
the trained model and a small set of data samples
representing biased demographic entities. Figure 1
illustrates the overall architecture of BiasWipe. To
identify biased weights, we generate a counterfac-
tual dataset from a template dataset (Dixon et al.,
2018). This dataset is generated by removing entity
words from templates. Our goal is to identify the
neuron weights that most strongly influence biased
behavior in the network, especially when specific
demographic words appear in non-toxic sentences.

We adopt a three-step approach to identify im-
portant weights: (i) Compute weight importance
scores for both the actual template set (W1act) and
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the counterfactual set (W2cou); (ii) Calculate the
difference between these weight importance matri-
ces (W1act and W2cou) to identify biased weights
in the network (greatest difference); (iii) Prune a
subset of weights with highest difference to miti-
gate bias.

3.4.1 Neuron Weights in Transformers
A pre-trained transformer model is typically
stacked with multiple identical transformer layers.
Each layer comprises a self-attention module and
a feed-forward network (FFN). The FFN compo-
nent accounts for approximately two-thirds of the
model’s parameters (Wang et al., 2022). In trans-
formers, the FFN in each layer comprises two dense
layers: an intermediate layer and an output layer.
Mathematically, it can be represented as:

FFN(e) = Gelu(eWT
1 + b1) W2 + b2 (3)

Here, e represents the hidden embeddings of the
token, Gelu denotes the activation function, W1

and W2 denote the weight matrices learned during
training, and b1 and b2 represent the biases.

We focus our investigation on the neuron weights
across all layers of the model to address bias.

3.4.2 Creation of Counter Factual Dataset
The initial step of BiasWipe involves the creation
of a counterfactual dataset. This dataset is gener-
ated by removing entity words from templates. For
example, consider the template "hug lesbian." The
corresponding counterfactual sentence would be
simply "hug." This counterfactual dataset is pivotal
in bias mitigation, as it allows us to identify bi-
ased weight connections of neurons. To create the
counterfactual dataset, we focus on the false posi-
tives (non-toxic samples which are predicted toxic)
of entity ei from the template set. Specifically, if
the model exhibits bias towards a particular entity,
such as gay, we first prepare template subsets with
data samples containing the entity term (Te). We
then create a counterfactual template subset (T ′

e)
by removing the entity term from Te.

3.4.3 SHAP for Model Interpretation
To find the biased weights, we find the weight im-
portance matrix using Shapley values, a model in-
terpretability technique (Lundberg and Lee, 2017).
We choose SHAP for interpretation because it is the
only weighting scheme satisfying some natural ax-
ioms like (1) anonymity (treating all weights identi-
cally); (2) efficiency (ensuring the total value); and

(3) natural monotonicity (Lundberg and Lee, 2017).
Shapley values determine the contribution of each
neuron weight in the model. Shapley values aim
to attribute the value of a particular outcome to
each of the contributing factors or features. They
consider all possible combinations of features and
calculate the marginal contribution of each feature
to the prediction, averaging over all possible order-
ings in which the features could be added to the
model.

3.4.4 Biased Weight Identification and
Pruning

Using these Shapley values, we perform model
interpretation on false positives associated with
entity ei to find the weight importance for both
the template set (W1act) and the counterfactual
set (W2cou). By computing the difference be-
tween the weight importance matrices (W1act -
W2cou), we identify which weights undergo a
significant change in importance when the demo-
graphic word is removed. Notably, the most sub-
stantial difference between the matrices highlights
the weights likely responsible for bias in the net-
work. These weights contribute to the network’s
over-generalization, conveying the erroneous infor-
mation that the demographic entity is toxic. Finally,
based on the disparity in weight importance scores,
we prioritize the weights that most significantly
contribute to bias in the network (top k). Pruning
these weights, i.e., setting them to zero, diminishes
their influence, thereby mitigating bias in the model
and enhancing its fairness.

3.4.5 Word Contributions
In addition to finding weights contributions, we use
the Shapley algorithm at inferencing time (Lund-
berg and Lee, 2017) to determine the relevance
of each word in a given sentence against the tar-
get model. Shapley calculates the relevance score
for each word based on possible coalitions for a
particular prediction (Mamta et al., 2023).

We adapt SHAP for BERT, RoBERTa, and GPT
based classification models by implementing a cus-
tom function for pre-processing the input data to
obtain predictions from the target model. In addi-
tion, we create an explicit word masker to tokenize
the sentence into sentence fragments consisting of
words, which serve as a basis for word masking
in SHAP (here, mask refers to hiding a particu-
lar word from the sentence). The input sentence,
along with the designed masker, is passed to SHAP,
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generating various masked combinations of the sen-
tence. These masked sentence fragments are fur-
ther passed to the tokenizer. It converts the words to
sub-words and generates input, segment, and mask
embeddings for each subword unit and generates
the final representation by performing a summation
of all the three embeddings (Devlin et al., 2018).
Finally, this combined representation of these vec-
tors for each masked version is passed to the target
model to obtain the output probabilities, which are
further returned to SHAP to obtain the relevance of
each word for the final prediction for the predicted
class following Mamta and Ekbal (2023, 2022).

4 Experimental Setup

All implementations utilize PyTorch, a widely used
Python deep-learning framework. Experiments are
executed on an NVIDIA GeForce RTX 2080 Ti
GPU 2.

5 Baselines

Our proposed technique is a post-processing tech-
nique. There are no other baselines with similar
objectives that employ post-processing bias miti-
gation techniques in NLP. Therefore, we compare
our proposed bias mitigation strategy with the fol-
lowing baselines:

• Bert-base (Devlin et al., 2018): BERT-base
toxic classifier is fine-tuned on Wiki datasets
by adding a classification layer at the top of it.

• RoBERTa-base (Liu et al., 2019b): RoBERTa-
base is also fine-tuned on Wiki datasets by
adding a classification layer at the top of it.

• GPT2 (Radford et al., 2019): We fine GPT2
for Wiki dataset toxic classification.

6 Experimental Results and Analysis

This section includes a full explanation of the ex-
perimental results. It presents the results outlining
the comparison between the baseline models and
our proposed debiasing technique, along with their
variations. Accuracy, False Positive Rate (FPR),
False Positive Equality Difference (FPED), and
False Negative Equality Difference (FNED) met-
rics are employed for comparison. The template
set is used to evaluate bias, and therefore, FPED
and FNED values are calculated exclusively for
the template set. Figures 2 and 3 depict the false

2More details are present in Appendix C.

Model Variant Type Accuracy FPED FNED
BERT BERT Test 96.78 - -

Template 83.28 6.1 4.75
Unlearn 1 Test 96.4 - -

Template 83.3 3.78 4.93
Unlearn 2 Test 96.28 - -

Template 84.6 3.00 4.90
Unlearn 3 Test 96.26 - -

Template 85.11 2.40 3.84
RoBERTa RoBERTa Test 95.68 - -

Template 82.45 7.31 5.89
Unlearn 1 Test 95.46 - -

Template 83.75 4.27 5.23
Unlearn 2 Test 95.32 - -

Template 83.34 3.15 5.65
Unlearn 3 Test 95.61 - -

Template 84.89 2.76 4.32
GPT2 GPT2 Test 96.50 - -

Template 84.50 3.68 4.69
Unlearn 1 Test 96.40

Template 86.30 2.22 4.87
Unlearn 2 Test 96.20

Template 86.62 1.11 3.44

Table 2: Results on Wiki dataset for BERT, RoBERTa,
and GPT2 models. The bold values indicate best scores.
Here, FPED: False Positive Equility Difference, and
FNED: False Negative Equality Difference. FPED and
FNED values are calculated on template set only.

positive rate (FPR) of the entities (template set)
for the trained BERT and GPT2 models. It is ev-
ident from the figures that BERT model exhibits
high bias towards transgender, gay, homosexual,
and lesbian entities (high FPR). GPT2, on the other
hand, shows bias towards gay and homosexual en-
tities. Results on template set after debiasing the
BERT, RoBERTa, and GPT2 models are presented
in Table 2. Additionally, we show the results on
the actual test to demonstrate the performance on
the test set after debiasing. Table 2 also indicates
the presence of bias in the actual BERT, RoBERTa,
and GPT2 models, as indicated by high values of
FPED on the complete template set.

For BERT and RoBERTa models, we employ
three sequential unlearning steps. In the first step
of unlearning (unlearn 1), we utilize false positive
samples of the gay entity for unlearning and prune
100 (top k) biased weights. We observe that un-
learning bias due to the gay entity significantly
reduces bias of the other entities as well. This be-
havior is illustrated in Figures 2 and 3. Similarly,
the second (unlearn 2) and third steps (unlearn 3)
of unlearning help the model reduce bias due to ho-
mosexual and lesbian entities. Likewise, the GPT2
model employs two unlearning steps (unlearn 1 and
unlearn 2) to address bias stemming from homo-
sexual and gay entities. Our proposed technique
significantly reduces the FPR for biased entities
without significantly compromising performance
on the test set, and without additional re-training.
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Figure 2: False positive rate for all entities for BERT model.
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Figure 3: False positive rate for all entities for GPT2 model.

There is a significant decrease in FPED and FNED
on the template set. The effectiveness of BiasWipe
in reducing bias illustrates that our technique can
effectively detect neurons weights responsible for
bias in the network and can reduce bias by pruning
only small fractions of biased weights.

6.1 Ablation Study
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Figure 4: Affect of different weight pruning values on
FPED and FNED (third unlearning step of BERT).

We conduct experiments with various weight

pruning values to assess their impact on the fair-
ness of the model. Figures 4 and 5 illustrate the
results for BERT and RoBERTa models, respec-
tively, focusing on the third (final) unlearning step.
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Figure 5: Affect of weight pruning on FPED and FNED
(third unlearning step of RoBERTa).

The initial two steps involve debiasing the model
for gay and homosexual entities, while the third
step targets bias associated with the lesbian en-
tity. Our observations reveal that pruning biased
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Entity Example Actual Label BERT RoBERTa GPT2 Focus BW BERT BW RoBERTa BW GPT2 FAU
Transgender hug transgender non-tox tox tox tox transgender non-tox non-tox non-tox hug

Gay Abdul is a fantastic gay non-tox tox tox tox gay non-tox non-tox non-tox fantastic
Lesbian Lucas is a great lesbian non-tox tox tox tox lesbian non-tox non-tox non-tox great
Trans Lucas is a fun trans non-tox tox tox tox trans non-tox non-tox non-tox fun

Homosexual Mahir is a fun Homosexual non-tox tox tox tox Homosexual non-tox non-tox non-tox fun
Muslim Abdul is a best Muslim non-tox tox tox tox Muslim non-tox non-tox non-tox best

Table 3: Qualitative Analysis: Results of different models on template dataset. Here non-tox: non-toxic, tox: toxic,
FAU: Focus after Unlearning, BW: BiasWipe (debiased model)

weights reduces the false positive equality differ-
ence (FPED). However, beyond a certain threshold,
increasing the number of pruned weights results in
elevated FPED values. This suggests that removing
a large number of neuron weights may eliminate
crucial weights responsible for accurate classifica-
tions. Moreover, pruning more than 100 weights
(e.g., 150 and 200) leads to lower FPED values
but concurrent increases in false negative equal-
ity difference (FNED) values. Similarly, for the
RoBERTa model, we observe a decrease in FPED
with an increase in the number of pruned weights.
However, FNED values increase beyond a certain
threshold (e.g., 100). Based on our experimenta-
tion, we determine 100 to be the optimal pruning
value in our case, as it stabilizes both FPED and
FNED. We hypothesize that pruning a large number
of neuron weights may adversely affect the fairness
of the model.

6.2 Qualitative Analysis

To demonstrate the effectiveness of the BiasWipe
technique, we utilize model explainability to ex-
plain the predictions of toxic classification models.
We extracted the tokens responsible for classifica-
tion using the Shapley algorithm (Section 3.4.5).

Table 3 showcases examples of non-toxic cases
from the template dataset that were originally mis-
classified by BERT, RoBERTa, and GPT2 models.
This misclassification can be attributed to the pres-
ence of an entity keyword, where the model’s focus
on entities resulted in a toxic prediction. In Table
3, we show the first important word predicted by
Shapley, illustrating the model’s tendency to over-
generalize entities as toxic, thereby leading to toxic
predictions. Upon pruning biased neuron weights
using the BiasWipe approach, we observed a shift
in the model’s focus to another keyword (FAU: Fo-
cus after unlearning). This shift in focus helps the
model to correctly classify the examples.

7 Conclusion

We proposed a novel technique BiasWipe to en-
hance the fairness of toxic classification systems.
Our proposed post-processing technique utilizes
model interpretability to mitigate within the model.
It effectively detected the neuron weights respon-
sible for unintended bias in the model and pruned
them to ensure fairness. Our proposed technique
mitigated the bias without additional re-training or
components. We demonstrated the effectiveness
and generalizability of the proposed method for
BERT, RoBERTa, and GPT models. To illustrate
the effectiveness of BiasWipe qualitatively, we used
model explainability to explain how it helped the
model in unlearning bias.

In the future, we plan to extend this work to other
classification tasks involving other monolingual
and code-mixed languages. We believe that our
proposed approaches can also be used to reduce the
bias of the systems in code-mixed settings.

Limitations

Like most studies, this study has some limitations
that could be addressed in future research. The
scope of our current work is confined to the En-
glish language. However, bias can be present in
other language datasets also. In the future, our ef-
forts will focus on enhancing our work in other
monolingual and code-mixed languages.
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A Ablation Study

We also conduct experiments with various weight
pruning values to assess their impact on the accu-
racy of the model. Figure 6 illustrates the results for
BERT and RoBERTa models, respectively, focus-
ing on the third (final) unlearning step. The initial
two steps involve debiasing the model for gay and
homosexual entities, while the third step targets
bias associated with the lesbian entity. We have
analysed the tradeoff between accuracy and the
number of pruned weights for BERT and RoBERTa
models. We observed that pruning a large number
of neuron weights adversely affects the model’s
performance. For example, in case of BERT model,
pruning upto 100 weights has increased the ac-
curacy of the model on template set. However,
pruning 250 weights has reduced the accuracy by
4.14%.

B More Experiments

To demonstrate the effectivenss BiasWipe, we per-
form experiments on Hate-Speech-and-Offensive-
Language (HSOL) dataset (Davidson et al., 2017).
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Entity Original BERT Unlearn 1 (lesbian) Unlearn 2 (queer)
gay 43.06 1.06 1.04

hetrosexual 45.71 6.47 2.06
white 46.76 0.40 0.26

bisexual 59.31 5.02 4.36
homosexual 93.53 10.17 6.61

lesbian 96.21 43.59 32.76
queer 95.12 85.75 2.77

Table 4: False positive rates of entities for BERT and debiased models (Hate-Speech-and-Offensive-Language
dataset)
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Figure 6: Affect of weight pruning on Accuracy (BERT
and RoBERTa). These results are for third unlearning
step.

Dataset is crawled from Twitter annotated using
the Twitter API. with HSOL is a dataset for hate
speech detection. Dataset contain 24,802 tweets
annotated for three categories, namely, hate speech,
offensive but not hate speech, or neither offensive
nor hate speech. We treat the hate speech and offen-
sive classes as one class. Therefore, we performed
experiments on binary classes, viz., hate-offensive
and neutral.

Table 4 depicts the false positive rate (FPR) of
the entities (template set) for trained BERT model.
We show the FPR for entities before unlearning
(original BERT) and after unlearning. It is evident
from the Table that BERT model exhibit bias to-
wards gay, homosexual, white, bisexual, homosex-
ual, queer, and lesbian entities (high false positive
rate). For BERT model, we employ two sequential
unlearning steps. In the first step of unlearning
(unlearn 1), we utilize false positive samples of the
lesbian entity for unlearning and prune 100 (top k)
biased weights. We observe that unlearning bias
due to the lesbian entity significantly reduces bias
of the other entities as well. Similarly, the second

Hyper-parameter Values BERT RoBERTa
Learning rate 1e5, 2e-5,3e-5,5e-5 3e5 3e-5
Batch size 8,16,32 16 16

Table 5: Hyper-parameter values for BERT and
RoBERTa models

(unlearn 2) step of unlearning helps the model re-
duce bias due to queer entity. Table 4 illustrates
that unlearning lesbian and queer entities have sig-
nificantly reduced the bias due to homosexual, bi-
sexual, white, hetrosexual, and gay entities.

We also analyzed the accuracy on the test set
to observe the effect of unlearning on actual per-
formance of the model. We observe the original
accuracy on test set (original BERT) came out to
be 95.92% and after second unlearning step, accu-
racy is 95.34%. Our proposed technique signifi-
cantly reduces the FPR for biased entities without
compromising performance on the actual test set
without additional re-training. The effectiveness
of BiasWipe in reducing bias illustrates that our
technique can effectively detect neurons weights
responsible for bias in the network and can re-
duce bias by pruning only small fractions of biased
weights.

C Experimental Setup

The target models, BERT-base and RoBERTa-base,
employ 12 transformer blocks with a hidden size
of 768 and 12 self-attention heads. BERT and
RoBERTa consist of 110 million and 125 mil-
lion parameters, respectively. Optimization is
performed using the Adam optimizer, updating
weights based on categorical cross-entropy loss.
Hyperparameters are fine-tuned using grid search
to determine the optimal parameter sets. We exper-
iment with hyper-parameters shown in Table 5 to
train target models.
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