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Abstract

The emergence of personalized generation has
made it possible to create texts or images that
meet the unique needs of users. Recent ad-
vances mainly focus on style or scene trans-
fer based on given keywords. However, in
e-commerce and recommender systems, it is
almost an untouched area to explore user his-
torical interactions, automatically mine user
interests with semantic associations, and cre-
ate item representations that closely align with
user individual interests. In this paper, we pro-
pose a brand new framework called Interest
Augmented Multimodal Generator (I-AM-G).
The framework first extracts tags from the mul-
timodal information of items that the user has
interacted with, and the most frequently oc-
curred ones are extracted to rewrite the text de-
scription of the item. Then, the framework uses
a decoupled text-to-text and image-to-image
retriever to search for the top-K similar item
text and image embeddings from the item pool.
Finally, the Attention module for user interests
fuses the retrieved information in a cross-modal
manner and further guides the personalized gen-
eration process collaborating with the rewritten
text. We conducted extensive and comprehen-
sive experiments to demonstrate that our frame-
work can effectively generate results aligned
with user preferences, which potentially pro-
vides a new paradigm of Rewrite and Retrieve
for personalized generation.

1 Introduction

If you love adventure movies, which poster in Fig-
ure 1 would catch your eyes and make you itch to
go to the cinema? Or, if the monotonous uniformity
of clothing has led to your aesthetic fatigue, but
the platform generates a unique adventure-themed
T-shirt based on your past interests, would you be
excited and buy it without hesitation? In this era
of information homogenization (Lombardo et al.,
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Figure 1: An example illustration for I-AM-G.

2019), a personalized T-shirt that resonates with
your personal flair, a movie poster that highlights
your favorite idol and style, or an illustration from
a news article that piques your interest could all
spark your desire to explore. In real-scenarios like
recommender systems, personalized generation is
a strategy to win over a diverse user base, because
custom-generated images can precisely cater to
user preferences for items. Moreover, it facilitates
users to discover the content they truly enjoy.

Despite the high potential and practical use in on-
line advertisement platforms, exploring user prefer-
ences for personalized generation remains largely
unexplored. Most works focus on mining user in-
terests and recommending based on existing item
information (Wu et al., 2024b), but do not involve
content customization for users. Early advances
in generation have focused on using keywords for
style transfer (Ye et al., 2023; Song et al., 2024)
or facial transformations (Wang et al., 2024) on
given images, without considering user preference
information. An intuitive idea is to let users input
keywords based on their preferences to generate
images they like. However, users often cannot pre-
cisely express their interests, making it difficult for
the generator to create personalized representations.
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Recent study (Shen et al., 2024) has attempted to
address this issue, but it is still tough to extract user
interests for satisfactory generation results.

Specifically, the challenges are twofold. First
is how to explore user interests. Due to the pres-
ence of preference ambiguity (Maafi, 2011), the
interests expressed by users may be subjective
and obscure, which is also a common preference
elicitation problem in psychology. For exam-
ple, you might know you like Fast and Furious,
but it’s hard to pinpoint what exactly you like
about it. Similarly, you enjoy watching Forrest
Gump, but it’s difficult to summarize what both
movies have in common that attracts you. Second
is how to let generator better utilize the interests.
Although a user’s interest can largely represent
their preferences, there is still a gap for creating
images that users truly like. Therefore, it is neces-
sary to mine the relationship between user interests
and item semantic representations. For instance,
cute might mean a bow in outfit generation, but in
movie posters, it may mean a cartoon style or bril-
liant color. If user interests can be used to explore
semantically similar items as supplementary fea-
tures for the objective item, then their knowledge
could guide the personalized generation process.

To tackle the challenges above, we propose
Interest Augmented Multimodal Generator (I-AM-
G) for item personalization. Given the issue of
user preference ambiguity, we propose the Interest
Rewrite strategy, which uses pre-trained language
models to extract various modal tags for items. For
each user, we aggregate these tags from their histor-
ical interactions and select the most frequent ones
as the user’s explicit interests. These interests are
then filled into templates to rewrite item descrip-
tions. Moreover, to compensate for the semantic
relationships ignorance, we innovatively introduce
the Interest Retrieve Attention (IRA) module. This
module explores the relevance of interests based
on embeddings from different modalities of items.
It first uses retrieval techniques to find the top-K
most similar items to the rewritten description in
text, and top-K images similar to the objective
item as references. Then, the Attention mecha-
nism (Vaswani et al., 2017; Zhang et al., 2021)
focuses on the relevant parts of text embeddings
in the item pool, and integrates image modal in-
formation in a cross-modal manner, providing the
generator with solid representational basis.

Based on the aforementioned features of rewrit-
ten text and the fused semantic information from

single and cross-modalities, the generator is trained
under these informative condition, and generates
image representations that match user interests. We
conduct extensive experiments of the generated
results, including human study and GPT evalua-
tion, to demonstrate the superiority of our frame-
work. In summary, our contributions are three-
fold: 1) We highlighted the significant gap in ex-
isting generation models concerning personalized
generation based on user interests, and we identi-
fied two major challenges: preference ambiguity
and semantic correlation ignorance. 2) We pro-
posed the I-AM-G framework for item personal-
ized generation, which includes Interest Rewrite
and Interest Retrieve Attention. These compo-
nents aggregate user preference tags and deeply
integrate semantic information, respectively, pro-
viding personalized features for model training and
inference. 3) We conducted extensive experiments
with various metrics. The generated results demon-
strated the effectiveness of our method, which is
expected to facilitate further development of per-
sonalized generation. Our code is available at
https://github.com/xqwustc/I_AM_G.

2 Related Work

2.1 Multimodal Generation

With the rapid advancement of generative mod-
els, multimodal generation has gained increasing
attention (Yin et al., 2023). Apart from auto-
regressive models (Ramesh et al., 2021; Yu et al.,
2022), early pioneers like Generative Adversar-
ial Networks (GANs) (Goodfellow et al., 2020;
Dong et al., 2024) and Variational Autoencoders
(VAEs) (Kingma and Welling, 2013) initiated mul-
timodal learning and generation. In GANs, the gen-
erator and discriminator engage in adversarial train-
ing, enabling the generator to produce increasingly
realistic data. VAEs, on the other hand, learn repre-
sentations of data in a latent space. To bridge the
gap between image and text embeddings in the la-
tent space, CLIP (Radford et al., 2021) was trained
on 400 million text-image pairs, making it possi-
ble to obtain representations of text and images in
the same latent space. The advent of Diffusion (Ho
et al., 2020) marked a new phase in generative tasks.
Utilizing the latent representation learning capabil-
ity of VAEs and the multimodal feature extraction
of CLIP, Diffusion Models (Rombach et al., 2022)
learn the distribution of noise in the latent space to
generate samples cooperated with the U-Net (Ron-
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neberger et al., 2015). Based on Diffusion, many
multimodal generation frameworks and fine-tuning
techniques have emerged rapidly. Recent advances
like Textual Inversion (Gal et al., 2023) and Dream-
Booth (Ruiz et al., 2023) aim to learn implicit rep-
resentations of objects or styles (Deng et al., 2024).
The former learns a fixed embedding, while the
latter fine-tunes the entire Diffusion model. Simi-
larly, Openjourney (Lee et al., 2024) fine-tunes on a
large dataset from Midjourney, incorporating more
style knowledge and achieving excellent results. As
specific applications, IP-Adapter (Ye et al., 2023),
InstantID (Wang et al., 2024), and MoMA (Song
et al., 2024) succeeded in transferring image style
and human face.

Meanwhile, although there have been many im-
provements to Diffusion Models (Song et al., 2021;
Li et al., 2024), none specialize in learning user in-
terests and cannot comprehend user preferences for
generation. PMG (Shen et al., 2024) is a concurrent
work on item representation generation with user
preference; though it is a brave attempt, it does not
adequately consider how to utilize item features in
a multi-modal context, nor does it consider how to
leverage the semantic information of other items
to collaboratively guide reliable personalized gen-
eration. Our proposed framework addresses these
challenges in a harmonious manner.

2.2 Generative Personalized Recommendation
Currently, most personalized recommender sys-
tems mine users’ historical interactions to recom-
mend items from a set of candidate items (Wu
et al., 2024b; Zhang et al., 2024). In traditional
recommender systems, all item contents remain
identical. They overlook that customizable item
representations (e.g. text, image) could achieve
better attraction. Now, some e-commerce web-
sites have introduced personalized clothing gen-
eration services (Zhu et al., 2023), presenting a
finer-grained personalization challenge for recom-
mendation. Current works adopting generation for
recommendations mainly involve using LLM (Hou
et al., 2024), some utilize its zero-shot ability
to rank (Zhuang et al., 2023), recommend next
POI (Feng et al., 2024), and for conversational rec-
ommendation (He et al., 2023), while others use it
as a part to predict the next item (Ji et al., 2024),
generate personalized news narrative (Gao et al.,
2024), summarize item description (Acharya et al.,
2023), and recommend jobs (Wu et al., 2024a). Our
work focuses on personalized multimodal genera-

tion, which imposes higher technique demands.

3 Preliminaries and Problem Setup

We conclude that the goals of personalized item
generation are primarily divided into two cate-
gories. One category involves generating items
that do not actually exist according to the prefer-
ences of the users, such as custom clothing and
furniture. The other category is to generate differ-
ent multimodal representations of existing subjects
according to the diverse interests of users, such
as poster creation and thumbnail generation. The
common goal of these two types of generation is to
mine and attract the interest of users. For each item
i, it is defined as Xi = [M1

i ,M2
i , . . . ,Mj

i , . . .],
whereMj

i represents the the j-th modality of Xi.
Specifically, if all items possess two modalities,
namely image I and text T , then the i-th item can
be represented as Xi = {Ii, Ti}.

A user U interacts with numerous items, and
for the user’s objective item i, we utilize historical
item features along with the current objective item
information to personalized item representation.
The personalized generation results are given by:

Ĩi, T̃i = X̃i = Gen(Xi|Xi,Xi−1, . . . ,Xi−k), (1)

where k represents the length of the historical in-
teraction with items, Gen represents the generator,
and X̃i is the item with personalization.

The ultimate goal of the generation results is
to attract a specific user; however, there is cur-
rently no definitive metric to gauge whether a user
prefers a particular generation result. In practice,
the Mean Squared Error (MSE) loss can be em-
ployed to guide the training process for the image
modality like L = MSE(Ĩi, Ii).

4 Methodology

This section presents our personalized genera-
tion framework. We use Large Language Model
(LLM) (Touvron et al., 2023) and Vision Language
Model (VLM) (Liu et al., 2024) to extract tags
for interest rewrite, and detail the training process
based on the widely used diffusion model.

4.1 Interest Rewrite
User interests are mirrored in the items they engage
with. However, human summaries of language or
images can often be inadequate or imprecise. Em-
ploying pre-trained language models to extract tags
from items can effectively resolve this challenge.
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Figure 2: The whole pipeline of I-AM-G. In the Stable Diffusion model, the image attention provided by IP-Adapter
is tuned together during training, while other parts of SD like U-Net, VAE and text/image encoders are frozen.

We focus on extracting tags from the two most
prevalent modalities of items: image and text. The
process of tag extraction and item information sum-
marization can be formulated as:

tagsIi = VLM(pI,ϕ, Ii), (2)

tagsTi = LLM(pT,ϕ, Ti). (3)

In these equations, pS,ϕ denotes the prompt
for modality S tailored to the task or scenario
ϕ (e.g., a movie poster), which helps to guide
the generation of tags. These tags embody the
extraction and summarization of information
regarding the style, color, and type, etc., of the
given item. The detailed prompts can be found in
Appendix E, below is a template example of pS,ϕ:

This is a S for ϕ, please conclude the
tags of it: ...... Note that the number
of tags should be less than <a pre-set
number>.

The advantage of using language models to ex-
tract tags for different modalities lies in their abil-
ity to fully capture characteristic information. By
aggregating these tags from cross-modalities, we
obtain the tag information for item i as follows:

tagsi =
⋃

j∈{I,T}
tagsji , (4)

where
⋃

denotes the union of the sets.
For the objective item i that user U intends to

generate, we utilize the item’s own information
along with the user’s previous interactions with
items i− 1 to i− k to rewrite user U ’s interest in
item i. Initially, we obtain the tags from all k his-
torical interaction items, then tally their frequency,

and select the top-H tags in descending order of
frequency, which is expressed as:

˜tagsU,i = Counter([tagsv]
i−1
v=i−k | H), (5)

where Counter(· | H) represents the H most
frequent tags, and ˜tagsU,i represents the tags
derived from the interests of user U for rewriting
item i. It should be noted that the set ˜tagsU,i does
not include the tags of item i itself, but only the
tags from the historical interaction items. The
paradigm of rewriting description of item i is as
follows:

T ∗
i = Ti + “This ϕ is about tagsi, maybe

related to ˜tagsU,i.”,

where T ∗
i represents the rewritten text de-

scription of the item i. Here, about is used to
denote the inherent attributes of item i, while
maybe related to indicates the influence of user
U ’s historical interactions on item i.

4.2 Interest Retrieve Attention (IRA)
The above discussion outlined the integration of
user preferences and interests in the way of text.
However, we hold that integrating interests solely
through text is insufficient. For instance, the tag
happy for a generator does not provide detailed
guidance on which implicit image representations
should embody the concept of happy. Therefore,
the rewritten item text must search for implicit se-
mantic similarities within the item pool and inte-
grate additional image elements. Meanwhile, to
avoid significant noise from irrelevant items in the
pool, the attention should be diverted away from
them. We will detail how IRA achieves the afore-
mentioned objectives.
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To achieve information fusion and mutual en-
hancement, first we need to encode each item’s
original text and image information into a latent
representation space. With the powerful zero-shot
capability of CLIP (Radford et al., 2021), we obtain
latent embeddings for each item’s text and image
separately, then store them in a vector database. In
our experiments, due to the relatively small size of
the item pool, we can store them directly, as:

ztext = Ftext(Ti), zimg = Fimg(Ii), (6)

where F represents the text and image encoder of
CLIP. For ztext and zimg of each item, we store
them in the text and image embedding pools, de-
noted as Ptext and Pimg, respectively.

Based on this, the proposed IRA can integrate
users’ potential interests and preferences in the
latent space. Specifically, we derive latent repre-
sentations from the rewritten item text and retrieve
the K most similar original item text from the item
pool. Similarly, for the item’s image, we retrieve
the K most similar original item images. Various
metrics can be used to measure the similarity; here,
we use cosine similarity in the vector space:

sim(a,b) = cos < a,b >=
a · b
∥a∥∥b∥ , (7)

where a and b are the text embeddings or image
embeddings. We encode the rewritten text T ∗

i (not
the original text Ti) as z∗text = Ftext(T

∗
i ), then the

retrieved top-K embeddings of text will be:

Φi = arg
K
min

e∈Ptext

dist(z∗text, e), (8)

and the top-K image embeddings are:

Ψi = arg
K
min

e∈Pimg

dist(Fimg(Ii), e). (9)

Ψi is then processed by an additional linear
layer (pre-trained by IP-Adapter), i.e., Ψi ←
Projimg(Ψi), to align the shapes of Ψi with the
text embedding. Next, the IRA extracts the parts
of the embeddings related to the objective item’s
interests and then performs fusion. The Attention
module first fuses z∗text with the retrieved top-K
ones, which can be expressed as:

z̃∗text = Softmax

(
Q1K

T
1√

d

)
V1, (10)

where Q1 = z∗textWq, K1 = ΦiWk, V1 = ΦiWv,
and d represents the dimension of the text embed-
dings. Then, we fuse the information of image

embeddings in a cross-modal way, to get the inter-
est embedding:

z̃ = Softmax

(
Q2K

T
2√

d

)
V2, (11)

where Q2 = z̃∗textWq, K2 = ΨiWk, V2 = ΨiWv.
Note that the projection matrices in Equation 10
and Equation 11 are shared, as CLIP and the linear
layer have already projected the text and image
embeddings in the same latent space.

4.3 Training the Generator
We have obtained the rewritten text embedding
Ftext(T

∗
i ) for user U on item i, along with the im-

plicit interest representation z̃ based on IRA. These
two components will guide denoise process. For
image guidance, to ensure the generator focuses
more on the preference of the rewritten sentence
and implicit interest, rather than the image back-
ground, we use the DIS model (Qin et al., 2022)
to extract the foreground I∗i from the image Ii.
This process is very fast and we can use it in pre-
processing, incurring very little additional over-
head. At the t-th step of training, for the given
latent noise xt, the noise generated by the model is:

ϵθ(xt, Ftext(T
∗
i ), Fimg(I

∗
i ), z̃, t), (12)

where θ represents the model trainable parameters.
During the generation process using the given

embeddings, for the query features Z (originated
from xt) in each layer of the U-Net, it queries the
latent embeddings Ftext(T

∗
i ) and Fimg(I

∗
i ). Fol-

lowing the IP-Adapter’s approach of using decou-
pled text and image attention, we also use a simi-
lar cross-attention structure: setting cross-attention
for the text embedding, while the image embed-
ding and interest embedding use the same cross-
attention since both are image features. Note that
the attention here in denoise process is for fusing
the item features with the rewritten text, foreground
image, and interests, which is entirely different
from the purpose of the IRA mentioned previously.

Z′ = Attn(ZW ′
q, Fimg(I

∗
i )W

′
k, Fimg(I

∗
i )W

′
v)

+ λ1 ·Attn(ZW ′′
q , Ftext(T

∗
i )W

′′
k , Ftext(T

∗
i )W

′′
v )

+ λ2 ·Attn(ZW ′
q, z̃W

′
k, z̃W

′
v), (13)

where Z′ will be further processed by the model
(like linear projection), form the output of each
U-Net layer, and ultimately be ϵθ. The W ′′

q is iden-
tical to W ′

q, because they are used for the same
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query features. Specifically, λ1 and λ2 control how
strongly the results of rewritten interests and IRA
guide the learning of noise. Attn refers to Multi-
Head Attention, which is similar in form to Equa-
tion 10. Then, the loss can be formulated as:

L = E ∥ϵ− ϵθ(xt, Ftext(T
∗
i ), Fimg(I

∗
i ), z̃, t)∥22 ,

(14)
where ϵ is a random Gaussian noise with the same
shape as ϵθ. This is essentially derived from the
original MSE loss between original image and the
generated one, thus the MSE is converted into the
loss between the learned noise and Gaussian noise.

To enable classifier-free guidance during infer-
ence, a certain proportion of conditions are ran-
domly dropped during training as:

ϵ̂θ =τ · ϵθ(xt, Ftext(T
∗
i ), Fimg(I

∗
i ), z̃, t)

+ (1− τ) · ϵθ(xt, t),
(15)

where τ controls the condition ratio. This enables
the model to flexibly use or ignore conditional infor-
mation, thereby improving the model’s robustness
and generalization ability.

5 Experiment

Our experiment focuses on the five questions.

• RQ1: How does I-AM-G framework perform
evaluated by human and ChatGPT?

• RQ2: What is the effect of the generation on
quantitative metrics?

• RQ3: How are the I-AM-G generation results?

• RQ4: What role do the interest rewrite and IRA
play in the generation process?

• RQ5: How do hyperparameters affect I-AM-G?

Due to space constraints, we add two interesting
experiment details included in Appendix B.

5.1 Experiment Setup, Datasets and Metrics
Specifically, we adopt LLaMA and LLaVA as LLM
and VLM. The datasets we have selected, including
MovieLens (Harper and Konstan, 2015) for movies,
MIND for news (Wu et al., 2020), and POG (Chen
et al., 2019) for outfits, all encompass image in-
formation for each item. However, some data lack
the original text information. We use the VLM to
provide a brief description of each item as Ti. The
details of the three datasets are in Appendix A.1.

Method MovieLens MIND POG

Original Item 3.375 2.667 3.308
Openjourney 2.358 2.717 2.333
DreamBooth 2.383 2.300 2.367
I-AM-G 1.883 2.317 1.992

Table 1: Human-evaluated average scores for results.

Method MovieLens MIND POG

Original Item 3.100 2.583 3.267
Openjourney 2.475 2.733 2.392
DreamBooth 2.575 2.350 2.342
I-AM-G 1.850 2.333 2.000

Table 2: ChatGPT 4o-evaluated average ranks.

For image quality, we use (1) Structural Simi-
larity (SSIM) (Wang et al., 2004) and (2) Learned
Perceptual Image Patch Similarity (LPIPS) (Zhang
et al., 2018) to measure the similarity between two
images. This ensures the generated results are not
too away from the objective item. Moreover, we
use (3) CLIP Score (Hessel et al., 2021) to cal-
culate the similarity between the text description
of the item and the generated result as the text-
image fidelity. Since there is little work on item
personalized generation and other existing genera-
tion works focus on transferring style for a given
object (away from our task), we use Openjourney
fine-tuned model and Dreambooth fine-tuning tech-
niques as baselines* based on three datasets. We
input users’ historical interactions and the objective
item for them to fine-tune, and then compare the
generated results. The experiment details of the
three methods can be found in Appendix A.2.

5.2 Overall Performance (RQ1)

To investigate whether users truly appreciate the
generated movie posters, news posters, and out-
fits by I-AM-G, we conducted a human study (see
Appendix F for questionnaire) where participants
were asked to score the generation results with
ranks. Each questionnaire presented the three gen-
erated images and the original image for a specific
item in a completely shuffled order.

To ensure a fair evaluation, we assigned 15 par-
ticipants to rank the generated items with movies,
15 with news, and 15 with outfits. Each partici-
pant was asked to evaluate the results of 8 items.
In detail, participants were required to score the

*Concurrent work PMG did not provide models or code
during our work, thus we could not compare with it.
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Origin Simple Vivid Cool Cartoon

1

2

3

4

Table 3: Personalized outfit generation by I-AM-G.

Cartoon Adventure HorrorOrigin

1

2

3

4

Table 4: Personalized movie poster by I-AM-G.

item images from 1 to 4, and score lower ranks to
those they deemed better. From Table 1, we can
conclude that I-AM-G achieved the overall best
performance in three scenarios, with an average
score of around 2. The results on the MovieLens
dataset were the most satisfying. Detailed question-
naire data showed that among votes for it, 48.3% of
the best-scored results were produced by I-AM-G,
and 74.2% of the top two results were generated
by I-AM-G. This demonstrates that our method
effectively considers user preferences.

Leveraging the powerful capabilities and aes-
thetic judgment of ChatGPT 4o, we make it rank
the generated results. We used a prompt-based ap-
proach (details in Appendix C) to ask it to rank the
input images. The average rank results are shown
in Table 2. This essentially lets GPT act as a partic-
ipant. As observed, the overall evaluation results
from ChatGPT 4o are largely consistent with hu-

3D Energetic AbstractOrigin

1

2

3

Table 5: Personalized news poster generation by I-AM-
G.

Method MovieLens POG

Openjourney 0.2682 0.2614
DreamBooth 0.2664 0.2623
I-AM-G 0.2714 0.2631

Table 6: CLIP Score↑ for personalized results by 3
methods on MovieLens and POG.

man judgments. Specifically, on MIND, ChatGPT
4o considers our generated results to be slightly
better than those of DreamBooth.

5.3 Metric Evaluation (RQ2)

Table 6 shows the results generated from the image-
text similarity perspective. We used Openjourney
and DreamBooth as the baseline methods. It can
be observed that the images generated by I-AM-G
match the text description well in the CLIP seman-
tic space. These results quantitatively prove the
superiority of the method from image-text fidelity.

The results of Openjourney and DreamBooth
show inconsistent performance on the MovieLens
and POG datasets, likely due to their different char-
acteristics. Openjourney, fine-tuned on Midjour-
ney’s large dataset, exhibits more creativity and is
better suited for generating movie posters reflect-
ing the text. In contrast, DreamBooth has higher
fidelity to the original image layout, which explains
its advantage in outfit generation tasks.

5.4 Generation Comparison (RQ3)

Combining the users’ click histories for genera-
tion, we carefully selected results with some repre-
sentative styles for POG, MovieLens, and MIND
datasets to directly show the effects of personalized
generation. Table 3 displays the outfit generation
results on POG with several common interests (sim-
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Method
MovieLens POG

SSIM↑ LPIPS↓ SSIM↑ LPIPS↓
w/o Foreground Extraction 0.2547 0.4092 0.1625 0.5442
w/o Interest Rewrite 0.2518 0.4113 0.1596 0.5497
w/o Interest Retrieve Attention (IRA) 0.2536 0.4099 0.1617 0.5449
I-AM-G 0.2558 0.4087 0.1632 0.5433

Table 7: Ablation study on I-AM-G core components.

ple, vivid, cool, and cartoon style). It is evident that
the personalized generation results could reflect var-
ious styles. In outfits 1, 2, and 4, the generation
results for the cartoon column incorporate cartoon
figures, while in outfit 3, the cartoon style is high-
lighted by the addition of small star patterns. For
each outfit’s different styles, outfit 2 of simple style
gives a clean and neat feeling, while its cool style
features a monkey with an extended arm, showing a
cool vibe. Similarly, outfit 4 of vivid style includes
a large photo of a young man, whereas the cool
style shows a blue, black, and white illustration.

Furthermore, the poster generation results are
commendable. Table 4 and Table 5 respectively
present the personalized generation results for
movie posters on MovieLens and news posters
on MIND. On MovieLens, it is observed that the
cartoon style predominantly features animations
or a light-hearted aesthetic, while the horror style
incorporates elements of mystery, suspense, and
even dread. For each movie item, such as movie
1, the original poster depicted an elephant, yet it
was adapted into various styles like cartoon, ad-
venture, and horror, tailored to possibly different
interests. Similarly, for movie 3, originally a war
film, the posters generated under the cartoon and
horror styles are distinctly different. However, they
all contain war elements, indicating that our gen-
erated posters remain real to the original movie
topic. Using the MIND dataset combined with user
preferences, I-AM-G generates news posters (a.k.a.
thumbnails) as shown in Table 5 including three
interests (3D, energetic, and abstract style). The
detailed analysis can be found in Appendix B.1.

5.5 Ablation Study (RQ4)

We detail the impact of I-AM-G core components
on the generated results: Foreground Extraction,
Interest Rewrite, and Interest Retrieve Attention.

Table 7 shows the results of the ablation study,
where we separately explore the impact of remov-
ing Foreground Extraction, Interest Rewrite, and
the IRA module on the results. It shows that us-
ing all three components together is most effective.

0（No Retrieve） 0.2 0.3 0.5𝜆2

0（No Rewrite） 0.2 0.5 1.0𝜆1

1

2

Table 8: Case study for λ1 and λ2.

However, the impact of each component varies. In-
terest Rewrite has the greatest effect on the gener-
ated results because the rewritten text includes both
the user’s historical interests and the original item
tags, which are crucial for guiding the denoising
process. Notably, the IRA enhances the similarity
of the generated images, indicating that our strat-
egy effectively guides the image generation process
by integrating semantic information from the item
pool. Besides, using the foreground as the image
embedding improves the generation quality, likely
because it helps the U-Net’s attention focus more
on the main subject.

5.6 Case Study & Hyperparameter Analysis
(RQ5)

In this section, we adjust the strength of interest
rewriting, IRA and the number of used tags, rep-
resented by λ1, λ2 and H , to find how changes in
these hyperparameters affect the generated results.

Table 8 shows the results on the POG dataset.
Outfit 1 is generated for a user interested in white,
tiny, and cool styles. As λ1 increases, the gener-
ated outfit gradually reflects the user’s preferences,
evolving from the original clothing to a cool black
and white style at λ1 = 1.0. Outfit 2 is generated
for a user interested in purple, cute, and neat styles.
At λ2 = 0, the result attempts to align with purple
(deep color) and neat but lacks clear guidance, lead-
ing to unsatisfactory results. When λ2 = 0.2 or
0.3, the generated outfit better reflects the dark tone
and includes a bow near the collar, indicating con-
sideration of the cute aspect. However, at λ2 = 0.5,
the results become bizarre, showing that a high λ2

can cause some inconsistencies with the original
item. In practice, λ2 value between 0.1 ∼ 0.3
could usually yield great results.

Figure 3 shows the SSIM changes between the
generated images and the original item image for
different numbers of tags H . As H increases, the
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Figure 3: The relationship between the maximum num-
ber of used tags H and SSIM.

SSIM value first reaches a peak and then tends to
decrease. For the MovieLens dataset, the SSIM is
highest when H = 8, indicating that using 8 tags
typically results in generated images most similar
to the original under personalized conditions. For
the POG dataset, the SSIM peaks at H = 5 and
then decreases. This suggests that the outfit genera-
tion is highly sensitive to the number and quality
of tags. When there are too many tags, the gener-
ated images might become too casual and lose their
ability to reflect the original details accurately.

6 Conclusion

For the goal of item personalized generation, we
developed the I-AM-G framework. First, we pro-
posed the Interest Rewrite strategy to tackle the
preference ambiguity issue. This strategy lever-
ages pre-trained language models to extract tags
for each item’s multiple modalities, and uses the
tags to rewrite the description of a given item for
the user. Furthermore, we introduced IRA, an at-
tention mechanism that retrieves the most relevant
other items, and adaptively integrates cross-modal
features based on their semantic similarity to the
rewritten sentence. Extensive experiments demon-
strated the effectiveness of our approach, poten-
tially offering new insights for the field of item
personalization in online advertisement.

Limitations

Although our work is a pioneer in the field of per-
sonalized generation that incorporates user inter-
ests, it still has some shortcomings. Overall, the
limitations are primarily threefold: First is the over-
head of data preprocessing. Our work utilizes a
series of tags to amalgamate keywords, which de-
couples the interest reflected by each item from
the user’s interest. Although it does not necessi-
tate the use of large language models for inferring
the interests of each user, the summarization of
each item by a language model remains a relatively
costly process. Therefore, the exploration of how
to obtain the tags of each item more accurately with

lower overhead is a research direction for future
work. Second is the issues with detail generation.
When dealing with images that involve details of
human body parts (e.g. fingers and toes), or when
there is text or word present in the image, the gen-
erated results often exhibit flaws, which is defined
as as hallucinations (Gunjal et al., 2024). For in-
stance, the body parts may not conform to human
anatomy (like poster 2 in Table 5), or the generated
text may resemble a mere rearrangement of the ex-
isting text in the image, losing its original meaning.
Hence, it is a upcoming research focus to maintain
the fidelity of the original image details during the
personalized generation process. Moreover, our
fine-tuned data is relatively sparse. With higher
quality interaction data and original item informa-
tion, the generation results of our framework are
expected to improve more.

About the future work, we plan to address these
limitations by using NLP techniques for more ef-
ficient and quick extraction of tags, and use text
classification methods to merge similar tags at a
finer granularity. Moreover, we will analyze the
layers of U-Net to identify which parts are crucial
for generating detailed human features, aiming to
improve the fidelity of the generated results and
alleviate the hallucination issues.
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A Experiment Details

A.1 Dataset Details
We selected three scenarios to validate our method,
corresponding to the MovieLens, MIND, and POG
datasets. Below, we detail these datasets and our
preprocessing approach. For each dataset, we first
downloaded image information by web scraping,
thus creating an item image pool. We then com-
bined these with the corresponding historical inter-
action records, sorting the items in the image pool
by user interaction time from latest to earliest. The
latest item served as the objective item for person-
alized generation, and the previous k items were
used as historical records, forming an interaction
history entry. Users with a history length of fewer
than the number k were excluded. If the collected
user interaction history entries exceeded 1500 for
any dataset, no new entries would be added.

The MovieLens1 dataset contains numerous
movies, users, and their interactions (e.g., rating
records). We consider ratings of 4 or above as posi-
tive interactions and processed the data accordingly.
However, some image URLs in the original dataset
were inaccessible. Therefore, we used available
poster images and user interaction histories to gen-
erate personalized movie posters.

The MIND dataset2, released by Microsoft, con-
tains news click records covering various types and
topics. The dataset includes user behavior logs,
news content information, and user personal infor-
mation. We scraped 4536 news images based on
the news URLs.

The POG dataset3, released by Alibaba, contains
1.01 million outfits, 583 thousand fashion items
with rich contextual information, and 0.28 billion
user click actions from 3.57 million users. Due
to limited download capabilities, we scraped 7253
outfit pictures based on the provided URLs.

1https://grouplens.org/datasets/movielens/
2https://www.kaggle.com/datasets/arashnic/

mind-news-dataset
3https://github.com/wenyuer/POG

A.2 Experiment Settings

The I-AM-G is based on the pre-trained SD v1.54

with IP-Adapter5. We reuse the decoupled atten-
tions from IP-Adapter in Equation 13. In Figure 2,
the frozen linear layer is also adopted from IP-
Adapter. We use OpenCLIP ViT-L/14 (Schuhmann
et al., 2022) as the text encoder, the same as in SD
v1.5, and adopt ViT-H/14 as the image encoder.

I-AM-G can be trained on a single NVIDIA-
A100 80G GPU for 2000 steps with a batch size of
16. We use the AdamW optimizer (Loshchilov and
Hutter, 2019) with a fixed learning rate of 0.0001
and weight decay of 0.01. Similar to IP-Adapter,
during training, we resize the shortest side of the
image to 512 and then center crop the image to a
512 × 512 size. In Equation 15, we use a probabil-
ity of 0.05 to drop the condition guidance. During
inference, we adopt the DDIM sampler with 50
steps and set the guidance scale to 7.5. For these
common hyperparameters, the settings of the base-
line (Openjourney and DreamBooth) are identical
to those of I-AM-G.

We use DIS model6 to segment the image thus
obtaining the image foreground as guidance. For
tags extraction, we use LLaMA 3-8B7 as the lan-
guage model and LLaVA 1.5-7B8 as the vision
model, to summarize the text and visual features
of a given item. For the user’s history length k,
we set it to 4 or 5. Depending on the dataset, the
number of used tags H is set between 5 and 8. Set-
ting H too small fails to reflect user preferences,
while setting it too large can cause hallucinations
and exceed CLIP’s text encoding length. We set
retrieval module K = 5, and use multi-head at-
tention with 4 heads for fusing and integrating the
retrieved results. For the strength of controlling
Interest Rewrite and IRA (λ1 and λ2 respectively),
we set λ1 = 1 and λ2 is around 0.2.

B Additional Experiment

B.1 How about the generation results on
MIND in Table 5?

In this subsection, we analyze the generation results
on MIND dataset. For abstract style posters, the

4https://huggingface.co/runwayml/
stable-diffusion-v1-5

5https://ip-adapter.github.io/
6https://xuebinqin.github.io/dis/index.html
7https://huggingface.co/meta-llama/

Meta-Llama-3-8B-Instruct
8https://huggingface.co/llava-hf/llava-1.

5-7b-hf
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Openjourney DreamBooth I-AM-GOrigin

1

2

3

4

Table 9: Comparison of generation results by different
models.

composition elements incorporate more geomet-
ric shapes and lines (such as sketch-drawn entity
shadows) when entities are included. In the ener-
getic style, all generated posters convey a positive
and uplifting attitude. The 3D style posters empha-
size realism and depth. Horizontally, as shown in
news 3, the 3D style enriches the colors and details,
the protagonist’s smile reflects the energetic style,
and the character’s profile is depicted in a sketch,
representing the abstract style.

B.2 How about the generation results with
different generators (Openjourney,
DreamBooth)?

In addition to the evaluation results presented in the
main text, we also show different personalized gen-
eration results with other fine-tuning models and
techniques in Table 9. We selected the MovieLens
dataset to showcase the results for users who like
adventure-type movies. Each row corresponds to
the objective item of the same user’s historical in-
teraction records. It can be observed that the results
generated by I-AM-G are generally more vibrant
and appealing. For instance, the depiction of an
elephant’s expedition with a suitcase and a blue
sky backdrop, or the portrayal of exploration spirit
against the vast ocean, are more engaging. How-
ever, other methods significantly lag behind ours.
For example, results of Openjourney tend to have
more anime and virtual elements, likely due to its
prior fine-tuning data. Similarly, although Dream-
Booth’s results are relatively close to the original
objective items, they have a darker overall tone and
fail to effectively incorporate the adventure style.

Evaluation Prompt for GPT

If you are a <user info if provided> who has previously 

clicked on and viewed <item history>, and you are now 

browsing a <task/scenario>: <item brief information>, 

please rank the images from your top choice to your least 

favorite, with the best ranked first and the worst last. 

<fig 1>, <fig 2>, <fig 3>, …

Figure 4: Evaluation prompt for GPT.

Figure 5: An example of generation results evaluation
by ChatGPT 4o.

This indicates that the generation results with this
fine-tuning method alone does not adequately re-
flect the user’s preferences.

C ChatGPT 4o Evaluation Details

In our experiments, we used ChatGPT 4o9 to eval-
uate the results of different generators. We utilized
the Plus subscription, enabling the model to under-
stand and assess multimodal data. Figure 4 shows
the prompt used for evaluation with GPT. We only
needed to use this prompt and upload the generated
results. This process can be fully automated with
script, which also automatically tallies the results.
To facilitate result collection, we added an extra
prompt: Please first output the sorted results di-
rectly, then explain the reasons. Figure 5 provides
an evaluation example, where the red section repre-

9https://chat.openai.com/, the GPT responses are
from June 2024.
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sents historical click information, the blue section
represents the objective item text information,
and the green section represents the evaluation of
the generated results. As shown, the generation
results of our framework satisfy ChatGPT 4o.

D Time Consumption Analysis

During the preparation stage, the extraction speed
for foreground information from images is ∼7
items/s. The speed for extracting tags from item
images using LLaVA/LLaMA is ∼4-5s/item, and
the encoding speed for text and images using PLMs
is 120 items/s and 10 items/s, respectively. Note
that these preprocessing steps are persistent and
only required during the preparation phase. Be-
fore inference, the text and image embedding pools
need to be preloaded. The loading speed for text is
∼280 items/s, and for images, it is ∼4800 items/s.

In inference, it takes ∼3s to generate 4 personal-
ized images for each user’s objective item, which
is roughly the same as without using rewrite and
IRA. This is affordable for personalized services.

E Prompt for LLM/VLM to Get Tags

To obtain more precise tags for various scenarios, it
is often necessary to further refine the prompts for
items in the text and image modalities in a scene-
specific manner. Figure 6 shows the prompts for
the scenarios of movie poster (MovieLens), news
poster (MIND) and outfit (POG). We manually
specify the key points the model should focus on.
For posters, common aspects that reflect user in-
terests include color, tone, theme, and style. For
outfits, particular attention should be given to color,
style, pattern, and occasion. We could find that,
for different scenarios and different modalities, the
prompt should be different and adaptive.

F Human Studies Questionnaire

In the human study section of the main text, we
asked participants to score the generated results
with ranks based on user history interests. We
provided a unified template for scoring across three
dataset scenarios, as shown in Figure 7 (in the next
page). To avoid participant bias towards the order
during the scoring process, the positions of images
within the same questionnaire can be randomly
shuffled when creating the questionnaire, in order
to further improve reliability.

E.1 MovieLens

Prompt for VLM

<image> is a movie poster, please conclude the tags 

of it: ...... Focus on color, tone, character, expression, 

setting, symbolism, artistic style, cultural elements, 

note that the number of tags should be less than 8, 

separate them by commas.

(a) Prompt to VLM for MovieLens.

Prompt for LLM

<text> is a movie description, please conclude the 

tags of it: ...... Focus on tone, character, expression, 

setting, cultural elements, note that the number of 

tags should be less than 8, separate them by commas.

(b) Prompt to LLM for MovieLens.

E.2 MIND

Prompt for VLM

<image> is a news poster, please conclude the tags 

of it: ...... Focus on the news theme, location, figures, 

color, mood, style, note that the number of tags 

should be less than 8, separate them by commas.

(c) Prompt to VLM for MIND.

Prompt for LLM

<text> is a news abstract including title, please 

conclude the tags of it: ...... Focus on the news 

theme, location, mood, style, note that the number of 

tags should be less than 8, separate them by commas.

(d) Prompt to LLM for MIND.

E.3 POG

Prompt for VLM

<image> is an outfit figure, please conclude the tags 

of it: ...... Focus on the outfit color, style, material, 

pattern, occasion, size, seasonality, note that the 

number of tags should be less than 8, separate them 

by commas.

(e) Prompt to VLM for POG.

Prompt for LLM

<text> is an outfit description, please conclude the 

tags of it: ...... Focus on the outfit style, pattern, 

occasion, seasonality, note that the number of tags 

should be less than 8, separate them by commas.

(f) Prompt to LLM for POG.

Figure 6: Prompts for VLM & LLM on MovieLens,
MIND, and POG.
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Template for User Questionnaire

If you are a <user info if provided> who has previously 

clicked on and viewed <item history>, and you are now 

browsing a <task/scenario>: <item brief information>, 

please select the image you find most appealing below. 

You should score the images from your top choice to 

your least favorite within 1-4, with the better one scored 

lower rank (from 1) and the worse one scored higher 

rank (up to 4). 

We have automatically organized the item images below, 

please score them based on the preference:

<fig 1>, <fig 2>, <fig 3>, …

Figure 7: Questionnaire template of human study.
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