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Abstract

The IIT-CDIP document collection is the
source of several widely used and publicly ac-
cessible document understanding datasets. In
this paper, manual inspection of 5 datasets de-
rived from IIT-CDIP uncovers the presence of
thousands of instances of sensitive personal
data, including US Social Security Numbers
(SSNs), birth places and dates, and home ad-
dresses of individuals. The presence of such
sensitive personal data in commonly-used and
publicly available datasets is startling and has
ethical and potentially legal implications; we
believe such sensitive data ought to be removed
from the internet. Thus, in this paper, we de-
velop a modular data de-identification pipeline
that replaces sensitive data with synthetic, but
realistic, data. Via experiments, we demon-
strate that this de-identification method pre-
serves the utility of the de-identified documents
so that they can continue be used in various
document understanding applications. We will
release redacted versions of these datasets pub-
licly.

1 Introduction

Large volumes of data are becoming increasingly
important for training machine learning models
for document understanding tasks like classifica-
tion, information extraction, and visual question
answering. One such large volume is IIT-CDIP
(Lewis et al., 2006) — containing over 7 million
documents (∼40 million pages) — which has been
used as a source for several smaller, widely-used
document understanding datasets like RVL-CDIP
(Harley et al. (2015); 400k samples) and DocVQA
(Mathew et al. (2021); 12,767 samples). In particu-
lar, these datasets have been used by the document
understanding research community for benchmark-
ing the performance of modern deep learning archi-
tectures, many of which make use of both image
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Figure 1: Left: snippets from documents from RVL-
CDIP showing sensitive personal information, including
US Social Security numbers. Right: example document
de-identification with synthetic replacement.

and text modalities (e.g., Xu et al. (2020, 2021);
Huang et al. (2022); Appalaraju et al. (2021)).

Alarmingly, recent work by Larson et al. (2023)
has reported large amounts of sensitive personally
identifiable information (PII) in the RVL-CDIP
document classification dataset. Such data would
violate contemporary guidelines for responsible
research in the NLP and machine learning com-
munities, which have established that the presence
of sensitive personal data is problematic and such
data should be removed or minimized in datasets.
For instance, the NeurIPS Code of Ethics states
that "datasets should minimize the exposure of any
personally identifiable information," and similar
guidelines can be found in the ACL Rolling Re-
view’s Responsible NLP Research checklist.1 Such
statements are seriously motivated: the presence of
one’s sensitive personal information — like their
Social Security number, birth date, place of birth,
etc. — in publicly accessible data heightens their
risk to fraud and identity theft (Sweeney, 2006).

1NeurIPS: neurips.cc/public/EthicsGuidelines
and ACL Rolling Review:
aclrollingreview.org/responsibleNLPresearch/
(accessed June 2024).
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Indeed, many organizations now take extra precau-
tions against storing PII like SSNs.2 Additionally,
it has been demonstrated that diffusion models and
large language models (LLMs) can leak sensitive
data (Carlini et al., 2019, 2021, 2023; Lukas et al.,
2023; Nasr et al., 2023), which is a serious con-
cern if these types of models are to be trained on
document understanding datasets like RVL-CDIP.

Inspired by the recent work by Larson et al.
(2023) — who estimated that roughly 7.7% of
documents in RVL-CDIP’s resume category con-
tain US Social Security numbers (SSNs) — we
inspect RVL-CDIP and four other datasets derived
from IIT-CDIP for the presence of sensitive PII. In
this paper, we thoroughly investigate DocVQA,
FUNSD, Tobacco3482, Tobacco800, and RVL-
CDIP and determine the relative frequencies of
various sensitive PII entities in each dataset. We
find sensitive PII in all five of these datasets, in-
cluding over 2,000 highly sensitive SSNs; Figure 1
displays several examples that contain highly sen-
sitive SSNs. Seeking to re-align these datasets in
the spirit of good data stewardship by minimizing
the amount of sensitive personal information, we
develop and analyze a data de-identification strat-
egy that replaces original sensitive entities with
synthetic, but realistic, replacement data (see Fig-
ure 1). This strategy aims to preserve the utility,
or semantics, of a document while also removing
potential privacy-related harms. To help reduce fur-
ther privacy risks, we release de-identified versions
of the datasets.3

2 Motivation: Presence of Sensitive PII in
Datasets Derived from IIT-CDIP

In this section, we quantify the presence of sensi-
tive personally identifiable information (PII) in 5
datasets derived from IIT-CDIP. We first introduce
each of the 5 datasets. We next analyze the feasibil-
ity of using automated tools for detecting sensitive
PII in documents. Finding these tools to be lacking,
we discuss manual annotation. Finally, we quantify
the presence of sensitive PII via manual annota-
tion, motivating the need for the development of
our document de-identification method, which we
will discuss in Section 3.

2An example organizational pol-
icy from an American university:
mcneese.edu/policy/social-security-number-policy/.

3https://tinyurl.com/4vt844m9.

2.1 Datasets Investigated

The datasets that we investigate in this paper are
either wholly or in-part subsets of the IIT-CDIP
document collection, which is a large collection
of document images made publicly available as a
result of legal settlements against several US to-
bacco companies. Documents from IIT-CDIP date
from roughly the 1950s to the early 2000s, and are
scanned copies of physical documents (i.e., they
are not born-digital documents). The vast majority
of the documents are in the English language.

The datasets investigated in this paper include:
RVL-CDIP (Harley et al., 2015), consisting of
400,000 document images. This dataset is most
often used as a classification dataset, and has 16
document categories, including resume. Larson
et al. (2023) estimate that 7.7% of documents in
the resume category contain SSNs. Tobacco3482
(Kumar and Doermann, 2013), also often used
as a document classification dataset; consists of
3,482 document images and 10 categories, includ-
ing resume. Tobacco800 (Zhu et al., 2007; Zhu
and Doermann, 2007) is made up of 1,290 docu-
ment images, and was originally created to evaluate
signature detection algorithms. FUNSD (Jaume
et al., 2019), an information extraction dataset con-
taining 199 document images. DocVQA (Mathew
et al., 2021), a visual question answering dataset
consisting of 12,767 document images. The docu-
ments in DocVQA come from the UCSF Document
Industry Library4 of which IIT-CDIP is a subset.

2.2 Limitations of Automated Detection of
Sensitive PII

Based on an initial sample of documents from RVL-
CDIP, we developed a core set of sensitive PII en-
tity types, listed in the left side of Table 1. To
find and quantify the amount of sensitive PII in the
5 datasets derived from IIT-CDIP, we could ide-
ally use automated tools. However, existing text-
based tools like Presidio,5 an open-source pattern-
based tool; Amazon Comprehend;6 Google DLP;7

and Microsoft Azure’s language service8 are not
equipped to support the detection most of these
entity types, as shown in the right side of Table 1.

4https://www.industrydocuments.ucsf.edu/
5https://github.com/microsoft/presidio. We use

version 2.2.33.
6https://aws.amazon.com/comprehend/
7https://cloud.google.com/dlp
8https://learn.microsoft.com/en-us/azure/

ai-services/language-service/
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PII Entity Type Detectors

US Social Security number  q
birth date 
birth place —
age q
marital/parental/spousal status —
home address —
home phone number —
religious affiliation —
citizenship/nationality —
sex/gender 
health status —

Table 1: Sensitive personally-identifiable information
(PII) entity categories found in the five datasets derived
from IIT-CDIP. Not all entity categories are supported
by off-the-shelf detectors (Presidio: ; Google: ;
Azure: q; Amazon: ).

PII Type Presidio  Azure q Amazon  Google 

SSN 0.97 0.70 0.77 0.93
Birth Date — — — 0.82
Age 1.00 1.00 1.00 1.00
Sex/Gender — — — 1.00

Table 2: Automated detection performance measured in
document-level recall.

Here, we see that SSN is the only type that all four
tools can to detect, and 7 of the 11 PII types are not
supported by any of the tools.

We compared the tools’ detection performance
on subsets of the annotated PII data by measuring
document-level recall for each tool on 1,773 docu-
ments containing PII. Each tool is text-based, so we
used Amazon Textract9 to extract text from each
document. Recall scores are displayed in Table 2.
For SSNs, we see that Presidio is the highest per-
former with 0.97 document-level recall, followed
by Google’s DLP model at 0.93. The Azure and
Amazon models perform considerably worse, with
Azure failing to flag roughly 30% of documents
that contain valid SSNs. The tools perform well
on the Age and Sex/Gender types, perhaps because
the contexts in which these entities appear are lim-
ited. Example error cases are displayed in Figure 2.
Overall, we conclude our analysis of these tools by
mentioning that (1) these off-the-shelf tools have
limited support of PII (7 out of 11 of the PII types
investigated in this paper are not supported); (2)
tool detection performance is varied, with Azure
and Amazon performing poorly on a highly criti-
cal PII type. Due to these limitations, we instead
use manual annotation to quantify the amount of

9https://aws.amazon.com/textract/.

Biographical Information

Last name, first name

Smith, John A.

Date of Birth

09/01/60

Social Security #

123-45-6789

John C. Smith, 1988

John C. Smith, Ph.D. (123-45-6789)

Born: 3/2/70

Professor of Biology
and Chemistry

Figure 2: Example (reconstructed and with fake PII)
SSN detection failures, apparently due to limited context
window (top: Google), and missing context keyword
(bottom: Amazon).

sensitive PII in the 5 datasets.

2.3 Manual Inspection

Sensitive Data Types. Prior work by Larson et al.
(2023) identified the presence of four sensitive PII
entities in RVL-CDIP by reviewing 1,000 samples
from RVL-CDIP’s resume category; these entities
are US Social Security Numbers (SSNs), dates of
birth, places of birth, and marital statuses. Dur-
ing our inspection of the five datasets derived from
IIT-CDIP, we extended this set from four to the
list shown in Table 1, which are entities that are
considered sensitive by large organizations (e.g.,
universities) as well as the US government (e.g.,
DHS data privacy handbook (DHS Privacy Office,
2017)). Home addresses and home phone numbers
are included in this list, and it is worth pointing
out that we make a distinction between addresses
in general and home addresses specifically, as well
as home phone numbers instead of all phone num-
bers, as we consider the specific case to be sensitive
while the more general case can encompass busi-
nesses and organizations (like universities), which
are much less sensitive (indeed, these are publicly
available). It is also worth pointing out that any
instances of sensitive data found in the datasets
that do not belong to any of the categories listed in
Table 1 were categorized as "Other" (e.g., a portrait
in a person’s drivers license).

Inspecting the Documents. We manually re-
viewed the document images from DocVQA,
FUNSD, Tobacco800, Tobacco3482, and RVL-
CDIP. The first four of these datasets are rela-
tively small in comparison to RVL-CDIP, so we
inspected these document by document. RVL-
CDIP is a much larger dataset, but we were able
to break it down into more manageable chunks
by using the fact that RVL-CDIP contains many
duplicates and near-duplicates (as observed by Lar-
son et al. (2023)). RVL-CDIP also consists of
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RVL-CDIP 400,000 2,342 12,800 6,125 219 3,908 1,801 4,228 2,647 602 60 43 15,956
Tobacco3482 3,482 9 62 29 — 6 4 18 19 3 — — 66
Tobacco800 1,290 5 7 7 — 1 — 7 — — — — 12
FUNSD 199 2 — — — 1 — — — — — — 2
DocVQA 12,767 70 232 123 44 276 143 116 49 88 2 4 360

Total 417,738 2,428 13,101 6,284 263 4,192 1,948 4,369 2,715 670 62 47 16,396

Table 3: Counts of PII types for each dataset. RVL-CDIP is the largest of the datasets derived from IIT-CDIP, and
contains the most PII.

16 distinguishable categories, with most of these
categories being documents that were meant to
be public-facing (e.g., press releases and news-
paper clippings in the news_article category,
newspaper and magazine advertisements in the
advertisement category, scientific journal arti-
cles in scientific_publication, etc.) or less
likely to contain sensitive personal data (e.g.,
materials specifications and data sheets in the
specification category, blank file folders in
file_folder, etc.). Thus, we were able to (1)
avoid inspecting duplicates, and (2) spend less
mental effort on public-facing or non-personnel
related documents10 and more effort on documents
more likely to contain sensitive data (e.g., resumes).
Our annotators were composed of a team of nine
people, five of whom are co-authors of this paper.
The lead author of this paper served as an "expert
annotator" and organized the inspection process.
Documents from FUNSD and Tobacco3482 were
inspected by at least two annotators (including the
expert annotator); DocVQA and Tobacco800 were
inspected by the expert annotator; and roughly half
of RVL-CDIP was inspected by two annotators, the
rest being inspected by the expert only. We esti-
mate inter-annotator agreement with 5 annotators
on the Tobacco3482 and FUNSD datasets (judging
whether a document contains sensitive PII or not),
where we report a Fleiss’ Kappa of 0.918. Alter-
natives to this process include crowdsourcing, but
this is cost prohibitive and would defeat the pur-
pose of limiting the exposure of sensitive data to
the outside world.

Findings. Counts of each PII entity found in
each dataset are summarized in Table 3. US

10A heuristic approach is used here. For instance, if a
document is a magazine advertisement, then we do not need
to thoroughly inspect it for sensitive personal data.
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Figure 3: Distribution of redacted region ratios for sam-
pled RVL-CDIP resume images.

SSNs, which we consider to be the most sensi-
tive of the PII types, appear in all five datasets,
with RVL-CDIP containing the most SSNs. Sensi-
tive personal data was found in resumes, invoices,
employee forms, and even in scanned images of
drivers licenses and Social Security cards. The
most common PII types are birth dates, birth places,
home addresses, citizenship/nationality statuses,
and marital/parental/spousal statuses. We observed
that these often appear in resume documents, of
which RVL-CDIP, DocVQA, and Tobacco3482 had
many. The rarest PII types were health statuses
and religious affiliation, which only appeared in
RVL-CDIP and DocVQA. In total, we found over
16,000 documents containing sensitive PII, which
is roughly 3.9% of all documents analyzed.

3 De-Identification of Sensitive PII

The presence of sensitive PII in all five IIT-CDIP-
derived datasets is alarming. For the sake of pri-
vacy, we will release redacted versions of these
datasets along with the publication of this paper. In
this section we discuss several ways of redacting
sensitive information from document data, includ-
ing one method that replaces the original sensitive
data with synthetic data in order to preserve utility.

3.1 De-Identification Methods
Bounding boxes encircling sensitive textual enti-
ties within documents were applied as part of our
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annotation stage. These bounding boxes encom-
pass sensitive textual entities, so we can measure
the amount of sensitive information per document
based on the ratio of bounding box area to docu-
ment page area. These ratios are summarized in
Figure 3, where we see that for the majority of
documents with sensitive information, only less
than 2% of the document page area is occupied by
sensitive information. With knowledge of where
in 2-dimensional space the sensitive entities occur
in documents, we can then apply various redaction
strategies to remove and/or replace the sensitive
data.

Basic redactions. This first strategy renders a
black rectangle that covers sensitive data defined
by the bounding boxes. The second strategy is the
same except using white pixels instead of black.
Examples of these two strategies are shown in the
left and middle panes of Figure 4.

De-Identification with Replacement Data. In-
stead of simply redacting sensitive personal data by
"covering" it with black or white (or inpainted)
boxes in an image and removing it from OCR
transcriptions, an alternative approach is data
de-identification with synthetic replacement data.
Data de-identification aims to replace original sen-
sitive data with fake, but realistic, data.11 As the
sensitive PII data types that we seek to de-identify
are relatively basic (e.g., birth dates, phone num-
bers, etc.), we can use data generation tools to syn-
thesize replacement data. In this paper, we thus use
two straightforward approaches to generate fake
replacement data: (1) sampling from gazetteer lists
(e.g., lists of nationalities, religions, months) and
(2) the Faker12 Python library, which is useful for
generating data like phone number and SSN pat-
terns, as well as home addresses.

For each document containing sensitive data,
we first mask (i.e., redact) the original sensitive
data by masking it with white pixels (or inpaint-
ing the sensitive regions, in the case of DocVQA),

11The term "de-identification" encompasses simple redac-
tion of sensitive data, but in some sources the term also in-
cludes replacing the data with fake data (Yogarajan et al.,
2018). In others, "pseudonymization" includes replacing orig-
inal data with fake data (Volodina et al., 2023; Yermilov et al.,
2023). Still others use pseudonymization to imply that there
is a reversible mapping between real and fake data, so that
the original data can be recovered from the fake data (Johner,
2019). In our case, we do not have a need for recovering the
real data.

12https://github.com/joke2k/faker. We use version
23.1.0.

then we randomly generate fake replacement data
using the two aforementioned approaches. Next,
the fake data is rendered to images using the Pil-
low13 Python image processing library, with which
we use several font types. Since IIT-CDIP doc-
uments often contain noisy text as exhibited by
Figure 5 — that is, text that appears visually de-
graded from noisy printing or scanning processes
— we apply augmentations to the rendered fake
data in order to mimic common noise types seen
in the original documents. We use Augraphy14

(Groleau et al., 2023) (a document-centric image
augmentation library) and Albumentations15 (Bus-
laev et al., 2020) (a general purpose image aug-
mentation library) to achieve noise-like effects. In
particular, we found Augraphy’s InkMottling and
LowInkRandomLines and Albumentation’s Rotate
augmentations to be useful. Examples of aug-
mented data are shown in Figure 6. Put together,
the redacted documents with fake, augmented data
look like the examples shown in Figure 7.

The main benefit to this synthetic data replace-
ment approach is to preserve the overall meaning
of text in a document. That is, replacing one en-
tity with a synthetic replacement still maintains the
underlying semantic meaning, even if a different
entity is used.

4 Experiments: Impact of Redactions

Having redacted sensitive PII from document im-
ages, we next determine whether such redactions
impact downstream modeling performance. To
help answer this question, we conduct several ex-
periments to intrinsically and extrinsically compare
the various redaction approaches with the original
un-redacted documents.

4.1 Document Similarity
In our first experiment, we compute document sim-
ilarity and distance scores between un-redacted and
redacted versions of a random set of 445 resume
documents form RVL-CDIP. Each of these doc-
uments has a corresponding un-redacted, black
(i.e., black pixel redactions), white, and synthetic-
replacement version. We compute embedding rep-
resentations of each of these documents using CLIP
with the ViT-32 model backbone (Radford et al.,
2021). Then, we compute the cosine similarity and

13https://python-pillow.org/. We use version 9.3.0.
14https://github.com/sparkfish/augraphy. We use

version 8.2.6.
15https://albumentations.ai/. We use version 1.3.1.
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Figure 4: The three redaction approaches investigated: black (left), white (center), and pseudonymization with fake
data (right).

Figure 5: Examples of noise seen in documents from
RVL-CDIP. (Best if viewed digitally.)

Figure 6: Various augmentations of un-augmented
text (upper left). We use augmentations for the
pseudonymized data. (Best if viewed digitally.)

euclidean distance between each redacted version
and the un-redacted document.

Figure 8 shows a document with the three types
of redactions applied, along with similarity and
distance scores between each and the original un-
redacted version. Figures 9 and 10, which plot
histograms of similarity and distance scores be-
tween redacted and un-redacted documents, clearly
indicate that the black redaction approach produces
documents that are more dissimilar from their orig-
inal un-redacted counterparts, at least in the CLIP
embedding space. The distributions of scores of
white and synthetic-replacement (called "pseudo"
in the figures) redaction approaches are quite sim-
ilar, with the synthetic-replacement documents
being slightly more similar (and closer) to their
un-redacted counterparts. Overall, the synthetic-
replacement documents were more similar than the
white redacted documents to the un-redacted ver-
sions roughly 61.6% of the time, while the opposite
was true roughly 28.3% of the time; the similarity
scores were equal roughly 10.1% of the time, and
for no documents were the black redactions more
similar to the un-redacted versions than the other

Figure 7: Examples of documents from RVL-CDIP
pseudonymized by us. Our document pseudonymiza-
tion method replaces real sensitive data with fake, aug-
mented data. (Best if viewed digitally.)

two approaches. For the euclidean distance scores,
these numbers were 61.8%, 28.3%, and 9.9%, re-
spectively. Lastly, Figure 11 charts the relationship
between redacted region area in a document image
and similarity to its un-redacted original. Here, the
relationship is quite clear: as the area occupied by
redactions increases in a document image, the less
that redacted image resembles the original.

4.2 Downstream Model Confidence

In our second experiment, we compare the pre-
dictions of a document classifier on original un-
redacted documents and their redacted counterparts.
Our goal here is to examine the impact of redac-
tions (quantified, as before, by the ratio between
redacted area to total image area) on modeling per-
formance on the task of document classification.
Model label predictions are critical for the task of
classification, and thus it would be concerning if
these predictions were to change on the redacted
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Sim: 0.989
Dist: 1.544

Sim: 0.997
Dist: 0.879

Sim: 0.964
Dist: 2.831

Figure 8: Comparison of different redaction methods. Redacting sensitive personal data using black redactions (left)
typically causes the redacted image to be more dis-similar to the original document image (not shown) in terms of
the image embedding space than white redactions (center) and synthetic-replacement redactions (right). Here, Sim
is cosine similarity and Dist is euclidean distance in CLIP (ViT-32) embedding space between the redacted image
and the original un-redacted version.
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Figure 9: Similarity score distributions for three redac-
tion types. Each similarity score is between a redacted
document image and its un-redacted original counter-
part.
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Figure 10: Distance score distributions for three redac-
tion types. Each distance score is between a redacted
document image and its un-redacted original counter-
part.
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Figure 11: The relationship between redacted region
area and cosine similarity between original and redacted
(synthetic-replacement) document pairs in CLIP embed-
ding space.

versions of the documents. Similarly, model con-
fidence scores are important, as they can be used
as measures of certainty in the presence of out-of-
domain or out-of-distribution inputs (Larson et al.,
2022). We use the DiT-base document classifica-
tion model (Li et al., 2022), using weights that
have been fine-tuned on the RVL-CDIP training
set.16 We then sample 445 documents from the test
split of RVL-CDIP’s resume category that contain
PII, and compute model predictions and softmax
confidence scores on un-redacted and redacted ver-
sions of each sample (repeated for each redaction
method: black, white, and synthetic-replacement).

None of the sampled images saw DiT model
predictions change (e.g., flipped from resume to
invoice) for all three redaction types. However,
we do observe a slightly increasing trend in the
relationship between the relative cumulative ar-
eas of redacted bounding box region in an image
against the absolute model confidence score differ-
ence between un-redacted and redacted versions of
an image. This relationship is also captured in Fig-
ure 12 for the synthetic-replacement data, where
we removed 11 outliers with confidence score dif-
ferences of above 0.004 for visual clarity. These
outliers are interesting: in the most extreme case,
we observed a datapoint with a relative area of
redacted PII of about 3% that yielded a confidence
score decrease of roughly 0.30 from un-redacted
to redacted. However, these cases are rare, and the

16Specifically, we use the model from
https://huggingface.co/microsoft/
dit-base-finetuned-rvlcdip.
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Figure 12: The relationship between redacted region
relative area and confidence score difference.

median confidence score difference among these
11 outliers is 0.045.

The relationship between redacted area ratio
and classifier confidence score difference for the
synthetic-replacement redaction type is similar to
that of the white type. The trend for the black type
redacted data is similar as well, but the confidence
score differences for the black type tend to be larger
than the other types. (The mean differences for
black, white, and synthetic-replacement data are
0.0036, 0.0022, and 0.0024, respectively.) Overall,
though, the impact of redactions on model labeling
ability and confidence score is very minimal.

5 Related Work

With the growing importance of data in training
and evaluating machine learning models, recent
work has started to examine datasets and corpora
with the goal of evaluating data quality. This no-
tion of quality encompasses notions of correctness
(e.g., uncovering and quantifying label annotation
errors (Chen et al., 2016; Radenović et al., 2018;
Niu and Penn, 2019; Northcutt et al., 2021; Ying
and Thomas, 2022)), and diversity and difficulty
(e.g., measuring the similarity or overlap between
test and train splits (Croft et al., 2023; Elangovan
et al., 2021; Finegan-Dollak et al., 2018; Allama-
nis, 2019; Barz and Denzler, 2020; Laatiri et al.,
2023; Lewis et al., 2021; Larson et al., 2023; Wen
et al., 2022)), as well as whether datasets are free
of potentially harmful contents like undesirable so-
cial biases (e.g., Yang et al. (2020); Hirota et al.
(2022); Sahoo et al. (2022); Smith et al. (2023)),
harmful language or concepts (e.g., hate speech
and sexually explicit content (Birhane and Prabhu,
2021; Luccioni and Viviano, 2021)), and sensitive
personally identifiable data (Murgia, 2019; Yang
et al., 2020; Prabhu and Birhane, 2020; Harvey and
LaPlace, 2021; Yang et al., 2022). In particular,
Subramani et al. (2023) uncovered the presence of
PII in two massive web-scale corpora using auto-
mated methods, including Presidio. Recent work
by Larson et al. (2023) observed the presence of

sensitive PII in RVL-CDIP, but did not investigate
this in-depth or for other IIT-CDIP-derived corpora.
Our work is among the first to examine the pres-
ence of sensitive personal data in datasets derived
from IIT-CDIP in depth.

De-identification and pseudonymization have
been investigated in computer vision in the con-
text of de-identifying and pseudonymizing faces
(e.g., Gross et al. (2009); Brkic et al. (2017); Li and
Lin (2019); Gafni et al. (2019); Cai et al. (2024);
Yang et al. (2022)) and other potentially sensi-
tive image entities in images (e.g., Orekondy et al.
(2018)). De-identification and pseudonymization
also plays an important role in healthcare applica-
tions of natural language processing (e.g., Friedrich
et al. (2019); Lothritz et al. (2023); Vakili and Dalia-
nis (2022); Sánchez et al. (2014); Murugadoss et al.
(2021)), where healthcare records — often legally
— must be anonymized before they can be used as
data for training or evaluating models. Despite de-
identification and pseudonymization being active
areas of research in computer vision and healthcare
text processing applications, we found relatively
little work on the topic in prior work on document
image processing, with exceptions including work
on applying black redactions over sensitive regions
of documents (Liu et al., 2019; Pagel et al., 2024).
In particular, Pagel et al. (2024) investigated the
impact of applying black redaction boxes to doc-
uments from RVL-CDIP, finding that this type of
redaction strategy tends to negatively impact classi-
fier performance. However, they did not investigate
any other redaction or de-identification strategies.

We therefore argue that sensitive data de-
identification and pseudonymization should be-
come active areas of future work for the docu-
ment image processing research community; for
instance, while we found simple data generation
and augmentation strategies using Augraphy and
Faker to be effective in imitating real data, perhaps
more recent font style transfer methods (e.g., Atar-
saikhan et al. (2017); Gomez et al. (2019); Wu et al.
(2019)) could be investigated for this task in the
future.

6 Conclusion

In this paper, we uncover large amounts of sensitive
personally identifiable information (PII) within five
datasets derived from IIT-CDIP. We measure the
coverage and performance of several off-the-shelf
PII detection tools, finding that performance varies
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widely across tools at the task of detecting SSNs,
and that as a whole, coverage of the various PII
types found in IIT-CDIP is limited. We analyze the
impact of redactions on the data to various model-
ing tasks, and we will make redacted versions of
these dataset publicly available.

Limitations

The primary goal of this work is to minimize the im-
mediate risk of there being sensitive personal data
in several well-known, publicly available datasets.
In order to take immediate action to remedy this
risk, we introduce a method to replace this sensitive
data with synthetic, but realistic, replacement data.
This work is therefore less concerned with rigorous
privacy notions (e.g., differential privacy).

Due to the scale of the original datasets, there is
a small chance that our manual annotation process
may have been imperfect. However, we believe
that all (or almost all) of the highly sensitive PII en-
tities (e.g., US Social Security Numbers) have been
de-identified. Regardless, since we have redacted
so much data with data replacement, any original
sensitive entities are now "hidden in plain sight",
and potential malevolent actors will have difficulty
finding real sensitive entities given the plethora of
realistic-looking synthetic entities.

We only apply our de-identification method to
datasets derived from IIT-CDIP, which are scanned
images of printed documents. However, we believe
our de-identification method could be applied to
born-digital documents as well. Indeed, such docu-
ments may be easier to deal with since they contain
less noise.

While we will make our de-identified datasets
publicly available, the original un-redacted ver-
sions are still currently hosted on the web. Prior to
the publication of this paper we will be contacting
the hosts of these datasets to share our findings in
the hopes that these un-redacted datasets will be
taken down. We have already had some success
on this front with Hugging Face, where we con-
vinced this site to remove a public preview of the
RVL-CDIP dataset.17
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