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Abstract

Active Learning aims to minimize annotation
effort by selecting the most useful instances
from a pool of unlabeled data. However, typi-
cal active learning methods overlook the pres-
ence of distinct example groups within a class,
whose prevalence may vary, e.g., in occupation
classification datasets certain demographics
are disproportionately represented in specific
classes. This oversight causes models to rely on
shortcuts for predictions, i.e., spurious correla-
tions between input attributes and labels occur-
ring in well-represented groups. To address this
issue, we propose Active Learning Via INter-
polation (ALVIN), which conducts intra-class
interpolations between examples from under-
represented and well-represented groups to cre-
ate anchors, i.e., artificial points situated be-
tween the example groups in the representation
space. By selecting instances close to the an-
chors for annotation, ALVIN identifies informa-
tive examples exposing the model to regions of
the representation space that counteract the in-
fluence of shortcuts. Crucially, since the model
considers these examples to be of high cer-
tainty, they are likely to be ignored by typical
active learning methods. Experimental results
on six datasets encompassing sentiment analy-
sis, natural language inference, and paraphrase
detection demonstrate that ALVIN outperforms
state-of-the-art active learning methods in both
in-distribution and out-of-distribution general-
ization.

1 Introduction

Despite the remarkable zero-shot and few-shot
learning capabilities of large language mod-
els (LLMs) (Brown et al., 2020; Chowdhery et al.,
2023; Touvron et al., 2023, inter alia), supervised
fine-tuning remains a critical component of model
development (Yuan et al., 2023; Mosbach et al.,
2023; Bai et al., 2023). Collecting high-quality
labeled data is, nonetheless, time-consuming and

Figure 1: Illustration of ALVIN applied to a binary clas-
sification task. indicates well-represented, labeled
examples in Class A, indicates under-represented,
labeled examples in Class A, indicates labeled exam-
ples in Class B, indicates unlabeled instances, and in-
dicates the anchors created via intra-class interpolations
between under-represented and well-represented exam-
ples. Unlike typical active learning methods, ALVIN
prioritizes high-certainty instances that integrate rep-
resentations from different example groups at varied
proportions. This approach enables ALVIN to adjust
the model’s decision boundary and mitigate its reliance
on shortcuts.

labor-intensive (Tan et al., 2024). To address this
annotation bottleneck, active learning (AL) seeks
to select the most useful instances from a pool
of unlabeled data, thereby maximizing model per-
formance subject to an annotation budget (Settles,
2009).

However, datasets commonly used for model
fine-tuning often contain shortcuts (Gururangan
et al., 2018; McCoy et al., 2019; Wang and Culotta,
2020), i.e., spurious correlations between input at-
tributes and labels present in a large number of
examples (Geirhos et al., 2020). For example, in
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occupation classification datasets, many examples
exhibit patterns that incorrectly associate certain
demographics, such as race and gender, with spe-
cific occupations (Borkan et al., 2019). Conse-
quently, models exploiting shortcuts achieve high
performance on well-represented example groups,
but fail on under-represented groups where short-
cuts do not apply (Tu et al., 2020). This issue is
particularly prominent in out-of-distribution set-
tings, where under-represented groups can become
more prevalent due to distribution shifts (Koh et al.,
2021). By neglecting the presence of these distinct
example groups in the training data, AL methods
amplify the prevalence of well-represented groups,
thereby exacerbating shortcut learning (Gudovskiy
et al., 2020; Deng et al., 2023).

Motivated by these shortcomings, we introduce
Active Learning Via INterpolation (ALVIN). The
key idea behind ALVIN is to leverage interpola-
tions between example groups to explore the rep-
resentation space. Specifically, we identify unla-
beled instances for annotation by assessing their
proximity to anchors, i.e., artificial points in the
representation space created through intra-class in-
terpolations between under-represented and well-
represented examples. Intuitively, ALVIN selects
informative instances with features distinct from
those prevalent in well-represented groups, helping
the model avoid reliance on shortcuts. Importantly,
because these instances are deemed high certainty
by the model, they are often overlooked by typical
AL methods.

We conduct experiments on six datasets span-
ning sentiment analysis, natural language infer-
ence, and paraphrase detection. Our results
demonstrate that ALVIN consistently improves
out-of-distribution generalization compared to sev-
eral state-of-the-art AL methods, across different
dataset acquisition sizes, while also maintaining
high in-distribution performance.

We analyze ALVIN to gain deeper insights into
its performance improvements. First, we examine
the unlabeled examples identified by ALVIN, show-
casing its ability to select diverse, high-certainty
instances while avoiding outliers that could nega-
tively impact performance. Next, through several
ablation studies, we demonstrate the advantages
of our interpolation strategy compared to other
interpolation-based AL methods. Finally, we ex-
plore the impact of hyper-parameters on perfor-
mance and assess the computational runtime re-
quired to select instances for annotation.

2 Active Learning Via INterpolation

2.1 Preliminaries

We consider the typical pool-based active learn-
ing (AL) scenario (Lewis and Gale, 1994), in
which an initial set of labeled instances L =
{(xi, yi)}Ni=1, where xi ∈ X is the input and yi ∈
{1, 2, . . . , C} is the corresponding label, along
with a pool of unlabeled instances U = {xj}Mj=1,
where N ≪ M . In each AL round, we query an
annotation batch B comprised of b instances from
U to be annotated and added to L. Then L is used
to train a model fθ : X → Y parameterized by θ.
The model fθ consists of an encoder fenc : X → Z
mapping an input xi to a representation zi, and a
classifier fcls : Z → Y which outputs a softmax
probability over the labels based on zi. The AL
process continues until the annotation budget is ex-
hausted or a satisfactory model performance level
is reached.

Following Sagawa et al. (2019), we further as-
sume that the training dataset contains distinct
groups of instances within some classes. Some
of these groups are well-represented and strongly
associated with labels, e.g., high word overlap and
“entailment” in natural language inference (NLI)
datasets (McCoy et al., 2019), while others are
under-represented, e.g., negation in the hypoth-
esis and “entailment” (Gururangan et al., 2018).
We refer to the instances belonging to the well-
represented groups associated with a particular
class as majority instances gmaj of said class, and
the rest as minority instances gmin.1

Models often rely on shortcuts found in majority
instances to make predictions (Puli et al., 2023), a
dependency that becomes problematic when distri-
bution shifts at test time increase the prevalence
of minority examples, resulting in poor out-of-
distribution generalization (Koh et al., 2021). This
issue is further exacerbated in AL, where typical
methods like uncertainty sampling (Lewis and Gale,
1994), select repetitive high uncertainty majority
instances (Deng et al., 2023). To counter shortcut
learning, it is crucial for the model to be exposed to
instances whose patterns deviate from those preva-
lent in majority examples (Korakakis and Vlachos,
2023).

1Note that some instances can be majority for a particular
class, and other instances exhibit the same patterns can be
minority for a different class e.g., NLI instances containing
negation in the hypothesis are majority for the “contradiction”
class, but minority for the “entailment” class.
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Algorithm 1 Active Learning Via INterpolation (ALVIN)

Input: Training dataset L, unlabeled pool U , model fθ = {fenc, fcls}, annotation batch size b, number of
anchors K, shape parameter α of Beta distribution

1: I = ∅
2: gmin, gmaj = INFERMINMAJ(fθ,L)
3: for c ∈ C do
4: Sample Lmin

c ,Lmaj
c ∼ L

5: for (xi, yi) ∈ Lmin
c do

6: Sample (xj , yj) ∼ g
maj
c

7: for k in K do ▷ generate multiple anchors
8: Sample λ ∼ Beta(α, α)
9: aki,j = λfenc(xi) + (1− λ)fenc(xj)

10: I ← I ∪ Top-k
x∈U

KNN
(
aki,j ,U) ▷ select k nearest neighbors of anchor from U

11: B = argmax
x∈I

−
C∑
i=1

fcls(fenc(x))i log fcls(fenc(x))i, |B| = b ▷ select top-b instances via uncertainty

2.2 Algorithm

We hypothesize that the properties of the represen-
tation space are crucial for identifying unlabeled
instances capable of mitigating shortcut learning.
Specifically, the reliance on shortcuts for predic-
tions creates a spurious decision boundary, incor-
rectly separating minority and majority examples
within the same class. Thus, our goal is to select
informative instances that will prompt the model
to adjust its decision boundary, thereby correct-
ing its reliance on shortcut features. To achieve
this, ALVIN employs intra-class interpolations be-
tween minority and majority instances to create
anchors. These anchors facilitate the exploration of
diverse feature combinations within the representa-
tion space, enabling the identification of unlabeled
instances that integrate representations from differ-
ent example groups at varied proportions. However,
because these instances exhibit high certainty, they
are typically overlooked by existing AL methods,
e.g., a model will confidently label an “entailment”
instance with negation in NLI as “contradiction.”
The overall procedure of ALVIN is detailed in Al-
gorithm 1 for an AL round.

Inferring Minority/Majority Examples At the
beginning of each AL round, we first identify the
minority and majority examples within each class
in the training dataset (line 2). We are motivated
by the observation that the existence of shortcuts
within the majority examples causes a discrep-
ancy in training dynamics, leading the model to fit
majority examples faster than minority ones, and
resulting in a spurious decision boundary (Shah

et al., 2020; Tu et al., 2020; Pezeshki et al., 2021).
Thus, we infer the example groups by monitor-
ing the frequency with which the model incor-
rectly predicts an example (Toneva et al., 2019;
Swayamdipta et al., 2020; Yaghoobzadeh et al.,
2021). Specifically, we classify an example xi as
minority if (1) the model’s predictions switch be-
tween correct to incorrect at least once during train-
ing, i.e., acctxi

> acct+1
xi

, where acctxi
= 1ŷti=yi

indicates that the example xi is correctly classified
at time step t, or (2) the example is consistently
misclassified by the model throughout training, i.e.,
∀t ∈ {1, 2, . . . , T}, acctxi

= 0 where T is the
total number of training epochs. Conversely, all
other examples that do not meet these criteria are
classified as majority examples.

Anchor Creation After identifying the minority
and majority examples within each class, we then
proceed to create anchors to explore the representa-
tion space between these example groups. In partic-
ular, for each class c in C, we initially sample Lmin

c

and Lmaj
c (line 4), where |Lmin

c | = |Lmaj
c | ≪ N .

Next, for every minority instance in Lmin
c (line 5)

we randomly sample a majority instance from
Lmaj
c (line 6), and interpolate their representations

to create the anchor ai,j (line 9):

ai,j = λfenc(xi) + (1− λ)fenc(xj), (1)

where the interpolation ratio λ ∈ [0, 1] is sampled
from a Beta distribution Beta(α, α). By adjusting
the parameter α of this distribution, we can control
where the anchors lie in the representation space
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relative to minority or majority instances. Intu-
itively, when λ is closer to 0, the anchor ai,j is pre-
dominantly influenced by the minority instance xi;
conversely, as λ approaches 1, ai,j increasingly re-
sembles the representation of majority instance xj .

We generate K anchors for each minority-
majority pair (line 7). This process enables us
to create anchors that incorporate varied feature
combinations, thus allowing for a comprehensive
exploration of the representation space between
minority and majority examples.

Example Selection After constructing the an-
chors, we use K-Nearest-Neighbors (KNN) to iden-
tify similar unlabeled examples xu ∈ U to an an-
chor in the representation space (line 10).2 We re-
peat this process for each anchor across all classes.
Finally, we select for annotation the top-b unla-
beled instances with the highest uncertainty (Lewis
and Gale, 1994) (line 11). This approach maintains
the advantages of uncertainty-based instance selec-
tion, while counteracting its tendency to facilitate
shortcut learning by selecting a subset of unlabeled
instances that mitigate this phenomenon.

3 Experimental Setup

Datasets We conduct experiments on six datasets
across sentiment analysis, natural language infer-
ence, and paraphrase detection. In line with previ-
ous works in AL (Yuan et al., 2020; Margatina et al.,
2021; Deng et al., 2023), we use SA (Kaushik et al.,
2020), NLI (Kaushik et al., 2020), ANLI (Nie et al.,
2020), SST-2 (Socher et al., 2013), IMDB (Maas
et al., 2011), and QQP (Chen et al., 2017). To
assess out-of-distribution (OOD) generalization
we use SemEval-2017 Task 4 (Rosenthal et al.,
2017) for SA, ANLI for NLI, and NLI for ANLI,
IMDB for SST-2, SST-2 for IMDB, and TwitterP-
PDB (Lan et al., 2017) for QQP. Validation and
test splits are used as described in Margatina et al.
(2021) for IMDB, SST-2, and QQP, and Deng et al.
(2023) for SA, ANLI, and NLI.

Comparisons We compare ALVIN with several
baseline and state-of-the-art AL methods:
• Random samples instances uniformly at ran-

dom.
• Uncertainty (Lewis and Gale, 1994) acquires

annotations for unlabeled instances with the
highest predictive entropy according to the
model.
2Our distance metric is the Euclidean distance.

• Batch Active learning by Diverse Gradient
Embeddings (BADGE) (Ash et al., 2020) se-
lects unlabeled instances by applying the K-
means++ (Arthur and Vassilvitskii, 2007) clus-
tering algorithm on the gradients of the predicted
class with respect to the model’s last layer.

• BERT-KM (Yuan et al., 2020) clusters unla-
beled instances within the representation space
of a BERT (Devlin et al., 2019) model using
k-means, then selects for annotation those in-
stances that are closest to the center of each
cluster.

• Contrastive Active Learning (CAL) (Mar-
gatina et al., 2021) selects unlabeled instances
that, according to the model, diverge maximally
from their nearest labeled neighbors.

• Active Learning by Feature Mixing (ALFA-
Mix) (Parvaneh et al., 2022) conducts interpola-
tions between unlabeled instances and anchors,
i.e., the average embeddings of the labeled exam-
ples for each class, and then selects unlabeled
instances whose interpolations have different
predictions compared to the anchors.

Implementation Details We use the Hugging-
Face (Wolf et al., 2020) implementation of BERT-
base (Devlin et al., 2019) for our experiments. Fol-
lowing Margatina et al. (2021), we set the annota-
tion budget at 10% of the unlabeled pool U , initial-
ize the labeled set at 0.1% of U , and the annotation
batch size b at 50. We train BERT-base models with
a batch size of 16, learning rate of 2e−5, using the
AdamW (Loshchilov and Hutter, 2019) optimizer
with epsilon set to 1e− 8. For ALVIN, we set K
to 15, α to 2, and use the CLS token from the final
layer to obtain representations and conduct interpo-
lations. For other AL methods, we follow the same
hyper-parameter tuning methods mentioned in their
original papers. Each experiment is repeated three
times with different random seeds, and we report
the mean accuracy scores and standard deviations.

4 Results

4.1 Main Results

Table 1 presents the main experimental results
across the six datasets. Overall, we observe a con-
siderable decline in OOD performance across all
AL methods. ALVIN consistently outperforms all
other AL methods in both in-distribution and out-
of-distribution generalization. ALFA-Mix, CAL,
and Uncertainty also show competitive perfor-
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Data Acq. Data Random Uncertainty BADGE BERT-KM CAL ALFA-Mix ALVIN
ID OOD ID OOD ID OOD ID OOD ID OOD ID OOD ID OOD

SA
1% 78.9±0.2 59.4±1.8 69.7±0.2 57.9±2.7 74.6±0.5 56.2±1.9 66.4±0.4 60.5±3.5 72.4±0.2 57.8±3.5 73.9±0.5 58.0±2.5 77.9±0.7 61.5±0.5

5% 86.9±0.1 73.9±2.2 90.8±0.3 74.4±3.2 88.9±0.6 79.7±2.1 90.2±0.3 75.6±3.4 89.4±0.3 79.3±3.1 89.7±0.9 79.8±3.2 90.8±1.0 82.2±1.2

10% 88.3±0.2 81.1±1.9 91.1±0.3 78.2±3.4 90.2±0.4 78.3±1.8 88.3±0.5 75.9±2.8 90.5±0.2 73.0±2.3 90.5±0.7 78.4±2.9 91.8±1.3 84.1±0.9

NLI
1% 44.7±0.6 34.2±0.9 41.2±1.2 33.2±1.7 41.3±1.3 33.8±1.2 42.4 ±1.6 34.7±1.0 43.3±0.4 35.3±0.7 42.8±1.4 34.6±2.2 43.4±0.8 35.7±1.5

5% 67.1±0.9 35.8±1.1 63.9±1.4 35.7±1.9 63.7±1.2 35.0±1.4 65.8±1.8 34.6±1.2 67.8±0.4 36.0±1.2 67.8±1.7 36.3±1.9 69.7±1.1 38.9±0.7

10% 72.9±0.6 37.9±0.8 76.2±1.0 37.9±1.3 76.1±1.4 37.0±1.4 73.1±1.5 37.6±1.2 77.6±0.6 39.9±0.8 77.7±2.1 40.1±3.1 78.1±1.1 42.9±1.5

ANLI
1% 34.1±0.4 33.1±1.3 33.1±1.4 34.1±2.4 34.8±1.4 32.8±1.7 33.4 ±1.2 33.3±1.3 33.0±1.1 34.5±2.4 33.3±1.2 33.7±1.7 34.2±0.5 33.8±0.9

5% 36.4±0.3 35.1±0.9 37.3±1.4 35.9±1.9 37.3±1.5 34.6±1.7 36.6±1.2 32.4±1.2 36.2±1.3 34.1±1.9 37.8±1.8 34.7±2.4 37.4±0.9 37.9±0.6

10% 38.9±0.4 33.5±1.2 39.9±1.7 35.9±2.7 41.0±1.2 36.0±1.5 40.1±1.3 31.5±1.1 38.3±1.2 35.2±2.2 38.3±1.8 36.1±2.3 42.6±1.0 39.2±1.3

SST-2
1% 84.0±0.5 69.3±0.7 84.6±0.8 68.6±1.5 84.6±0.6 68.6±1.1 84.7±0.9 68.6±1.4 85.0±0.6 69.8±0.7 85.9±0.7 70.6±0.6 86.8±0.3 71.9±0.9

5% 86.4±0.7 71.8±0.6 87.9±0.7 70.3±1.3 87.3±0.8 70.9±1.2 88.8±0.5 70.9±0.7 87.7±0.6 73.6±1.2 87.9±0.6 74.2±0.8 90.0±0.3 77.6±0.9

10% 88.1±0.7 73.1±0.9 89.3±0.5 72.1±1.1 88.7±0.6 71.2±1.4 89.3±1.8 71.4±0.9 89.4±0.4 75.4±0.8 89.0±0.5 76.3±1.4 90.1±0.5 78.9±0.8

IMDB
1% 66.1±0.6 59.4±1.8 68.4±0.6 60.6±1.0 68.1±0.5 60.3±2.7 68.3±1.6 60.1±1.5 73.7±0.5 60.6±1.2 73.6±0.5 61.4±1.8 74.2±1.5 63.7±0.6

5% 84.4±0.7 77.3±1.6 84.8±0.6 80.3±0.9 84.6±0.5 79.6±3.3 84.8±0.8 79.1±2.3 84.9±0.4 79.4±0.7 84.5±0.5 80.3±2.0 86.5±1.2 84.0±0.3

10% 86.3±0.6 79.6±2.9 87.1±0.6 82.4±1.2 87.2±0.4 81.7±3.1 87.4±1.5 81.2±1.5 87.4±0.5 81.3±0.6 87.4±0.6 82.2±2.1 88.8±0.9 84.8±0.7

QQP
1% 77.5±0.6 71.3±0.3 78.6±0.6 70.1±1.7 78.2±0.7 70.2±1.7 78.0±0.7 69.9±0.8 78.3±0.6 71.3±0.3 77.9±0.6 70.4±1.4 78.9±0.5 72.8±0.9

5% 81.7±0.7 81.0±0.2 82.2±0.6 80.1±2.2 81.8±0.6 79.8±2.1 80.9±0.5 78.8±1.0 82.4±0.5 81.8±0.6 81.9±0.5 81.1±0.9 84.0±1.4 83.9±0.9

10% 84.6±0.7 83.2±0.3 85.6±0.4 82.9±1.7 84.2±0.6 82.0±2.4 84.3±0.8 81.2±1.3 84.2±0.5 83.6±0.4 84.4±0.6 83.1±0.7 86.7±1.5 86.4±1.3

Avg.
1% 64.2 54.4 62.6 54.1 63.6 53.6 62.2 54.5 64.3 54.9 64.6 54.8 65.9↑1.3 56.6↑1.7
5% 73.8 62.5 74.5 62.8 73.9 63.3 74.5 61.9 74.7 64.0 74.8 64.4 76.4↑1.5 67.3↑3.0

10% 76.5 64.7 78.2 64.9 77.9 64.4 77.1 63.1 77.9 64.7 77.9 66.0 79.7↑1.5 69.4↑3.4

Table 1: In-distribution (ID) and out-of-distribution (OOD) accuracy of active learning methods across six datasets,
evaluated at different percentages of the entire dataset size. Results are averaged over three runs with different
random seeds. Bold indicates the best ID values, underlining marks the best OOD values, and values highlighted in
blue show an improvement over the next best result.

mance, but do not surpass that of ALVIN. Notably,
ALVIN enhances the effectiveness of Uncertainty,
considerably improving performance compared to
using Uncertainty alone. Finally, BADGE and
BERT-KM demonstrate improvements only over
Random sampling.

Method AT LN NG SE WO Avg.

N
L

I

Random 13.8 43.7 37.5 44.4 45.4 37.0
Uncertainty 12.2 49.9 39.6 47.6 48.1 39.5

BADGE 16.2 50.5 43.3 49.2 48.0 41.4
BERT-KM 10.6 46.6 39.1 47.0 47.4 38.1

CAL 11.8 50.1 42.5 49.8 48.7 40.6
ALFA-Mix 13.6 47.9 41.3 49.3 47.7 40.0

ALVIN 18.2 54.1 48.3 52.8 53.6 45.4↑4.0

A
N

L
I

Random 83.2 29.9 31.4 29.7 41.7 43.2
Uncertainty 85.0 32.5 30.7 29.8 41.8 44.0

BADGE 62.4 30.2 33.3 30.2 39.5 39.1
BERT-KM 74.3 28.6 30.2 29.4 37.4 40.0

CAL 60.1 31.8 33.5 30.7 39.1 39.0
ALFA-Mix 79.4 33.6 32.9 29.9 43.2 43.8

ALVIN 85.8 42.2 40.2 39.8 50.5 51.7↑7.7

Table 2: Out-of-distribution performance of active learn-
ing methods trained on NLI and ANLI datasets, eval-
uated using the NLI stress test. Values highlighted in
blue indicate an improvement over the next best result.

4.2 Additional OOD Generalization Results
Following Deng et al. (2023), we further evalu-
ate the OOD generalization capabilities of models
trained with various AL methods. Table 2 presents
the results on the NLI Stress Test (Naik et al., 2018)
for models trained on NLI and ANLI. We observe
that ALVIN consistently outperforms all other AL
methods in all stress tests, achieving an average
performance improvement of 4.0 over BADGE, the
next best performing method for models trained
on NLI and, 7.7 over ALFA-Mix, the second best
performing method for models trained on ANLI.
Table 7 in the Appendix shows additional OOD
results on Amazon reviews (Ni et al., 2019).

5 Analysis

5.1 Characteristics of Selected Instances
We analyze the characteristics of unlabeled in-
stances identified through various active learning
methods using uncertainty, diversity, and represen-
tativeness.

Uncertainty Following Yuan et al. (2020), we
measure uncertainty with a model trained on the
entire dataset to ensure that it provides reliable
estimates. Specifically, we compute the average
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Method Unc. Div. Repr.

Random 0.121 0.641 0.584
Uncertainty 0.239 0.613 0.732
BADGE 0.117 0.635 0.681
BERT-KM 0.134 0.686 0.745
CAL 0.225 0.608 0.607
ALFA-Mix 0.136 0.645 0.783

ALVIN 0.123 0.672 0.823

Table 3: Uncertainty (Unc.), diversity (Div.), and rep-
resentativeness (Repr.) of unlabeled instances selected
for annotation by active learning methods. Results are
averaged across all datasets.

predictive entropy of the annotation batch B via
− 1

|B|
∑

x∈B
∑C

c=1 p(y = c|x) log p(y = c|x),
where C is the number of classes.

Diversity We assess diversity in the rep-
resentation space as proposed by Ein-Dor
et al. (2020). For each instance xi, di-
versity within the batch B is calculated us-

ing D(B) =
(

1
|U|

∑
xi∈U minxj∈B d(xi, xj)

)−1
,

where d(xi, xj) represents the Euclidean distance
between xi and xj .

Representativeness We measure the represen-
tativeness of instances in the annotation batch
B, to ensure that the generated anchors do
not attract outliers, which can negatively affect
both in-distribution and out-of-distribution perfor-
mance (Karamcheti et al., 2021). To achieve this,
we calculate the average Euclidean distance in
the representation space between an example and
its 10 most similar examples in U , i.e., R(x) =∑

xi∈KNN(x) cos(x,xi)

K , where cos(x, xi) is the cosine
similarity between x and its k-nearest neighbors,
and K is the number of nearest neighbors consid-
ered. Intuitively, a higher density degree within
this neighborhood suggests that an instance is less
likely to be an outlier (Zhu et al., 2008; Ein-Dor
et al., 2020).

Results Table 3 presents the uncertainty, diver-
sity, and representativeness metrics for unlabeled
instances selected by different active learning meth-
ods. Uncertainty and CAL acquire the most uncer-
tain examples, as indicated by their higher aver-
age entropy compared to other AL methods. Con-
versely, BADGE shows the lowest uncertainty, sim-
ilar to ALFA-Mix and ALVIN. BERT-KM scores

1% 5% 10%

NLI 94.5 94.8 96.1
ANLI 93.6 94.2 95.4

Table 4: Minority recall at different percentages of the
dataset size.

highest in diversity, while Uncertainty exhibits
the lowest score, suggesting that uncertainty sam-
pling often selects similar examples near the de-
cision boundary. Compared with other AL meth-
ods, ALVIN overall has a considerably better di-
versity. ALVIN achieves the highest representative-
ness score, indicating that its anchors are effectively
positioned in the representation space to attract
meaningful unlabeled instances without including
outliers that could degrade model performance.

5.2 Effectiveness of Minority Identification

To verify the reliability of using training dynamics
for identifying minority examples, we validate the
approach across different AL rounds. We calculate
recall, defined as the fraction of ground-truth minor-
ity examples identified by our strategy. We conduct
experiments on the NLI and ANLI datasets, where
minority and majority examples are predefined. As
shown in Table 4, relying on training dynamics pro-
vides consistent results, as the identified minority
instances align with the ground-truth annotations.

Overlap Negation
Method Compr. ↓ Acc. ↓ Compr. ↓ Acc. ↓
Random 3.6±0.5 85.8±0.5 3.8±0.6 87.2±1.7
Uncertainty 3.3±0.4 85.2±1.2 4.3±0.2 93.7±1.8
BADGE 3.5±0.2 86.2±0.9 4.1±0.5 93.2±1.6
BERT-KM 3.1±0.6 84.5±0.5 3.9±0.3 91.5±2.2
CAL 3.8±0.2 88.2±0.7 3.5±0.2 86.5±1.9
Alfa-Mix 3.5±0.4 86.3±1.3 3.1±0.7 85.9±1.5

ALVIN 2.4±0.5 80.7±0.8 2.2±0.4 82.6±1.8

Table 5: Probing results for Overlap and Negation short-
cut categories on the NLI dataset. Higher values in both
compression (Compr.) and accuracy (Acc.) metrics
indicate greater extractability of shortcut features from
the model’s representations.

5.3 Shortcut Extractability

We evaluate the extractability of shortcut features
from model representations using minimum de-
scription length probing (Voita and Titov, 2020).
Our evaluation focuses on two common shortcuts:
high-word overlap between the premise and hy-
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Figure 2: Effects of different components of ALVIN and hyperparameter adjustments on both in-distribution (ID)
and out-of-distribution (OOD) performance. Experiments are conducted on the IMDB dataset using 10% of the
acquired data.

pothesis being labeled as “entailment,” and the
presence of negation being labeled as “contradic-
tion.” Higher probing accuracy and compression
values suggest greater shortcut extractability. Ta-
ble 5 presents the probing results on the NLI dataset
for models trained with various AL methods over
10 rounds. We observe that prior AL methods in-
crease shortcut extractability, as indicated by higher
compression values and probing accuracies. In
contrast, ALVIN exhibits the lowest compression
values and probing accuracies.

5.4 Hyperparameter Study

We investigate the effect of the shape parameter α
of Beta distribution on the overall performance of
our proposed AL method. In Figure 2b we present
the performance of ALVIN when the Beta distri-
bution (1) is U-shaped, i.e., α = 0.5, and (2) is
bell-shaped, i.e., α = 2. When the distribution is
U-shaped, this leads to higher in-distribution ac-
curacy but lower out-of-distribution generalization.
This is due to the generated anchors being predom-
inantly concentrated in two regions of the repre-
sentation space, namely, those representing under-
represented and well-represented groups. Due to
the scarcity of examples in the under-represented
group, anchors in this region fail to attract a suffi-
cient number of instances, resulting in a tendency to
attract examples from well-represented groups in-
stead. Conversely, a bell-shaped distribution leads
to anchors being dispersed across a wider range of
the representation space, due to the broader vari-
ety of feature combinations it facilitates. Overall,
adjusting the shape of the Beta distribution via α

provides a means to balance the trade-off between
in-distribution and out-of-distribution accuracy, po-
tentially providing flexibility in the deployment
of ALVIN depending on specific use-case require-
ments. Table 8 in the Appendix presents additional
results where the Beta distribution is asymmetric.

We also investigate the impact of the hyperpa-
rameter K, which determines the number of an-
chors generated between under-represented and
well-represented example pairs. As illustrated
in Figure 2c, performance tends to be low with
smaller K values due to inadequate exploration of
the representation space. However, as K increases
considerably, ALVIN’s performance begins to align
more closely with that of Uncertainty. This occurs
because a larger number of anchors can cover a
broader section of the representation space, thereby
attracting high-uncertainty instances near the deci-
sion boundary.

5.5 Ablations

To better understand the effects of different compo-
nents of ALVIN on both in-distribution and out-of-
distribution performance, we conduct experiments
with four ALVIN variants: (1) ran interpolates ran-
dom pairs of labeled examples. The goal is to de-
termine whether interpolations between under-rep-
resented and well-represented instances lead to the
formation of meaningful anchors around unlabeled
instances in the representation space, (2) int-all
interpolates each minority example with every ma-
jority example, differing from the standard ALVIN
practice which involves random pairings between
under-represented and well-represented examples,
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Method SST-2 IMDB

Random 0 0
Uncertainty 173 107
BADGE 25640 3816
BERT-KM 4265 431
CAL 708 273
AlfaMix 915 428

ALVIN 781 357
→ Anchor Creation 468 232
→ Example Selection 311 125

Table 6: Time taken (in seconds) by active learning
methods to select 100 instances from the unlabeled pool.

(3) uni uniformly samples from I (line 10) instead
of using uncertainty to rank the unlabeled instances.
It allows us to directly assess the impact of remov-
ing uncertainty-based selection, (4) k-mean clus-
ters the samples from I (line 10) via k-means, and
then selects the unlabeled instances closest to the
centroids of these clusters.

The results from Figure 2a demonstrate the per-
formance of standard ALVIN is superior to that
of its variants. Notably, interpolations between
under-represented and well-represented examples
considerably enhance performance, as evidenced
by the drastic drop in performance observed with
the ran variant. Interpolating between an under-
represented example and all well-represented exam-
ples also leads to a slight reduction in performance.
We hypothesize that this is due to the anchors be-
ing spread across a large area of the representation
space, thus attracting repetitive high-uncertainty
instances from well-represented groups. Addition-
ally, integrating uncertainty into ALVIN helps re-
fine the selection of unlabeled instances, providing
a more informative subset for annotation. Finally,
the kmean variant does not show improvement
over standard ALVIN.

5.6 Runtime

We assess the computational runtime required for
selecting instances for annotation, following the
methodology of Margatina et al. (2021). Specif-
ically, we set the annotation batch size to 100,
and conduct experiments using a Tesla V100 GPU.
From Table 6, we see that Uncertainty is the most
time-efficient AL method. Conversely, BADGE is
the most computationally demanding AL method,
as it involves clustering high-dimensional gradi-

ents. CAL ranks as the second most time-efficient
method, followed by ALVIN, and ALFA-Mix.
Overall, our approach demonstrates competitive
speed compared to the fastest AL methods.

6 Related Work

Active Learning AL methods can be catego-
rized into three groups, informativeness-based,
representativeness-based, and hybrid AL ap-
proaches (Zhang et al., 2022b). Informativeness-
based AL approaches typically measure the useful-
ness of unlabeled instances via uncertainty sam-
pling (Lewis and Gale, 1994), expected gradi-
ent length (Settles et al., 2007), and Bayesian
methods (Siddhant and Lipton, 2018). Recent
AL works examine informativeness from the per-
spective of contrastive examples (Margatina et al.,
2021), model training dynamics (Zhang and Plank,
2021), and adversarial perturbations (Zhang et al.,
2022a). Representativeness-based AL approaches
like core-sets (Sener and Savarese, 2018), discrimi-
native active learning (Gissin and Shalev-Shwartz,
2019), and clustering-based methods (Zhdanov,
2019; Yu et al., 2022) aim to select diverse in-
stances such that the underlying task is better spec-
ified by the labeled set. Finally, hybrid AL ap-
proaches combine these two paradigms either by
switching between informativeness and represen-
tantivess (Hsu and Lin, 2015; Fang et al., 2017), or
by first creating informativeness-based representa-
tions of the unlabeled instances and then clustering
them (Ash et al., 2020; Ru et al., 2020). Compared
to prior work using interpolations for AL (Par-
vaneh et al., 2022), ALVIN differs in two key ways:
(1) we opt for interpolations between specific la-
beled instance pairs, rather than randomly interpo-
lating labeled and unlabeled instances, and (2) we
sample λ from a Beta distribution Beta(α, α) in-
stead of optimizing it for each pair individually.
This approach grants us greater control over the
placement of the anchors in the representation
space, ensuring they are positioned nearer to ei-
ther under-represented or well-represented exam-
ple groups as required.

Mixup ALVIN is inspired by mixup (Zhang et al.,
2018), a popular data augmentation method orig-
inally explored in the field of computer vision.
Mixup generates synthetic examples by interpolat-
ing random pairs of training examples and their la-
bels. Recent mixup variants conduct interpolations
using model representations (Verma et al., 2019),
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dynamically compute the interpolation ratio (Guo
et al., 2019b; Mai et al., 2022), explore different
interpolation strategies (Yin et al., 2021), and com-
bine mixup with regularization techniques (Jeong
et al., 2022; Kong et al., 2022). In the context of
NLP, Guo et al. (2019a) apply mixup on word and
sentence embeddings using convolutional and re-
current neural networks. Conversely, Yoon et al.
(2021) propose a mixup variant that conducts inter-
polations on the input text. Park and Caragea (2022)
apply mixup to calibrate BERT and RoBERTa mod-
els, while Chen et al. (2020) propose TMix, a
mixup-inspired semi-supervised objective for text
classification.

7 Conclusion

In this work, we propose ALVIN, an active learning
method that uses intra-class interpolations between
under-represented and well-represented examples
to select instances for annotation. By doing so,
ALVIN identifies informative unlabeled examples
that expose the model to regions in the represen-
tation space which mitigate the effects of shortcut
learning. Our experiments across six datasets, en-
compassing a broad range of NLP tasks, demon-
strate that ALVIN consistently improves both in-
distribution and out-of-distribution accuracy, out-
performing other state-of-the-art active learning
methods.

Limitations

While we have demonstrated that ALVIN mitigates
shortcut learning, we have not explored its ability to
address fairness issues. ALVIN may inadvertently
amplify biases present in the model’s representa-
tions, as these are used to generate the anchors.
Additionally, our experiments are limited to mod-
els trained with the masked language modeling
pre-training objective, excluding other pre-training
methods and model sizes. Finally, we acknowl-
edge that active learning simulations are not always
representative of real-world setups and annotation
costs.
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A Appendix

A.1 Additional Results

Method Accuracy (%)

Random 86.56
Uncertainty 85.89
BADGE 83.23
BERT-KM 84.98
CAL 86.22
ALFA-Mix 86.18
ALVIN 89.75↑3.19

Table 7: Out-of-distribution performance of active learn-
ing methods trained on the SA dataset and evaluated on
Amazon reviews. The value highlighted in blue indi-
cates an improvement over the next best result.
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Beta ID OOD

α = 2, β = 5 80.5 82.4
α = 5, β = 2 87.5 78.2
α = 2, β = 2 88.8 84.8

Table 8: Comparison of ALVIN ID and OOD perfor-
mance when Beta is asymmetric.
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