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Abstract
Utilizing large language models (LLMs) for
zero-shot document ranking is done in one of
two ways: (1) prompt-based re-ranking meth-
ods, which require no further training but are
only feasible for re-ranking a handful of can-
didate documents due to computational costs;
and (2) unsupervised contrastive trained dense
retrieval methods, which can retrieve relevant
documents from the entire corpus but require
a large amount of paired text data for con-
trastive training. In this paper, we propose
PromptReps, which combines the advantages
of both categories: no need for training and
the ability to retrieve from the whole corpus.
Our method only requires prompts to guide
an LLM to generate query and document rep-
resentations for effective document retrieval.
Specifically, we prompt the LLMs to repre-
sent a given text using a single word, and then
use the last token’s hidden states and the cor-
responding logits associated with the predic-
tion of the next token to construct a hybrid
document retrieval system. The retrieval sys-
tem harnesses both dense text embedding and
sparse bag-of-words representations given by
the LLM. Our experimental evaluation on the
MSMARCO, TREC deep learning and BEIR
zero-shot document retrieval datasets illustrates
that this simple prompt-based LLM retrieval
method can achieve a similar or higher re-
trieval effectiveness than state-of-the-art LLM
embedding methods that are trained with large
amounts of unsupervised data, especially when
using a larger LLM.

1 Introduction

Large Language Models (LLMs) such as GPT4
and LLaMA, which are pretrained on massive cor-
pora and finetuned to follow user instructions, have
strong zero-shot natural language understanding
capabilities (OpenAI, 2024; Touvron et al., 2023).
Via prompting, LLMs excel in various text gen-
eration tasks such as question answering, writing

Figure 1: Overview of PromptReps. LLMs are
prompted to simultaneously generate dense and sparse
representations, then used to build search indexes.

assistance, and conversational agent (Hendrycks
et al., 2021; Liu et al., 2023). Inspired by the suc-
cess of LLMs on natural language understanding
tasks, research has explored the potential of using
LLMs to perform unsupervised document ranking.

One line of work focuses on directly prompt-
ing LLMs to infer document relevance to a given
query (Sachan et al., 2022; Zhuang et al., 2023;
Ma et al., 2023; Sun et al., 2023; Pradeep et al.,
2023; Zhuang et al., 2024; Qin et al., 2024). For
instance, RankGPT (Sun et al., 2023) casts docu-
ment re-ranking as a permutation generation task,
prompting LLMs to generate re-ordered document
identifiers according to the document’s relevance
to the query. These methods leverage LLMs for
document ranking in a complete zero-shot setting
where no further training is required. However,
these methods can only serve as a second-stage re-
ranker on a handful of candidate documents. This
is because each prompt requires one full LLM infer-
ence: for example, in the case of a corpus with 1M
documents, a pointwise approach would require
the construction of 1M prompts and thus the exe-
cution of 1M (costly) LLM inferences – making it
unfeasible for an online search engine.
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Another line of research leverages LLMs as
a text embedding model for dense document re-
trieval (Lee et al., 2024; Wang et al., 2024a,b;
BehnamGhader et al., 2024). For example, E5-
mistral (Wang et al., 2024b) employs LLMs to
create synthetic datasets of query-document pairs.
These paired text data are then used to perform un-
supervised contrastive training for a Mistral LLM-
based dense retriever. Since the queries and docu-
ments are encoded with LLMs separately; i.e., us-
ing a bi-encoder architecture, these methods could
serve as a first-stage document retriever. However,
all existing LLM-based retrievers require an un-
supervised contrastive training step to transform
a generative LLM into a text-embedding model.
Even with parameter-efficient training techniques
such as LoRA (Hu et al., 2022), this extra train-
ing is still very expensive. For example, the con-
trastive training of E5-mistral using a large batch
size (2048) and LoRA took ≈ 18 hours on 32 V100
GPUs (Wang et al., 2024b).

In this work, we propose a new zero-shot
LLM-based document retrieval method called
PromptReps. We demonstrate that LLMs can be
directly prompted to produce query and document
embeddings, which can serve as effective text repre-
sentations for neural retrieval systems. Specifically,
we prompt an LLM by asking it to use a single word
to represent a query or a document. Then, we ex-
tract the last layer’s hidden state of the last token in
the prompt as the dense representation of the input
text. Simultaneously, we utilize the logits associ-
ated with predicting the subsequent token to form
a sparse representation. As illustrated in Figure 1,
through a single forward pass, we generate text rep-
resentations for a document that can be indexed for
dense, sparse, or hybrid search architectures. We
also explore alternative representations in addition
to the core idea in this paper, where we generate
multiple words, and use multiple embeddings to
represent an item (Figures 3 and 4).

Our empirical evaluation on multiple datasets
show that PromptReps can achieve a similar or
higher zero-shot retrieval effectiveness than previ-
ous trained LLM-based embedding methods, es-
pecially when a large LLM is utilized. Of key
importance is that our method is the first LLM-
based method that can effectively perform full cor-
pus retrieval while at the same time not requiring
contrastive training, demonstrating that prompt en-
gineering for generative LLMs is capable of gener-
ating robust representations for retrieval.

Code for fully reproducing our results is
available at https://github.com/ielab/
PromptReps.

2 Related Work

2.1 Supervised neural retrievers

Neural retrievers based on the bi-encoder archi-
tecture bring significant improvements over tradi-
tional best-match retrievers such as BM25. Dense
retrievers such as DPR (Karpukhin et al., 2020)
and ANCE (Xiong et al., 2021) are based on
transformer language models and encode text
into low-dimensional vectors, conducting search
with nearest neighbor search. On the other
hand, sparse neural retrievers such as DeepIm-
pact (Mallia et al., 2021), uniCOIL (Lin and Ma,
2021), TILDE (Zhuang and Zuccon, 2021c,b), and
SPLADE (Formal et al., 2021), also based on trans-
former language models, encode text into high-
dimensional sparse vectors as bag-of-words repre-
sentations, conducting search with inverted index.
Recent works also explored fine-tuning generative
LLMs as dense retrievers such as RepLLaMA (Ma
et al., 2024) and LLaRA (Liao et al., 2024). A hy-
brid neural retrieval system refers to a system that
combines the rankings provided by both dense and
sparse retrievers, often resulting in an enhanced fi-
nal ranking (Lin and Ma, 2021; Wang et al., 2021).

All these retrievers are trained with supervised
relevance judgment data (e.g., MSMARCO (Ba-
jaj et al., 2018)) using contrastive learning. Our
work instead focuses on building a hybrid neural
retrieval system with zero-shot dense and sparse
document representations without supervised con-
trastive learning and based on generative LLMs.
This capability has two implications: (1) no con-
trastive training is required, which is expensive
when applied to LLMs with several billions param-
eters, and (2) no human-labelled training data is
required, which may be laborious and expensive to
obtain. With regards to the first point, Wang et al.
(2024b) reported that the training of E5-mistrail
(7B parameters) took about 18 hours on 32 V100
GPUs, for an approximate cost of USD $2,300,1

emissions of ≈5.6 kgCO2e and consumption of
≈37.7 L of water for the associated cooling ac-
tivities.2 Scaling this training to more and larger
LLMs, and more data, will consequently further in-

1Based on 4 On-Demand p3dn.24xlarge instances, June 2024.
2Emissions and water consumption estimates obtained using
the frameworks of Scells et al. (2022); Zuccon et al. (2023).
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crease costs. Our proposed method does not incur
these additional contrastive pre-training costs. With
regards to the second point, dense retrievers have
shown to have poor generalisability when applied
to data out-of-domain or out-of-task compared to
the data used for contrastive training (Thakur et al.,
2021; Zhuang and Zuccon, 2021a, 2022; Ren et al.,
2023; Lin et al., 2023; Lupart et al., 2022). In pres-
ence of shift in data between training and deploy-
ment, retrieval losses can be significant: dense re-
trieval effectiveness can plummet far below that of
best-match models like BM25 (Khramtsova et al.,
2023, 2024). The acquisition of in-domain/in-task
training data can be costly, laborious and impracti-
cal/impossible especially in domain-specific appli-
cations when dealing with sensitive, private data.

2.2 Unsupervised neural retrievers
There have also been attempts at training ef-
fective neural retrievers without relying on hu-
man relevance judgments. Methods such as Con-
triever (Izacard et al., 2022) and E5 (Wang et al.,
2024a), train a dense retriever with large-scale
pseudo query-document pairs to build unsupervised
training data. LLMs have also been adapted as un-
supervised text embedding models for first-stage
document retrieval. For instance, HyDE (Gao et al.,
2023a) enhances query representations for an unsu-
pervised retriever by replacing the original query
with LLM-generated hypothetical documents.

More recent work has focused on directly con-
verting generative LLMs into a text-embedding
model with unsupervised contrastive pre-training.
Methods like E5-Mistral-Inst (Wang et al., 2024b)
and Gecko (Lee et al., 2024) use large-scale
weakly supervised paired text data or LLM-
generated query-document pair data to per-
form contrastive training on top of LLMs.
LLM2Vec (BehnamGhader et al., 2024), on the
other hand, conducts further masked next token
prediction pre-training with bidirectional attention,
and SimCSE (Gao et al., 2021) trains on raw text
data to transform LLMs into text encoders. Al-
though no labeled data is used, these methods re-
quire synthetic or unsupervised paired text data to
perform contrastive pre-training (thus still expe-
riencing training costs in terms of computations;
and further computational costs may be associated
with the generation of synthetic training data). Our
method instead relies solely on prompt engineering
to transform LLM into a robust text encoder for
document retrieval without any extra training.

2.3 Prompting LLMs for document ranking

Inspired by the prompt-following capacity of
LLMs, recent studies have explored prompting
LLMs for document re-ranking. For instance,
UPR (Sachan et al., 2022) ranks documents point-
wise by prompting the LLM to generate a relevant
query for a given document and rank documents
based on the likelihood of generating the query.
RankGPT (Sun et al., 2023) and LRL (Ma et al.,
2023) propose to re-rank a list of documents at once
and generate permutations for the reordered list.
Pairwise (Qin et al., 2024) and Setwise (Zhuang
et al., 2024) prompting methods have also been
explored to improve effectiveness and efficiency
in the LLM re-ranking pipeline. These methods
are only feasible for re-ranking a handful of candi-
date documents, thus limited to second-stage docu-
ment re-ranking. In contrast, our approach utilizes
prompts to construct the first-stage retrievers.

2.4 Prompting LLMs for sentence embedding

The methods most similar to ours prompt LLMs to
generate sentence embeddings for semantic textual
similarity (STS) tasks (Jiang et al., 2023b; Lei et al.,
2024; Zhang et al., 2024). These previous methods
also used an Explicit One-word Limitation (EOL)
prompt, which also instructs LLMs to represent a
sentence with one word. However, these methods
only evaluate such prompts on STS datasets, and
their effectiveness on information retrieval datasets
with large document corpora is unknown. Addition-
ally, these methods only represent text with dense
embeddings from the hidden states; our method
instead generates dense and sparse representations
simultaneously to build a hybrid retrieval system.
Our empirical results show that dense embeddings
alone perform poorly for document retrieval tasks
with some LLMs, but sparse representations are
much more robust, and the best retrieval effective-
ness is achieved with the hybrid retrieval system
with scaled model size.

3 PromptReps

Previous work that leverages LLMs for document
ranking are limited to document re-ranking tasks
with prompts or rely on contrastive learning to
transform a generative LLM into an embedding
model for document retrieval. Unlike these previ-
ous works, here we aim to directly prompt LLMs
to generate both dense embedding representations
and sparse bag-of-words representations for docu-
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ment retrieval without any form of extra training ef-
fort. To achieve this, we devise the prompt as illus-
trated in Figure 1 as the input text for LLMs, where
<System> <User> and <Assistant> are LLM pre-
defined conversational prefix tokens and [text] is
the placeholder for passage text.

When using this prompt for text generation, the
language model needs to find a single word in its
token vocabulary that can best represent the given
passage to generate. However, since there could
be multiple words to represent the passage, there
might be multiple tokens in the vocabulary that
have a high probability of being sampled by the
language model. Such a distribution over the vo-
cabulary, which is often refers to as “logits”, could
provide a good representation of the given passage.
In addition, since the logits are computed by the
last layer hidden state3 of the last input token (‘ “
’), which is a dense vector embedding, it could also
serve as a dense representation of the passage.

Based on the above intuition, we develop a
sparse + dense hybrid document retrieval system
by utilizing both the next token logits and the last
layer hidden states outputted by the LLM with our
designed prompt.

Specifically, during the document indexing
phase, we pass all the documents (one at the time)
with our prompt into the LLM to get output hid-
den states and logits. To build a sparse retrieval
pipeline with logits, we first need to sparsify the
logits representation to be able to perform efficient
sparse retrieval. This is because logits originally
had values for all tokens in the vocabulary, essen-
tially forming dense vectors with dimensions equal
to the vocabulary size. To sparsify the logit rep-
resentations for sparse retrieval, we perform the
following steps:

1. Lowercase the input document text to align with
the phrase “Make sure your word is in lower-
case.” in the prompt since this phrase skewed
the sampling distribution towards lowercase to-
kens (a “sparser” distribution). We then utilize
the NLTK toolkit (Bird and Loper, 2004) to ex-
tract all words in the document, filtering out
standard English stopwords and punctuation.

2. Next, we use the LLM’s tokenizer to tokenize
each extracted word and obtain their token IDs.4

3Often through dot product between the last hidden state with
all token embeddings.

4Note that many words may be split into sub-tokens, resulting
in multiple token IDs, all of which are considered in the logits

We retain only the values corresponding to the
obtained token IDs in the logits and set the rest
of the dimensions to zero, thereby considering
only tokens present in the documents, thus en-
abling exact term matching in retrieval.

3. Next, we follow the SPLADE recipe (Formal
et al., 2021), using the ReLU function to remove
dimensions with negative values and applying
log-saturation to the logits to prevent certain
tokens from dominating. To further enhance the
sparsity of logits, we only keep tokens within
the top 128 values if the logits had more than
128 non-zero values after the previous steps.

4. Finally, the logits are quantized by multiplying
the original values by 100 and taking the inte-
ger operation on that, and the obtained values
represent the weights of corresponding tokens.

With these adjustments, the logits representations
of documents are heavily sparsified, allowing for
efficient sparse retrieval with an inverted index.

For dense retrieval, we directly use the hidden
states as the embeddings of the documents. For
indexing these embeddings, we simply normal-
ize all the embeddings and add them into an Ap-
proximate Nearest search (ANN) vector index. In
Appendix A, we provide example Python code of
generating dense and sparse representations with
PromptReps.

At query time, we process the queries exactly
the same as the documents, with the only excep-
tion being that the term “passage” in the prompt is
replaced with “query”.5 The dense representation
of the query is utilized for semantic search via the
ANN index, while the sparse representation of the
query is employed for exact term matching via the
inverted index. Following previous work (Wang
et al., 2021), we compute the final document scores
by applying min-max normalization to both dense
and sparse document scores. These normalized
scores are then linearly interpolated with equal
weights to produce the final document scores. We
do not explicitly tune the weight because our set-
ting is zero-shot retrieval, and we wanted to main-
tain the “zero-shot” nature of our approach. Never-
theless, in Appendix B, we explore the impact of
the different weight settings.

5The only exception in our experiments is the Quora dataset,
which is a duplicate query search task. Therefore, we use the
query prompt for both queries and documents.
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Table 1: nDCG@10 scores of BEIR 13 publicly available datasets.

Sup Contrastive training Unsup Contrastive training PromptReps (ours)
LLM - BERT110M BERT110M BERT330M Llama3-8B-I Llama3-8B-I Llama3-70B-I

Dataset BM25 SPLADE++ DRAGON+ E5-PTlarge LLM2Vec Dense Sparse Hybrid Dense Sparse Hybrid
arguana 39.70 52.1 46.9 44.4 51.73 29.70 22.85 33.32 31.65 24.66 35.27
climatefever 16.51 22.8 22.7 15.7 23.58 19.92 9.98 21.38 19.95 12.14 22.18
dbpedia 31.80 44.2 41.7 37.1 26.78 31.53 28.84 37.71 31.12 28.30 37.59
fever 65.13 79.6 78.1 68.6 53.42 56.28 52.35 71.11 42.06 51.75 63.97
fiqa 23.61 35.1 35.6 43.3 28.56 27.11 20.33 32.40 30.80 22.16 34.66
hotpotqa 63.30 68.6 66.2 52.2 52.37 19.64 44.75 47.05 24.32 42.12 48.51
nfcorpus 32.18 34.5 33.9 33.7 26.28 29.56 28.18 32.98 33.84 29.74 36.08
nq 30.55 54.4 53.7 41.7 37.65 34.43 29.55 43.14 38.25 30.37 46.97
quora 78.86 81.4 87.5 86.1 84.64 81.77 70.35 84.24 81.18 67.69 83.70
scidocs 14.90 15.9 15.9 21.9 10.39 18.51 11.57 17.59 20.59 13.25 19.10
scifact 67.89 69.9 67.9 72.3 66.36 52.68 58.48 65.71 63.12 61.53 70.34
trec-covid 59.47 71.1 75.9 62.1 63.34 59.52 54.59 69.25 67.64 63.00 76.85
touche 44.22 24.4 26.3 19.8 12.82 14.85 18.47 21.65 15.56 18.65 22.35
avg 43.70 50.3 50.2 46.06 41.38 36.58 34.64 44.43 38.47 35.80 45.97

4 Experimental Setup

Dataset and evaluation: We evaluate the docu-
ment ranking effectiveness of both baseline meth-
ods and our proposed PromptReps using MS-
MARCO (Bajaj et al., 2018) passage retrieval,
TREC deep learning (Craswell et al., 2020) and
BEIR (Thakur et al., 2021). These datasets encom-
pass various IR tasks, providing a heterogeneous
evaluation environment. For MSMARCO we re-
port MRR@10 and for TREC deep learning and
BIER we report nDCG@10 scores, the commonly
employed evaluation measure for these datasets.

Baselines: We compare PromptReps with strong
unsupervised first-stage retrievers including BM25,
a classic term frequency-based sparse retrieval
method, and E5-PTlarge (Wang et al., 2024a), a
state-of-the-art BERT large-based dense embed-
ding method trained on 1.3B carefully crafted un-
supervised text pairs. LLM2Vec (BehnamGhader
et al., 2024), a Llama3-8B-Instruct LLM-
based dense embedding method trained with bi-
directional attention, masked next token prediction,
and SimCSE (Gao et al., 2021) on the Wikipedia
corpus. In addition, We also report state-of-the-
art supervised contrastive, fine-tuned BERT-based
sparse retriever SPLADE++ (Formal et al., 2022)
and dense retriever DRAGON+ (Lin et al., 2023).
We note that these methods are trained with lots of
supervised training data and knowledge distillation
from teacher models, thus it is unfair to compare
with our method and other unsupervised baselines.
However, we think it is useful to compare with su-
pervised methods to understand the gap between
supervised and unsupervised methods.

Implementation of PromptReps: PromptReps
is implemented using four base LLMs: Mistral-

7b-Instruct-v0.26 (Jiang et al., 2023a), Phi-3-mini-
4k-instruct7 (Abdin et al., 2024), Llama3-8B-
Instruct,8 and Llama3-70B-Instruct9 (AI@Meta,
2024). Dense and sparse document and query en-
codings are implemented using the Huggingface
Transformers library (Wolf et al., 2020) and the
Tevatron toolkit (Gao et al., 2023b). The Faiss
library (Douze et al., 2024) is used to build the
ANN index with cosine similarity as the embed-
ding distance metric. We simply use brute force
search for ANN (IndexFlatIP in Faiss) for a fair
comparison with the baselines. For sparse retrieval,
Pyserini (Lin et al., 2021) is utilized to construct
the inverted index. For the dense and sparse rank-
ing hybrid, the Ranx library (Bassani and Romelli,
2022) is employed. In our experiments, we report
dense only, sparse only, and the full hybrid results.

5 Zero-shot Results

We start by showing our overall results on the
BEIR dataset, which we treated as test set; we then
analyse choices in instantiation of PromptReps, in-
cluding different variations in the prompt using
the MSMARCO and TREC deep learning datasets,
which we used as development datasets to inform
the choices we made to run PromptReps on BEIR.

5.1 Zero-shot retrieval effectiveness on BEIR

We present our results on BEIR in Table 1. The first
observation highlights that BM25 is a strong zero-
shot retrieval method, capable of outperforming
LLM2Vec, based on the Llama3-8B-Instruct LLM,
6https://huggingface.co/mistralai/Mistral-7B-Instruct-v0.2
7https://huggingface.co/microsoft/Phi-3-mini-4k-instruct
8https://huggingface.co/meta-llama/Meta-Llama-3-8B-
Instruct

9https://huggingface.co/meta-llama/Meta-Llama-3-70B-
Instruct
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Table 2: nDCG@10 scores of unsupervised LLM-based
methods hybrid with BM25 on BEIR 13 publicly avail-
able datasets. D+S+BM25 stands for PromptReps hy-
brid with its dense, sparse and BM25.

LLM BERT-330M Llama3-8B-I Llama3-70B-I
Dataset E5-PT+BM25 D+S+BM25 D+S+BM25
arguana 47.34 38.13 39.53
climatefever 21.92 22.95 23.34
dbpedia 43.46 40.87 41.63
fever 78.04 77.07 74.06
fiqa 42.88 34.11 35.35
hotpotqa 69.18 64.38 65.29
nfcorpus 36.61 35.20 37.64
nq 47.71 45.12 48.30
quora 88.63 86.26 86.60
scidocs 20.76 17.97 18.82
scifact 76.37 70.92 73.58
trec-covid 74.09 76.17 80.29
touche 35.01 29.13 34.15
avg 52.46 49.10 50.66

across numerous datasets, achieving a higher aver-
age nDCG@10 score. This outcome implies that
even with a large-size LLM, bi-directional atten-
tion enabled, additional pre-training, and SimCSE-
based unsupervised contrastive training, there re-
mains a gap in transforming a decoder-only LLM
into an effective retrieval method.

On the other hand, E5-PTlarge, based on the
BERT-large model, is the first method that can
outperform BM25 without any supervised train-
ing data. However, it has been trained on a massive,
carefully mined text pair dataset with a large batch
size, which may require more data-collecting ef-
forts and computational resources than LLM2Vec.

PromptReps with Llama3-8B-Instruct LLM has
lower nDCG@10 scores when only using dense
or sparse retrieval. However, the hybrid system
(combining dense and sparse) contributes notable
retrieval effectiveness improvements, surpassing
BM25 and approaching the state-of-the-art E5-
PTlarge. Notably, this is achieved without any form
of extra training but solely relying on prompts.

The scaling law observed for LLMs (Kaplan
et al., 2020) and dense retrievers (Fang et al., 2024)
also applies here. When changing Llama3-8B-
Instruction to Llama3-70B-Instruction, the dense
and sparse retrieval effectiveness of PromptReps
further improves, with the hybrid approach compa-
rable to E5-PTlarge.

5.2 Further hybrid with BM25

In Table 2 we report results of unsupervised LLM-
based retrievers further hybrid with BM25 on BEIR
datasets. For PromptReps, we generate hybrid rank-
ing by combining dense, sparse, and BM25 rank-
ings using min-max normalization, assigning equal

weight to each. For the baseline, we report E5-
PTlarge hybrid with BM25, also using min-max nor-
malization and equal weights. Compared to their
standalone retrieval effectiveness reported in Ta-
ble 1, the effectiveness of all LLM-based retrievers
significantly improved. E5-PTlarge and PromptReps
with Llama 70B model surpassed supervised train-
ing methods. These results demonstrate that it is
possible to build a strong retrieval system with
LLMs and BM25 without the need for any super-
vised training.

5.3 Sensitivity to different prompts

In the previous experiments, we always use the
prompt illustrated in Figure 1. In this section, we
study how different prompts impact the retrieval
effectiveness. Particularly, we design six differ-
ent prompts,10 listed in Table 3, and conduct ex-
periments on TREC deep learning 2019 and 2020
datasets, and MSMARCO passage retrieval dev
sub-dataset. We use Llama3-8B-Instruction as the
base LLM for PromptReps. The results are listed
in Table 4. We also report results of Recall@1000
and other base LLMs in Appendix C.

The results demonstrate that PromptReps can
achieve a similar level of retrieval effectiveness
as BM25 and surpass LLM2Vec with most of the
prompts. The only prompt that does not work well
is prompt #4, which does not include the phrase
“The word is: “” to force the LLM to generate
the representative word as the next token. This
is expected because, without this phrase, the first
generated token would be a general token such as
“The” which is not representative of the input text.

Interestingly, our results also show that LLMs
have instruction-following ability in this represen-
tation generation task. For instance, comparing
prompts #1 and #2, the only difference is the phrase
“in a retrieval task”, and the prompt with this
phrase yields higher retrieval effectiveness across
all datasets. Additionally, comparing prompts #1
and #6, the difference is the phrase “Make sure your
word is in lowercase”, which matches our sparse
exact matching mechanism where we first lower-
case the input text. This phrase can further improve
the retrieval effectiveness. Finally, using the adjec-
tive phrase “most important” in the prompt does
not significantly impact the results.

10The prompt in Figure 1 is prompt #6 in Table 3.
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Table 3: Investigated prompts. The systems prompt and any text string before the prompts in this table are the same
as Figure 1, thus omitted. <A> denotes the model-specific assistant special token.

ID Prompts
1 Use one word to represent the passage in a retrieval task.<A>The word is: "
2 Use one word to represent the passage.<A>The word is: "
3 Use one most important word to represent the passage in a retrieval task. Make sure your word is in lowercase.<A>The word is: "
4 Use one word to represent the passage in a retrieval task.<A>
5 Use one most important word to represent the passage in a retrieval task.<A>The word is: "
6 Use one word to represent the passage in a retrieval task. Make sure your word is in lowercase.<A>The word is: "

Table 4: Retrieval effectiveness of different prompts on
TREC deep learning and MSMARCO. The ID corre-
spond to the prompt IDs list in Table 3.

ID Methods DL2019 DL2020 MSMARCO
- BM25 49.73 48.76 18.75
- LLM2Vec - - 13.61

PromptReps Llama3-8B-Instruct (ours)
1 Dense 49.26 40.28 16.26
2 Dense 43.32 31.60 12.52
3 Dense 49.20 43.90 17.49
4 Dense 0.00 0.00 0.00
5 Dense 47.19 40.17 16.02
6 Dense 50.62 43.81 17.54
1 Sparse 41.77 44.81 20.12
2 Sparse 39.90 43.10 19.13
3 Sparse 43.50 44.87 20.42
4 Sparse 21.77 20.49 7.22
5 Sparse 42.18 44.17 19.78
6 Sparse 42.25 45.60 20.85
1 Hybrid 53.67 54.35 23.68
2 Hybrid 50.65 49.25 21.76
3 Hybrid 55.64 53.83 23.86
4 Hybrid 13.47 11.81 5.06
5 Hybrid 54.16 52.06 23.25
6 Hybrid 55.58 56.66 24.62

5.4 Impact of different LLMs

In this section, we explore how different base
LLMs impact PromptReps. For this study, we in-
vestigate five state-of-the-art open-sourced decoder-
only LLMs, covering different model sizes and
models with or without instruction tuning. We use
prompt #6 for all LLMs11 and report MRR@10
scores on the MSMARCO datasets. The results are
illustrated in Figure 2; more detailed results includ-
ing on TREC deep learning datasets are reported in
Appendix C.

The results show that the hybrid retrieval effec-
tiveness of PromptReps consistently outperforms
BM25, regardless of which LLM is used, with the
only exception of Mistral-7B-Instruct. When us-
ing the Mistral-7B-Instruct LLM, the dense-only
retriever performs poorly. Surprisingly, imple-
menting PromptReps with Phi-3-mini-4k-instruct
achieved much higher retrieval effectiveness than
that of Mistral-7B-Instruct, despite having far fewer
parameters (3.8B).
11Only model specific conversational special tokens are

changed.

Figure 2: MRR@10 scores on MSMARCO of
PromptReps with different LLMs.

Meta-Llama-3 models are generally very effec-
tive for our method. For 8B models, the instruction-
tuned model performs significantly better than the
pretrained-only model, indicating that the instruc-
tion fine-tuning is helpful to further improve our
method. The 70B instruction-tuned model achieved
the best hybrid retrieval results, but the dense-only
and sparse-only retrieval effectiveness is similar
to the 8B instruction-tuned model. These results
agree with the BEIR results presented in Table 1.

6 Supervised Results

We have demonstrated the strong zero-shot effec-
tiveness of PromptReps. Now we explore the ques-
tion: Can PromptReps serve as a better initializa-
tion for LLM-based embedding models in down-
stream contrastive supervised fine-tuning?

To address this question, we conduct supervised
fine-tuning experiments using MSMARCO. Specif-
ically, we follow the RepLlama training recipe (Ma
et al., 2024) to fine-tune the LLama-3-8B-Instruct
base model with InfoNCE loss and hard nega-
tive passages mined by a BM25 and dense re-
trieval hybrid system. The detailed training hyper-
parameters are listed in Appendix D. For the Re-
pLlama baseline, we adhere to the original imple-
mentation, which appends the prefixes “Query: ”
and “Passage: ” to the query and document text,
respectively, and adds the end-of-sentence token
at the end of the text. The output embedding of
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this token is then used to represent the text. For
PromptReps, we use our proposed prompt (#6 in
Table 3) and the last token hidden states and log-
its as the dense and sparse representation of the
text. For fine-tuning PromptReps, we explore two
settings, PromptReps-dense only, which only uses
the dense representation of PromptReps to calcu-
late document scores during training and inference.
This setting ensures a fair comparison with Re-
pLlama, as the only difference is the prompt used.
The other setting involves using both dense and
sparse document scores to calculate the loss, sim-
ply adding the two losses as the final loss. During
inference, we report the dense, sparse, and hybrid
retrieval effectiveness separately for this setting.

We train both RepLlama and PromptReps for
1 epoch using the full MSMARCO training data,
which contains 490k training examples. In addition
to the full training, we also explore a low-resource
training setting, where we sample 1k examples
from the entire MSMARCO dataset. We then split
the 1k examples into a training and a validation
set with a 9:1 ratio. We monitor the validation
loss after each training epoch and stop the training,
selecting the best checkpoint if no lower validation
loss is observed for three consecutive epochs.

The results are shown in Table 5. Surprisingly,
with only 1k training examples, ranking effective-
ness of RepLlama improved from 0 to a compet-
itive score. This finding suggests that it is possi-
ble to convert an LLM into an effective embed-
ding model with little training data. On the other
hand, PromptReps-dense only achieved the best
MRR@10 score on MSMARCO dev. However,
the hybrid training loss coupled with hybrid re-
trieval achieved the highest effectiveness across dif-
ferent training settings on TREC DL; the only ex-
ception being the full-data setting on MSMARCO
dev. These results demonstrate that PromptReps
could be seen as a simple approach to obtaining
a better initialization of LLM-based embedding
models, which is more cost-effective than meth-
ods requiring further pre-training (BehnamGhader
et al., 2024; Li et al., 2023).

7 Alternative Representation and Scoring

In the previous sections, we only considered us-
ing the representations (dense and sparse) yielded
from the last token in the prompt for document
retrieval. These representations, in the context of
generative LLMs, are responsible for predicting

Table 5: Supervised fine-tuning results

zero-shot 1k data full data (490k)
MSMARCO dev MRR@10

RepLlama3 0.0 27.88 42.77
PromptReps-dense only 17.54 28.48 42.58
PromptReps-dense 17.54 25.45 41.86
PromptReps-sparse 20.85 21.55 34.15
PromptReps-hybrid 24.62 28.18 42.48

DL2019 NDCG@10
RepLlama3 0.0 63.91 73.19
PromptReps-dense only 50.62 62.63 73.50
PromptReps-dense 50.62 64.48 74.10
PromptReps-sparse 42.25 47.23 60.39
PromptReps-hybrid 55.58 65.23 74.49

DL2020 NDCG@10
RepLlama3 0.0 63.10 73.35
PromptReps-dense only 43.81 61.46 73.00
PromptReps-dense 43.81 61.04 73.65
PromptReps-sparse 45.60 50.15 62.81
PromptReps-hybrid 56.66 64.01 73.87

the first generated token. We define this setting
as First-token single-representation (FTSR). We
have demonstrated that this simple way of gen-
erating representations is effective for document
retrieval; however, these representations might be
sub-optimal. For example, LLMs use sub-word tok-
enization algorithms such as SentencePiece (Kudo
and Richardson, 2018). This tokenization might
split a word into sub-words, meaning that the first
generated token might just be a sub-word. Us-
ing the representation of the whole word might be
a better representation than the first token repre-
sentation. Additionally, previous works in multi-
vector dense retrieval such as ColBERT (Khattab
and Zaharia, 2020) demonstrated that using mul-
tiple representations could be beneficial for doc-
ument retrieval. How can we use PromptReps to
also generate single-word representations or multi-
ple representations that can potentially enhance the
retrieval effectiveness? In this section, we explore
these alternative representations.

First-word single-representation (FWSR) and
Multi-token single-representation (MTSR). Instead
of using the representations of the first generated
token, these two methods let the LLM finish the
generation12 of the whole word or multiple words,
controlled by the given prompt (“Use one word” or
“Use three words”), as illustrated in Figure 3. The
end of generation is detected by the token ‘ ” ’. We
then pool all the representations of the generated
tokens to form a single dense and sparse representa-
tion for the input text. For the dense representation
we use mean pooling and for the sparse representa-

12We simply use greedy generation.
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Figure 3: First-word single-representations or Multi-token
single-representation.

Figure 4: Multi-representations with ColBERT scoring.

Figure 5: Hybrid retrieval results of different representation methods on BEIR.

tion we use max pooling. Once representations are
obtained, the scoring is the same as FTSR.

Multi-token multi-representation (MTMR) and
Multi-word multi-representation (MWMR). Instead
of using a single representation for retrieval, these
two methods prompt the LLM to generate multiple
words and then index each generated representa-
tion separately. The difference between the two is
that MTMR keeps all the token representations in
the index, while MWMR first groups tokens into
words by using space, and then creates a single
representation for each word by using max pooling
for sparse representations and mean pooling for
dense representations. During retrieval, we follow
the ColBERT scoring method where the relevance
score of a document is computed by the sum of the
maximum similarity of each query representation
against each document representation (Figure 4).

Hybrid retrieval results are shown in Figure 5,
and full dense and sparse retrieval results in Ap-
pendix E. Results show that all the explored meth-
ods are able to perform document retrieval. The
FTSR and MTSR generally perform the best. How-
ever, we note that MTSR requires more token gen-
eration steps and thus has higher query latency. The
FWSR performs the worst, suggesting that sub-
word representations hurt the retrieval performance
for single-word generation prompts. On the other
hand, multi-representation methods with ColBERT
scoring methods do not seem beneficial. Thus, we
conclude that the simplest FTSR is sufficient to
represent the input text for document retrieval.

8 Conclusion

We introduced PromptReps, a simple yet effective
method that prompts LLMs to generate dense and
sparse representations for zero-shot document re-
trieval without any further training. We show that
modern LLMs are effective text encoders by them-
selves, and prompt engineering is sufficient to stim-
ulate their text encoding ability.

For future works, techniques like few-shot in-
context learning (Brown et al., 2020), chain-of-
thought prompting (Wei et al., 2022), and auto-
prompt optimization methods (Yang et al., 2024;
Fernando et al., 2023), which have proven to be ef-
fective in text-generation tasks, could potentially be
leveraged here to enhance embedding generation.

Moreover, it has been shown that the instruction-
following ability of LLMs could be transferred
to embedding models with synthetic instruction
fine-tuning data (Wang et al., 2024b). In our
work, we always keep the instruction prompt con-
sistent across different IR tasks, which could be
sub-optimal. It is interesting to investigate how to
customize instructions for PromptReps to generate
embeddings specific to different domains, tasks, or
even to multi-lingual and cross-lingual IR settings.

Finally, our prompting method could be seen as
a simple approach to obtaining a better initializa-
tion of LLM-based embedding models and all the
previous contrastive pre-training with paired text
data and synthetically generated data could be ap-
plied on top of our method and could potentially
yield improved LLM-based embedding models.
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9 Limitations

PromptReps has higher query latency than other
LLM-based dense retrievers if no further optimiza-
tion is implemented. This limitation comes from
two aspects.

First, although the computation of document rep-
resentations happens offline thus will not affect
query latency, the query representations are created
online. PromptReps adds extra prompt texts on top
of the query text thus has a longer input length –
and LLM inference time is proportional to prompt
length. However, we believe this limitation can be
mitigated by leveraging recent works on prompt
compression to compress the fixed prompt tokens
into few or even a single latent token (Ge et al.,
2024; Cheng et al., 2024).

Second, the highest effectiveness for
PromptReps is achieved in the hybrid re-
trieval setting. Compared to previous works which
use dense representations only, the hybrid setting
requires both dense and sparse retrieval, thus the
extra sparse retrieval introduces extra query latency
(and requires additional disk/memory space for the
inverted index). However, PromptReps actually
only requires a limited query latency overhead
if dense and sparse retrieval are implemented in
parallel. In our method, obtaining both dense and
sparse representations only requires a single LLM
forward inference; the only extra computation
is the dot product of the dense vector with the
token embeddings, which is very fast on GPU.
For document search, since we heavily sparsified
the sparse representation, in our experiments, our
sparse retriever is much faster than BM25, and the
bottleneck is the dense retriever. Since the dense
and sparse search could be run in parallel and the
hybrid operation is a simple linear interpolation
of both rankings (very fast on CPU), the query
latency of the hybrid process only depends on the
dense retrieval latency, and it is thus very close to
previous methods.

10 Ethical Considerations

In our experiments, we use PromptReps coupled
with LLMs with a large number of parameters (up
to 70B in our experiments) to encode the BEIR and
MSMARCO datasets, which contain millions of
documents. Although no LLM training was con-
ducted, we are aware that our experiments might
still have consumed significant energy, thus con-
tributing to CO2 emissions (Scells et al., 2022)

and water consumption (Zuccon et al., 2023). In
addition, since we leverage LLMs in a black-box
manner and LLMs’ generation might contain bi-
ases (Gallegos et al., 2024), the representations
generated by LLMs may be biased towards cer-
tain contents or topics. Future work could consider
how to mitigate biases in PromptReps via prompt
engineering.
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A Python code example

In Table 6 we provide a Python code imple-
mentation of PromptReps with Meta-Llama-3-8B-
Instruct LLM. The example uses Huggingface
transformers library (v4.40.1) with torch (v2.3.0),
numpy (v1.26.4) and nltk (v3.9.1) to generate dense
and sparse representations.

B Impact of Hybrid weights

In Figure 6 we plot the MRR@10 scores obtained
with different weights for PromptReps with Llama-
8B-Instruct on the MSMARCO dev set. As the plot
suggests, the best effectiveness is achieved with
weight set to 0.4, noting that 0.5 (the setting used

in our zero-shot experiments) actually provides a
fairly good choice for hybrid retrieval.

C Full results on TREC deep learning
and MSMARCO

In Table 7 we present the full results we abstained
on TREC deep learning datasets and MSMARCO
passage retrieval dataset. The prompt ID is refer to
Table 3.

D Fine-tuning hyper-parameters

In Table 8 we report the fine-tuning hyper-
parameters we used for both RepLLama and
PromptReps in Section 6. We use the training data
with hard negatives provided in Tevatron Hugging-
face hub.13

E Full results of different representation
methods

In Table 9 we present the full results of different
representation and scoring methods discussed in
Section 7.

13https://huggingface.co/datasets/Tevatron/
msmarco-passage-aug
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Table 6: Python code example of generating dense and sparse representations with PromptReps.

from transformers import AutoModelForCausalLM , AutoTokenizer
import torch
import numpy as np
from nltk import word_tokenize
from nltk.corpus import stopwords
import string
stopwords = set(stopwords.words('english ') + list(string.punctuation ))

model_id = 'meta -llama/Meta -Llama -3-8B-Instruct '
tokenizer = AutoTokenizer.from_pretrained(model_id)
model = AutoModelForCausalLM.from_pretrained(model_id ).to('cuda')

passage = 'The quick brown fox jumps over the lazy dog.'
messages = [

{'role': 'system ', 'content ': 'You are an AI assistant that can understand human language.'},
{'role': 'user', 'content ': f'Passage: "{ passage }". Use one word to represent the passage '

f' in a retrieval task. Make sure your word is in lowercase.'},
{'role': 'assistant ', 'content ': 'The word is "'}

]

input_ids = tokenizer.apply_chat_template(
messages ,
add_generation_prompt=False ,
return_tensors='pt'

)[:, :-1].to('cuda') # the last special token is removed

outputs = model(input_ids=input_ids , return_dict=True , output_hidden_states=True)

# generating dense representation
dense_representation = outputs.hidden_states [-1][:, -1, :][0]

# generating sparse representation , log and relu the values
next_token_logits = torch.log(1 + torch.relu(outputs.logits ))[:, -1, :][0]

# lower case and stopwords removal
words_in_text = [word for word in word_tokenize(passage.lower ()) if word not in stopwords]

# extract token ids in the given passage
token_ids_in_text = set()
for word in words_in_text:

token_ids_in_text.update(tokenizer.encode(word , add_special_tokens=False ))

token_ids_in_text = torch.tensor(list(token_ids_in_text ))

# get top tokens and quantization
top_k = min(len(token_ids_in_text), 128)
top_k_values , top_k_indices = next_token_logits[token_ids_in_text ].topk(top_k , dim=-1)
values = np.rint(top_k_values.cpu (). detach (). float (). numpy () * 100). astype(int)
tokens = [tokenizer.decode(i) for i in token_ids_in_text[top_k_indices.cpu (). detach (). float (). numpy ()]]

# final sparse representation
print({ token: value for token , value in zip(tokens , values )})
# {'fox ': 312, 'dog ': 280, 'brown ': 276, 'j ': 273, 'quick ': 265, 'lazy ': 257, 'umps ': 144}

Figure 6: Average MRR@10 scores on MSMARCO dev queries of PromptReps with different dense and sparse
fusion weights.
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Table 7: TREC deep learning and MSMARCO performance of different prompts and LLMs. +BM25 is the system
that hybrid dense, sparse, and BM25.

Prompt DL2019 DL2020 MSMARCO Dev
ID Methods nDCG@10 Recall@1000 nDCG@10 Recall@1000 MRR@10 Recall@1000

- BM25 49.73 74.50 48.76 80.31 18.75 85.73
- LLM2Vec - - - - 13.61 94.70

Phi-3-mini-4k-instruct (3.8B)
1 Dense 46.78 70.10 42.84 67.60 15.45 82.68
2 Dense 34.64 55.15 30.62 50.47 10.85 66.04
3 Dense 49.62 75.79 43.21 71.87 15.78 86.24
4 Dense 39.12 60.77 28.33 57.20 9.26 72.31
5 Dense 43.94 72.51 39.00 70.57 13.50 83.08
6 Dense 40.77 62.05 37.20 58.39 14.64 79.29
1 Sparse 41.51 69.56 40.95 69.70 16.89 84.72
2 Sparse 40.67 60.59 39.36 61.58 16.38 75.43
3 Sparse 42.28 74.33 40.72 72.14 18.16 87.09
4 Sparse 38.05 65.15 34.33 64.13 14.75 78.59
5 Sparse 40.68 70.84 39.26 69.02 16.04 84.41
6 Sparse 41.98 71.20 41.99 69.66 18.19 86.55
1 Hybrid 53.04 79.99 52.76 77.64 21.61 92.21
2 Hybrid 50.51 69.75 43.92 66.47 19.22 81.35
3 Hybrid 55.53 81.68 51.35 79.49 21.76 93.53
4 Hybrid 48.53 76.29 40.37 73.64 18.23 87.18
5 Hybrid 52.08 80.16 50.52 79.30 20.30 92.37
6 Hybrid 51.10 75.84 49.24 73.98 22.06 91.41

Meta-Llama-3-8B-Instruct
1 Dense 49.26 73.03 40.28 68.77 16.26 81.96
2 Dense 43.32 64.77 31.60 61.35 12.52 73.89
3 Dense 49.20 71.69 43.90 69.96 17.49 84.50
4 Dense 0.00 0.00 0.00 0.00 0.00 0.04
5 Dense 47.19 72.00 40.17 66.71 16.02 82.56
6 Dense 50.62 73.01 43.81 68.39 17.54 82.91
1 Sparse 41.77 67.28 44.81 71.36 20.12 85.71
2 Sparse 39.90 66.00 43.10 69.08 19.13 83.74
3 Sparse 43.50 66.74 44.87 72.93 20.42 85.14
4 Sparse 21.77 41.94 20.49 50.51 7.22 56.35
5 Sparse 42.18 67.18 44.17 71.94 19.78 85.37
6 Sparse 42.25 66.58 45.60 72.82 20.85 85.57
1 Hybrid 53.67 83.52 54.35 78.42 23.68 92.84
2 Hybrid 50.65 80.31 49.25 76.64 21.76 90.12
3 Hybrid 55.64 81.90 53.83 79.15 23.86 92.99
4 Hybrid 13.47 37.81 11.81 45.22 5.06 50.50
5 Hybrid 54.16 82.06 52.06 78.70 23.25 92.77
6 Hybrid 55.58 83.44 56.66 79.14 24.62 93.11
6 + BM25 63.09 83.82 60.61 79.57 26.75 95.33

Meta-Llama-3-8B
6 Dense 43.90 67.38 35.50 63.34 14.67 79.61
6 Sparse 38.41 64.83 43.34 67.57 18.82 82.63
6 Hybrid 51.13 77.07 46.34 75.42 22.31 90.87

Mistral-7B-Instruct-v0.2
6 Dense 13.96 27.26 16.77 26.69 5.61 40.27
6 Sparse 39.84 58.05 37.29 63.53 15.62 77.55
6 Hybrid 32.58 57.00 32.95 63.12 13.18 77.98

Meta-Llama-3-70B-Instruct
6 Dense 51.95 77.30 45.01 73.66 17.76 85.65
6 Sparse 44.07 68.60 44.14 70.99 20.70 86.42
6 Hybrid 58.39 86.22 59.17 81.57 25.66 93.75
6 + BM25 63.18 88.56 62.55 86.28 27.63 95.83
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Table 8: Hyper-parameters for supervised fine-tuning on MSMARCO passage ranking dataset.

LLM LLama3-8B-Instruct
learning rate 1e-4
warmup ratio 0.1
per GPU batch size 8
# of GPUs 4
gradient accumulation steps 4
# of negative per example 15
total in batch negative 511
distance method cosine similarity
score temperature 0.01
query length 32
passage length 156
LoRA rank 8

Table 9: Full results of different representation and scoring methods on BEIR.

Dataset First token single rep First-word single rep Multi token single rep Multi-token multi-rep Multi-word multi-rep
Dense Sparse Hybrid Dense Sparse Hybrid Dense Sparse Hybrid Dense Sparse Hybrid Dense Sparse Hybrid

arguana 29.70 22.85 33.32 20.54 24.59 23.80 41.78 24.46 42.61 36.69 23.03 35.19 36.47 24.13 34.96
climatefever 19.92 9.98 21.38 13.88 11.28 16.67 22.19 9.29 20.90 19.40 6.72 17.56 18.75 8.10 18.09
dbpedia 31.53 28.84 37.71 22.71 28.70 30.08 31.83 26.33 36.03 27.46 18.18 31.35 24.50 21.66 30.32
fever 56.28 52.35 71.11 40.97 57.10 61.20 50.49 51.36 64.13 44.53 30.31 54.04 38.81 37.95 52.97
fiqa 27.11 20.33 32.40 17.61 19.60 24.74 28.94 20.73 32.44 25.26 19.41 28.38 26.28 19.50 28.30
hotpotqa 19.64 44.75 47.05 10.35 46.25 37.79 29.94 46.50 51.50 23.80 39.39 46.38 21.93 40.25 43.68
nfcorpus 29.56 28.18 32.98 21.98 29.15 29.49 28.97 28.65 33.65 25.68 25.39 31.20 22.95 25.37 30.05
nq 34.43 29.55 43.14 22.83 29.25 33.18 35.09 25.88 39.36 31.36 23.28 35.38 30.55 22.78 35.95
quora 81.77 70.35 84.24 68.54 69.67 78.15 82.11 68.38 83.91 77.89 63.95 80.26 77.13 64.25 80.76
scidocs 18.51 11.57 17.59 12.73 12.05 14.97 18.12 11.83 17.39 16.13 11.08 15.68 15.85 11.40 15.44
scifact 52.68 58.48 65.71 26.66 58.75 51.59 52.55 59.32 63.75 45.53 54.23 58.53 47.05 53.21 61.18
trec-covid 59.52 54.59 69.25 51.00 55.04 63.53 63.28 51.73 69.16 60.97 49.88 63.54 61.17 46.24 65.10
touche2020 14.85 18.47 21.65 12.23 21.58 19.13 15.59 19.24 21.44 15.86 17.81 22.10 15.41 18.09 19.26
avg 36.58 34.64 44.43 26.31 35.62 37.26 38.53 34.13 44.33 34.65 29.44 39.97 33.60 30.23 39.70
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