
Proceedings of the 2024 Conference on Empirical Methods in Natural Language Processing, pages 4849–4868
November 12-16, 2024 ©2024 Association for Computational Linguistics

How Does the Disclosure of AI Assistance Affect
the Perceptions of Writing?

Zhuoyan Li1, Chen Liang2, Jing Peng2, Ming Yin1

1Purdue University
2University of Connecticut

{li4178, mingyin}@purdue.edu
{chenliang, jing.peng}@uconn.edu

Abstract

Recent advances in generative AI technologies
like large language models have boosted the
incorporation of AI assistance in writing work-
flows, leading to the rise of a new paradigm
of human-AI co-creation in writing. To un-
derstand how people perceive writings that are
produced under this paradigm, in this paper, we
conduct an experimental study to understand
whether and how the disclosure of the level
and type of AI assistance in the writing process
would affect people’s perceptions of the writing
on various aspects, including their evaluation
on the quality of the writing and their ranking
of different writings. Our results suggest that
disclosing the AI assistance in the writing pro-
cess, especially if AI has provided assistance
in generating new content, decreases the av-
erage quality ratings for both argumentative
essays and creative stories. This decrease in
the average quality ratings often comes with an
increased level of variations in different indi-
viduals’ quality evaluations of the same writing.
Indeed, factors such as an individual’s writing
confidence and familiarity with AI writing as-
sistants are shown to moderate the impact of
AI assistance disclosure on their writing qual-
ity evaluations. We also find that disclosing
the use of AI assistance may significantly re-
duce the proportion of writings produced with
AI’s content generation assistance among the
top-ranked writings.

1 Introduction

Recent advances in generative artificial intelli-
gence (AI) technologies like large language mod-
els (LLMs) have significantly expanded the scope
and depth of tasks where AI tools can collaborate
with humans. For instance, GPT-4 (OpenAI, 2023)
have demonstrated remarkable abilities in language
understanding and generation, highlighting the po-
tential of incorporating LLM-powered assistants in
human writing workflows to enhance their produc-
tivity and creativity (Noy and Zhang, 2023; Clark

et al., 2018). Unlike traditional writing support
systems that only offer basic grammar and spelling
checks, LLM-powered writing assistants can pro-
vide a diverse range of support to human writ-
ers, ranging from polishing human-written texts
to drafting written content from scratch, all tailored
to human instructions. As such, a new paradigm of
human-AI co-creation in writing has emerged, and
we expect to see a growing amount of writings that
are generated with some degree of AI assistance in
the next many years to come.

A critical question that arises with the emergence
of the human-AI co-writing paradigm is how to
present writings appropriately to readers in the
future. While the disclosure of AI assistance in
the writing process has been advocated for trans-
parency and accountability considerations, empiri-
cal understandings on the implications of AI assis-
tance disclosure on people’s perceptions of writings
are still lacking. For example, does the disclosure
of AI assistance during the writing process change
people’s evaluation on the quality of the writings?
In other words, in an era of human-AI collabora-
tion, will people evaluate the quality of writings
solely based on the final written content, or also
consider the generation process of the writings? If
disclosing the involvement of AI assistance does
affect people’s perceptions of writing quality, does
the effect vary with the type of AI assistance and
writing task? How will the disclosure of AI assis-
tance change people’s ranking among writings that
are produced with different levels of AI assistance?

To answer these questions, in this paper, we
present an experimental study to understand how
the disclosure of AI assistance influences people’s
perceptions of writings on various aspects. Our
study was divided into two phases. In Phase 1, we
collected writing samples on two types of tasks
(i.e., argumentative essay or creative story), and
during their writing process, the human writers
used different levels or types of AI assistance pow-
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ered by ChatGPT, a state-of-the-art LLM. Specifi-
cally, participants were recruited to complete their
writing tasks under one of the three writing modes:
(a) Independent, where participants completed the
writing task on their own without receiving any
assistance from ChatGPT; (b) AI editing, where
participants took the primary responsibility of draft-
ing the article while they received only text editing
and polishing assistance from ChatGPT; and (c)
AI (content) generation, where ChatGPT took the
primary responsibility of drafting the initial version
of the article while participants provided feedback
and directed the subsequent revisions of the article
through conversational interactions with ChatGPT.
After collecting writing samples, in Phase 2, we
designed a randomized experiment in which par-
ticipants were recruited to review writing samples
collected from Phase 1 on various aspects (e.g.,
overall quality, organization, creativity). Depend-
ing on the treatment that participants were assigned,
the level and type of AI assistance during the writ-
ing process was either disclosed or not disclosed to
them when they reviewed these writings.

Our experimental results indicate that disclos-
ing AI assistance in the writing process, especially
when AI provides content generation assistance as
that in the “AI generation” writing mode, signifi-
cantly decreases people’s evaluation on the overall
quality of the writing for both argumentative essays
and creative stories. Similar patterns have been ob-
served on people’s willingness to shortlist a piece
of writing for performance-based bonus, and peo-
ple’s detailed evaluations on the writing on aspects
like organization and originality. The disclosure
of AI assistance often increases the variations in
quality evaluations provided by different individ-
uals for the same writing as well. This indicates
that with the knowledge of the AI involvement in
the writing process, the quality evaluations of writ-
ings become unpredictable and highly susceptible
to variability depending on who evaluates them.
Further examinations reveal that factors such as
an individual’s own writing confidence and their
familiarity with ChatGPT might play a role in mod-
erating the effects of AI assistance disclosure on
people’s evaluation of the writing quality. For in-
stance, individuals with higher confidence in their
writing skills are more likely to lower their qual-
ity ratings when AI use is disclosed, compared to
those with lower writing confidence. Moreover, we
find that disclosing AI assistance would also signifi-
cantly reduce the proportion of top-ranked writings

produced with AI’s content generation assistance,
but this is only true for argumentative essays and
not for creative stories.

Together, our study offers important experimen-
tal evidence regarding the impact of the disclosure
of AI use on human perceptions of the human-AI
co-created content. We conclude by discussing the
design implications of our findings, and outline
limitations and future work.

2 Related Work

Assisting human writing using large language
models. Large language models (LLMs) (Brown
et al., 2020), a specific type of generative AI tech-
nologies, have demonstrated exceptional abilities
in language understanding and generation (OpenAI,
2023; Li et al., 2023). This opens up exciting possi-
bilities of actively incorporating LLMs into human
writing processes to enhance human productivity
and creativity (Noy and Zhang, 2023; Clark et al.,
2018; Wasi et al., 2024b,a; Li et al., 2024; Lee
et al., 2024, 2022b; Jiang et al., 2023; Piller, 2023).
A recent line of research has investigated into the
range of assistance that LLMs can offer to humans
during their writing (Draxler et al., 2024). They
found that LLMs can provide assistance in diverse
areas such as creative content ideation (Zhang et al.,
2023; Suh et al., 2023), tailored content generation
and completion (Dang et al., 2023; Yuan et al.,
2022; Buschek et al., 2021), and advanced text re-
visions beyond the traditional grammar or spelling
checks (Yuan et al., 2022). LLM-powered writing
assistants can also be applied to different writing
tasks including stories (Chung et al., 2022; Yuan
et al., 2022; Singh et al., 2023; Yang et al., 2022;
Clark et al., 2018; Lee et al., 2022a), advertise-
ment slogans (Chen and Chan, 2023; Clark et al.,
2018), argumentative essays (Lee et al., 2022a),
emails (Buschek et al., 2021; Fu et al., 2023), and
scripts (Mirowski et al., 2023).

Human-centered evaluations of texts generated
or edited by large language models. With their
unparalleled generative capabilities, LLMs can
rapidly generate a large volume of texts. Re-
cent research has started to evaluate how humans
perceive LLM-generated texts. For example, it
was found that distinguishing LLM-generated texts
from human-generated texts is quite challenging,
in terms of both objective textual patterns such as
text fluency and perplexity (Ippolito et al., 2019),
and subjective human judgment (Dou et al., 2021;
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Clark et al., 2021). On online platforms like Airbnb,
it was found that AI-generated profiles may be
perceived as less trustworthy by users (Jakesch
et al., 2019). Interestingly, recent research has also
showed that when LLMs are used to assist humans
in writing, the LLM-generated texts can impact the
human writer, consciously or unconsciously. For
instance, one study found that text suggestions pro-
vided by LLMs can change the sentiment of human-
generated texts (Hohenstein and Jung, 2020). In
addition, writing assistants powered by opinionated
LLMs can not only alter the opinions expressed in
the human-generated text but also subtly influence
the perspectives and beliefs of the human writers
themselves (Jakesch et al., 2023). Different from
these prior works, in this paper, we focus on exam-
ining whether and how the disclosure of varying
types of assistance from LLMs would affect peo-
ple’s perceptions of writings.

3 Study Design

To understand how the disclosure of AI assistance
would influence people’s perceptions of writings,
we divide our study into two phases. In the first
phase, we collect writing samples on different types
of writing tasks, while the human writers use dif-
ferent levels or types of AI assistance during their
writing processes. The second phase is our fo-
cal experiment, in which we recruit participants to
evaluate the writing samples collected. They will
be randomly assigned to groups informed or un-
informed about AI assistance used in the writing
process and the specific type of assistance used.
This study was approved by the Institutional Re-
view Board of the authors’ institution.

3.1 Phase 1: Collection of Writing Samples
In preparation for our focal experiment in Phase
2, we first undertake our Phase 1 study to collect
humans’ writing samples when they complete their
writing tasks with different levels and types of AI
assistance.

Writing tasks. Participants in Phase 1 were
asked to write a 200–250 word article within 45
minutes. As different writing tasks vary on their
purposes and required skills, we asked our partic-
ipants to work on one of the two types of writing
tasks:
• Argumentative essay writing: Participants

were provided with a statement that was ran-
domly sampled from a set of statements used

in the TOEFL writing exam topic pool (e.g.,
“Nowadays it is easier to maintain good health
than it was in the past.”). Participants were
asked to write an essay to discuss the argument
in the statement. In their essays, participants
could either support or oppose the argument in
the statement.

• Creative story writing: Participants were given
a prompt (e.g., Someone saying “Let’s go for a
walk.”), and they were asked to write a story that
includes the prompt. Prompts we used in these
tasks were adapted from the popular Reedsy’s
Short Story Contest1.

Writing modes. To reflect varying degrees and
types of assistance writers may receive from a state-
of-the-art LLM, ChatGPT2, we considered three
different writing modes in Phase 1:
• Independent: In this mode, participants com-

pleted the writing task independently without
any assistance from ChatGPT.

• AI editing: In this mode, participants were pri-
marily responsible for writing the article. Mean-
while, participants could send any part of their
drafts to ChatGPT for editing and polishing, and
then they could decide how to integrate the pol-
ished texts into their writing. Note that in this
mode, we configured ChatGPT in a way such
that it can only provide editing assistance to par-
ticipants and can not generate new content from
scratch.

• AI (content) generation: In this mode, Chat-
GPT took the lead in drafting the initial version
of the article. Participants could then provide
feedback and direct the subsequent revisions of
the article through conversational interactions
with ChatGPT. In the end, participants decided
how to compose the final article based on differ-
ent versions of the drafts that ChatGPT gener-
ated, and they also had the option to incorporate
some of their own writing into it.

Procedure. We opened our Phase 1 study to U.S.
workers whose primary language is English on Pro-
lific, and each worker was only allowed to partici-
pate in this study once. Upon arrival, participants
were first asked to report some demographic in-
formation (e.g., gender, age, confidence in various
writing tasks). Then, participants were randomly

1https://blog.reedsy.com/creative-writing-
prompts/terms/.

2We used the GPT-3.5-turbo model in our study.
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Independent AI editing AI generation
Argumentative essay 89 49 68

Creative story 69 58 74

Table 1: The number of articles collected in Phase 1 for
each writing mode across the two types of writing tasks.

assigned to one of the two writing tasks (i.e., argu-
mentative essay or creative story) and one of the
two conditions: “Independent vs. AI editing” or
“Independent vs. AI generation.” Each condition in-
cludes two writing modes at different levels of com-
pensation. Participants were required to choose a
preferred writing mode, and complete their writing
task under that writing mode3. After completing
the writing task, participants were asked to fill out
an exit survey to report their familiarity and us-
age frequency of ChatGPT, their future confidence
in writing under the chosen mode, and their per-
ceptions of their writing experience. To filter out
inattentive participants, we included two attention
check questions in our study. The participants must
pass both attention checks for their writings to be
used in our subsequent Phase 2 study.

Data Collection Results. In total, 407 Prolific
workers successfully completed our Phase 1 study
and passed the attention checks. On average, partic-
ipants spent 27.1 minutes on the study and received
an average hourly payment of $13.9. Table 1 shows
the number of articles we collected from Phase 1
for each writing mode across the two types of writ-
ing tasks. For more details about the design of our
Phase 1 study, please see Appendix B.

3.2 Phase 2: Experimental Design
After collecting writing samples that human writers
generated using different levels and types of AI
assistance, in Phase 2, we designed a randomized
experiment to evaluate how people perceive these
writing samples, when the usage of AI assistance
during the writing process was or was not revealed.

Specifically, in our Phase 2 study, a separate
set of participants (distinct from those in Phase 1)

3Note that for some participants, the writing mode with
AI assistance came with higher payments than independent
writing, while for others the payments for independent writing
were higher. We collected human writers’ writing samples
by asking them to select into their preferred writing modes,
because Phase 1 data was used to estimate the value that
people attach to different types of AI assistance, which has
been reported in Li et al. (2024). Due to this design, in our
analysis, we focus on the impacts of AI assistance disclosure
on raters’ perceptions of writings across different scenarios.
However, we do not intend to draw any causal conclusions
based solely on the direct comparisons of raters’ perceptions
of writings across the three writing modes.

were each asked to review a random set of six ar-
ticles that we collected from Phase 1. Participants
were told that the articles they needed to review
were submitted by crowd workers in a previous
study. For each article, participants first evaluated
its overall quality on a scale from 1 to 5 stars, with a
granularity of 0.5, and indicated whether they were
willing to shortlist the article for granting its author
an additional performance-based bonus. They were
then required to justify their evaluations in a few
sentences. Following this, participants provided
their detailed evaluation of this article on five spe-
cific aspects, including the article’s (a) grammar
and vocabulary, (b) organization, (c) originality,
(d) creativity, and (e) emotional authenticity. Each
aspect was again evaluated on a scale from 1 to 5
stars. We considered two experimental treatments
in Phase 2:
• Non-Disclose: In this treatment, participants

evaluated their assigned articles without being
informed about whether or how the authors of
these articles used AI assistance during their
writing.

• Disclose: In this treatment, we informed par-
ticipants about whether and how AI assistance
was used by the author when writing the article,
before they were asked to evaluate it. For ex-
ample, when the author of an article completed
their writing under the AI generation mode, our
Phase 2 participants were told that “the draft of
this article was generated by ChatGPT, and the
crowd worker had prompted ChatGPT to revise
and improve the content” before they started to
evaluate this article.

3.3 Phase 2: Experimental Procedure

Our Phase 2 study was open to U.S. workers only
on Prolific. We excluded the workers who had
participated in our Phase 1 study, and each worker
was allowed to only take this Phase 2 study once.
Each participant went through a few steps in the
study, as detailed below.

Background assessment. Upon arrival, partici-
pants were first asked to fill out a questionnaire to
report their demographic information (e.g., gender,
age, education, and race). We then asked partici-
pants to indicate how confident they were in their
own writing skills and how often they engaged in
writing activities on a 5-point Likert scale from 1
(very low) to 5 (very high).
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Main rating tasks. Subsequently, participants
were randomly assigned into one of the two experi-
mental treatments, Disclose or Non-Disclose. They
then needed to evaluate six articles sequentially.
Each article was randomly sampled from the pool
of articles we collected in our Phase 1 study, al-
though for participants in the “Disclose” treatment,
we also ensured that all six articles were gener-
ated under the same writing mode. In other words,
participants in the “Disclose” treatment were lim-
ited to evaluating articles from the same writing
mode, thereby mitigating the potential interference
between different writing modes in the evaluation.
As described earlier, for each article, participants
needed to provide evaluation on its overall quality
and on five specific aspects, and they could also
choose to shortlist the article for bonus.

Exit Survey. After the completion of the main
rating tasks, participants were asked to complete
an exit survey. In this survey, participants needed
to report their familiarity with ChatGPT and their
frequency of using ChatGPT on a 5-point Likert
scale. We also included a few questions to under-
stand participants’ perceived authorship of the final
articles to the human authors. Similar as that in
Phase 1, we also included one attention check ques-
tion in our Phase 2 study. Only the data collected
from participants who passed the attention check
in Phase 2 were considered as valid, and would be
used for the analysis.

4 Results

In total, 786 workers from Prolific took our Phase 2
study and passed the attention check (Non-Disclose:
380, Disclose: 406; see Appendix A for partici-
pants’ demographic backgrounds). The average
amount of time participants spent on the Phase
2 study was 20 minutes, resulting in an average
hourly wage of $7.5. On average, each article
received 5.6 evaluations from participants in the
“Non-Disclose” treatment and 5.9 evaluations from
participants in the “Disclose” treatment. Below, we
analyze the impact of disclosing AI assistance in
the writing process on people’s assessment of writ-
ings based on the data we collected in Phase 2. Due
to the space limit, we focus on sharing the results
on the impact of AI disclosure on the perceived
quality and ranking of articles in the main text. See
Appendix G for the impact of AI disclosure on the
perceived authorship of articles.

(a) Argumentative essay (b) Creative story

Figure 1: Comparing average ratings of the overall qual-
ity of articles generated under the independent, AI edit-
ing, or AI generation writing modes, with and without
disclosure of the use and type of AI assistance during
the writing process. Error bars represent the 95% con-
fidence intervals of the mean values. * and *** denote
significance levels of 0.05 and 0.001, respectively.

4.1 Impacts of Disclosing AI Assistance on the
Quality Evaluation of Writing

Participants’ average ratings on the overall quality
of the argumentative essays and creative stories,
grouped by writing modes, are presented in Fig-
ures 1a and 1b, respectively. Visually, it appears
that when the articles are written by humans inde-
pendently without using any AI assistance, whether
knowing this information or not does not signifi-
cantly change people’s perceived quality of the
articles. In contrast, when the writers use some
degree of AI assistance in their writing process,
the disclosure of this information often decreases
people’s perceived quality of the articles.

To examine whether these differences are statisti-
cally significant, we conducted regression analyses.
Specifically, the focal independent variable was the
treatment that a participant was assigned to in our
Phase 2 study (i.e., Disclose vs. Non-Disclose),
while the dependent variable was the participant’s
rating on the overall quality of an article. This re-
gression analysis was done separately for articles
generated under each of the three writing modes.
To minimize the impact of potential confounding
variables, we also accounted for a set of covariates
in our regressions, such as the demographic back-
ground of both the Phase 1 article writers (e.g., age,
gender, the payment received for the selected writ-
ing mode, confidence in the assigned writing task,
etc.) and the Phase 2 raters (e.g., age, gender, gen-
eral writing confidence, writing activity frequency,
frequency of ChatGPT use, etc.).

Our regression results suggest that for articles
produced under the “AI generation” writing mode,
informing people about the inclusion of ChatGPT’s
content generation assistance during the writing
process significantly decreases people’s perceived
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(a) Argumentative essay (b) Creative story

Figure 2: Comparing the variance in the overall qual-
ity ratings of articles generated under the independent,
AI editing, or AI generation writing modes, with and
without disclosure of the use and type of AI assistance
during the writing process. Error bars represent the 95%
confidence intervals of the variance. ** denotes the sig-
nificance level of 0.01.

quality of the writing, for both argumentative es-
says and creative stories (p < 0.001). However,
when ChatGPT only provides editing assistance
to humans during the writing process, the disclo-
sure of AI’s editing assistance only significantly
decreases people’s perceived quality of creative
stories (p = 0.011) but not that of argumentative
essays. We found similar patterns when examining
how the disclosure of AI assistance affects people’s
willingness to shortlist an article, and people’s de-
tailed evaluations on the article’s grammar and vo-
cabulary, organization, originality, creativity, and
emotional authenticity. For more details, please see
Appendix C.

4.2 Impacts of Disclosing AI Assistance on the
Variation in the Quality Evaluation

In Section 4.1, we have found that the disclosure
of AI assistance in the writing process may lead to
a decrease in the average rating of writing quality.
To understand whether it also affects the dispersion
in quality evaluation, we examine how the disclo-
sure of AI assistance affects the variance in ratings
among different participants for the same article.
Specifically, for each of the 407 articles used in
Phase 2, given a particular aspect of evaluation
(e.g., overall quality), we gathered all the ratings
on this aspect for this article, and then computed
the variance within the ratings provided by partici-
pants in the Disclose and Non-Disclose treatments,
separately.

Figure 2 compares the variance in the overall
quality ratings given to the same argumentative es-
says or the same creative stories, when the use and
type of AI assistance was or was not revealed to
Phase 2 participants. Interestingly, for the three set-
tings where we previously found the disclosure of
AI assistance results in significant decreases in peo-

ple’s perceived overall quality of the articles (i.e.,
when AI provides content generation assistance for
both arguments and stories, and when AI provides
editing assistance for stories; see Figure 1), the vari-
ance in people’s overall quality ratings for the same
article also appears to increase. Focusing on arti-
cles written under each of the three writing modes
separately, we then fitted regression models to pre-
dict the variance in the overall quality ratings for
each article based on the disclosure of AI assistance.
The regression results suggest that compared to
participants in the “Non-Disclose” treatment who
were unaware of how the article was written, those
participants who were informed about the AI’s con-
tent generation assistance showed a significantly
larger variation in their overall quality evaluations
of the same argumentative essay (p = 0.004). Sim-
ilarly, the disclosure of AI’s editing assistance also
makes participants significantly diverges on their
evaluations of the same creative story (p = 0.005).
Further analyses on people’s detailed evaluations
on various aspects of the articles (e.g., organization,
originality) also show that disclosing AI’s content
generation assistance consistently results in a sig-
nificantly higher level of variation (p < 0.05) in
people’s evaluations on almost all aspects of an
argumentative essay (except for its grammar and
vocabulary; see the Appendix D for more details).

These results suggest that the disclosure of peo-
ple’s usage of AI assistance not only has a general
tendency to decrease the average quality evaluation
of the writings, but also substantially increase the
uncertainty in the evaluation as it becomes more
unpredictable and highly susceptible to variability
depending on who is evaluating the writing.

4.3 Individual Heterogeneity in the Impacts of
AI Disclosure on the Quality Evaluation

In this section, we focus on examining whether and
how a rater’s own characteristics may moderate the
effects of the disclosure of AI assistance, and we
identified two characteristics as potential moderat-
ing factors. We begin with considering how disclos-
ing the use and type of AI assistance in the writing
process would affect the evaluation of raters who
had different levels of confidence in their own writ-
ing skills. To investigate into this, we first divided
all participants in our Phase 2 study into two groups
based on a median split of their self-reported con-
fidence in writing. Within each group of partici-
pants, we could compute the difference in the over-
all quality ratings given by participants assigned
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(a) Argumentative essay (b) Creative story

Figure 3: The average difference between an article’s
overall quality ratings in the “Disclose” and “Non-
Disclose” treatments, among raters with high versus
low confidence in their own writing skills. Error bars
represent the 95% bootstrap confidence intervals of the
rating difference. An interval below zero means the cor-
responding group of raters significantly decrease their
ratings when the use and type of AI assistance in the
writing process was revealed to them.

to the “Disclose” and “Non-Disclose” conditions,
separately for articles generated under each writing
mode. We then used bootstrapping (R = 10, 000)
to compute the 95% bootstrap confidence intervals
of these differences, and the results are visualized
in Figure 3. Intuitively, if the 95% bootstrap con-
fidence interval of the rating difference between
with and without disclosure is below zero, it means
that raters significantly decrease their evaluation
of articles when they become aware of the use and
type of AI assistance during the writing process.

As shown in Figure 3, compared to those who
have low confidence in writing, people who are
more confident in writing themselves are more
likely to lower their evaluation upon the disclosure
of AI assistance in the writing process. For exam-
ple, on average, raters with high writing confidence
decreased their overall quality ratings on argumen-
tative essays by 0.32 (95% CI = [−0.48,−0.16])
once they knew ChatGPT assisted the authors in
generating some content in these essays. Simi-
larly, disclosing the use of AI’s editing assistance
(or content generation assistance) in the creative
story writing process also resulted in a decrease
of 0.18, 95% CI = [−0.35,−0.01] (or 0.26, 95%
CI = [−0.44,−0.08]) in the overall quality ratings
given by raters with high writing confidence. In
contrast, for raters with low confidence in their
own writing skills, their evaluation of the articles
was seldomly influenced by the disclosure of AI
assistance significantly—the only exception was
observed when AI’s content generation assistance
during the argumentative essay writing process was
revealed (∆ = −0.23[−0.44,−0.02])4.

4We conducted a validation check by dividing participants
into low, medium, and high groups based on a three-quantile
split of their self-reported writing confidence. We observed
that the decrease in ratings upon disclosing AI assistance in

(a) Argumentative essay (b) Creative story

Figure 4: The average difference between an article’s
overall quality ratings in the “Disclose” and “Non-
Disclose” treatments, among raters with high versus
low familiarity with ChatGPT. Error bars represent the
95% bootstrap confidence intervals of the rating differ-
ence. An interval below zero means the corresponding
group of raters significantly decrease their ratings when
the use and type of AI assistance in the writing process
was revealed to them.

Another possible moderating factor is raters’ fa-
miliarity with ChatGPT, which could influence
their perception of finished articles generated with
the use of AI assistance. Again, we divided all
participants in our Phase 2 study into two groups
based on a median split of their self-reported fa-
miliarity with ChatGPT, and Figure 4 shows the
difference in the overall quality ratings between
the two treatments, among participants with high
familiarity with ChatGPT and those with low fa-
miliarity, separately. From the figure, it is clear
that the decrease in the evaluation of writings af-
ter the disclosure of AI’s content generation as-
sistance was mainly driven by raters with low
familiarity with ChatGPT (on argumentative es-
says: ∆ = −0.39[−0.55,−0.23]; on creative
stories: ∆ = −0.28[−0.47,−0.09]). Interest-
ingly, we also noticed that when AI’s editing as-
sistance during the creative story’s writing pro-
cess was revealed to participants, the decrease in
the rating of the story primarily came from those
participants with high familiarity with ChatGPT
(∆ = −0.26[−0.47,−0.05]).

Finally, we found that raters’ own writing con-
fidence and familiarity with ChatGPT also mod-
erate the impacts of AI assistance disclosure on
their detailed evaluations of different aspects of
the writings (e.g., originality and creativity). See
Appendix E for detailed results.

4.4 Impacts of Disclosing AI Assistance on the
Ranking of Writing

In reality, crowd workers frequently contend with
each other for opportunities to be hired or rewarded
based on the reviews they receive from employers,

the writing process primarily originated from participants with
high writing confidence.
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(a) Argumentative essay (b) Creative story

Figure 5: Within the top γ% of articles for the same
writing task (ranked by articles’ average overall quality
ratings), the percentages of articles that were written
in each of the three writing modes, with and without
disclosing the use and type of AI assistance. ** and ***

denote the significance level of 0.01 and 0.001, respec-
tively.

while regular employees may compete for chances
to be promoted based on performance evaluations
from managers. Consequently, it is crucial to un-
derstand how the disclosure of AI assistance affects
the performance ranking of workers. In this sec-
tion, we aim to understand how the disclosure of
the use and type of AI assistance during the writ-
ing process may influence the ranking of writings
generated under different writing modes.

Suppose the articles’ average overall quality rat-
ings are used to determine their rankings. Given
all the articles written on the same topic, we look
into that within the top γ% of the articles for this
topic, what proportions of the articles are written
in the independent, AI editing, and AI generation
writing modes, respectively, and how these propor-
tions change after we informed participants about
the use and type of AI assistance during the writing
process of these articles.

Figure 5 compares the average percentages of
articles generated under the three writing modes
whose overall quality ratings fall within the top γ%
(γ ∈ {10, 20, · · · , 50}) threshold, when the use of
AI assistance was or was not revealed to raters. For
the argumentative essay task, it is clear that disclos-
ing the use and type of AI assistance during the
writing process results in a decrease in the propor-
tion of articles generated under the “AI generation”
mode and an increase in the proportion of articles
generated under the “AI editing” or “Independent”
modes within the highly ranked articles. This is
especially true when we focus on the most top-
ranked articles (i.e., when γ is small). Chi-square
tests suggest that the compositions of the article’s
writing modes are significantly different between
the “Disclose” treatment and the “Non-Disclose”
treatment within the top 10% (p < 0.001) and top

20% (p = 0.002) of argumentative essays. In con-
trast, for the creative story task, the disclosure of
the use and type of AI assistance during the writing
process appears to have minimal impacts on the
ranking of different articles. The analysis, based
on the ranking criteria for an article’s probabil-
ity of being shortlisted by raters, revealed similar
findings—revealing AI assistance significantly de-
creases the proportions of highly-ranked articles
that are generated with ChatGPT’s content gener-
ation assistance for argumentative essays, while
the impacts on the ranking of creative stories are
minimal. See Appendix F for detailed results.

5 Discussions
Possible explanations for our findings. In our
study, we made a few interesting observations. For
example, we find that disclosing the usage of AI
assistance may affect people’s evaluations of the
writing quality to a larger extent when AI provides
assistance in generating new content than when AI
provides editing assistance. This observation may
be caused by raters’ perceived human effort con-
tributing to the final writings. In particular, when
AI provides content generation assistance (i.e., as
in the “AI generation” writing mode), AI directly
generates sentences or paragraphs, reducing the
writer’s effort significantly (we found that writers
under the AI generation writing mode spend signif-
icantly less time than writers under other modes).
As such, when this type of AI assistance is dis-
closed, raters might be resistant to giving high
scores to the quality of the writings, as they may
give less credit to the writers who use AI generation
assistance compared to those who do not. Raters
may also significantly raise their expectation for the
writing quality when knowing that the writers can
utilize AI assistance to generate content on behalf
of them.

Moreover, we also notice that disclosing the us-
age of AI assistance appears to have a greater im-
pact on people’s perceived ranking of argumenta-
tive writing than on creative writing. We attribute
this to the distinct nature and objectives of these
two writing tasks. Argumentative writing requires
constructing a logical structure and identifying ap-
propriate evidence, tasks for which LLMs can eas-
ily provide support and generate logical structures.
When AI usage is not disclosed, this can lead to
higher ratings, as raters attribute the quality solely
to the writer. However, when AI usage is disclosed,
raters may partially credit the quality to the AI as-
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sistance, resulting in noticeably lower ratings, as
reflected in the significant shift in rankings. In con-
trast, creative writing relies heavily on imagination
to create compelling characters and plots, an area
where LLMs still struggle to produce truly novel
content. As a result, even when AI’s content gen-
eration assistance is not disclosed, the perceived
quality of the best AI-assisted articles in creative
writing do not substantially outperform the best
ones written in other modes, especially those writ-
ten with AI’s editing assistance. As such, after AI’s
content assistance is disclosed, which causes the
perceived quality for both articles written with AI’s
content generation assistance and editing assistance
to decrease, we do not see dramatic changes in the
the rankings of the creative writings.

Design implications. Our findings have important
design implications. For example, for online plat-
forms that often determine the ordering of posts
based on historical users’ evaluation of posts (e.g.,
ratings and upvotes), one challenge they face is that
the prevalence of AI-assisted writings may “crowd
out” and disengage writers who continue to create
content without the use of AI assistance. Results of
our study suggest that these platforms may benefit
from introducing content labels to mark those con-
tent that are partly generated by AI, as such labels
may change users’ evaluations of these content in
relative to other content that are generated indepen-
dently by humans, especially when these content
have an argumentative flavor.

In addition, the fact that disclosing AI assistance
tends to decrease the quality perceptions of writ-
ings implies a tension that writers face between
being transparent and maintaining the perceived
quality of their writing. From platforms’ point of
view, this means that they need to design appropri-
ate incentives for writers to be willing to disclose
the AI assistance usage, and ensure no unintended
disadvantage or “discrimination” for those who
do. From the writers’ point of view, they should
still recognize their ethical responsibility to inform
readers about how the writing is generated to main-
tain readers’ trust, as misleading readers about AI
involvement in the writing may erode trust in the
long run.

Limitations. Our study has a few limitations. For
example, the type of AI assistance and writing
tasks we considered do not capture the full range
of AI assistance and writing tasks in the real world.
Both the collection and evaluation of writing sam-

ples in our study are conducted on an online plat-
form. Participants, primarily motivated by financial
payments, may not accurately reflect professional
writers and evaluators in the real-world. We also
limited our study to U.S. workers to control for
the potential variability in English language habits
or preferences that differ across countries, limit-
ing the generalizability of findings to non-English
speaking populations. Future research should look
into whether our findings generalize to a broader
spectrum of AI writing assistance, a wider range
of writing tasks, people with more diverse demo-
graphic and cultural backgrounds, and in contexts
that more closely mimic real-world writing and
evaluation scenarios.

It is also worthwhile to note that in our study, we
observed that articles completed in the AI-assisted
modes, particularly those under the “AI generation”
mode, received significantly higher quality ratings
from raters compared to articles completed inde-
pendently by participants. Thus, even after the AI
assistance is disclosed, participants who used the
AI’s content generation assistance may still receive
a higher average rating of their writing quality than
participants who wrote independently. However,
as we noted in footnote 3, due to the design of
the Phase 1 study (i.e., participants self-selected
into their preferred writing mode), a comparison
across the three writing modes does not allow for
a causal interpretation. Future work should con-
duct a rigorously designed study to see whether
this observation still holds true.

6 Conclusions
In this paper, we ask the question of whether and
how the disclosure of AI assistance would influence
people’s perceptions of writings. Our experimental
results suggest that when people are informed of
the use of AI content generation assistance in the
writing process, there is a significant decrease in
the quality evaluation of the writing across different
types of writing tasks. Furthermore, the disclosure
of AI assistance often leads to an increased level
of variation in the perceived writing quality. We
identify potential factors, such as the rater’s con-
fidence in writing and their familiarity with Chat-
GPT, that might moderate the effect of disclosing
AI assistance on the evaluation of writing quality.
Additionally, our findings suggest that disclosing
the use of AI assistance would also significantly re-
duce the proportion of AI-assisted writings among
top-ranked argumentative essays.
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Table A.1: Details of the demographic backgrounds of raters in our study.

Demographics
Non-Disclose

(N = 380)
Disclose

(N = 406)

Gender
Male 48.3% 50.9%

Female 49.3% 47.3%
Other 2.4% 1.8%

Age
Below 35 40.2% 39.8%

35–44 28.7% 26.3%
45 or above 31.1% 33.9%

Race

White 72.7% 68.4%
Black 13.3% 14.9%

Hispanic 7.6% 6.6%
Other 6.4% 10.1%

Education

High school or lower 14.1% 14.1%
Some college 30.5% 29.8%

Bachelor Degree 39.2% 40.2%
Graduate school or higher 16.2% 15.9%

Average writing confidence 3.84 3.88
Average writing frequency 2.24 2.21

Average frequency of ChatGPT use 3.72 3.52

A Demographic Information of Raters

In total, 786 workers from Prolific took our study
and passed the attention check. Among them, 380
were allocated to the Non-Disclose treatment, while
the remaining 406 were assigned to the Disclose
treatment. The full demographic information of
participants is shown in A.1. The writing con-
fidence, writing frequency, and the frequency of
ChatGPT use are measured on a 5-point Likert
scale from 1 (very low) to 5 (very high).

B The Design of Phase 1 Study
(Additional Details)

As discussed in the main paper, beyond enabling
the collection of writing samples produced under
different writing modes, our Phase 1 study serves
the purpose of estimating the financial value that
people attach to different types of AI assistance in
their writing. Below, we provide more details of
the design of this study.

B.1 Writing Task

Participants of our Phase 1 study were asked to
write a 200–250 word article within 45 minutes.
To examine how people’s value of AI assistance
in writing may vary with the nature of the writing
task, we considered two kinds of writing jobs in
our experiment:

• Argumentative essay writing: Participants
were provided with a statement, and they were
asked to write an essay to discuss the argu-
ment in the statement. In their essays, par-
ticipants had the freedom to either support
or oppose the argument in the statement. We
considered three statements that were sampled
from the pool of TOEFL writing exam topics:

1. “Some people think that if companies
prohibit sending emails to staff on week-
end or during other time out of office
hours, staff’s dissatisfactions with their
companies will decrease. Others think
this will not reduce the overall dissatis-
factions among staff.”

2. “Govenrment should put higher tax on
junk food to reduce consumption.”

3. “Nowadays it is easier to maintain good
health than it was in the past.”

• Creative story writing: Participants were
given a prompt, and they were asked to write a
story that includes the prompt. Drawing from
the array of popular creative writing tasks fea-
tured on Reedsy’s Short Story Contest5, we
curated three writing prompts:

5https://blog.reedsy.com/
creative-writing-prompts/terms/.
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1. (Someone) “realizes they’re on the
wrong path.”

2. Including the line “We’re just too differ-
ent.”

3. Someone saying “Let’s go for a walk.”

To ensure that the argumentative essay and creative
story writing tasks chosen for our Phase 1 study
have a comparable and reasonable difficulty level,
we conducted a pilot study to test the difficulty of
different argumentative essay statements and cre-
ative story prompts. In this pilot study, participants
were asked to complete the writing task on their
own. For the final set of 3 statements and 3 prompts
selected for our Phase 1 study, as detailed above,
our pilot study results suggested that participants
could successfully complete the essay/story writ-
ing job within the time limit, yielding articles of
satisfactory quality.

B.2 Writing Modes
In our study, we included three different writing
modes, each reflecting varying degrees of assis-
tance from and collaboration with a state-of-the-art
LLM, i.e., ChatGPT. These modes encompass:

• Independent: In this mode, participants com-
pleted the writing task independently without
any assistance from ChatGPT.

• AI editing: In this mode, participants were
primarily responsible for writing the article.
Meanwhile, participants could send any part
of their drafts to ChatGPT for editing and pol-
ishing, and then they could decide how to
integrate the polished texts into their writing.
Note that in this mode, to ensure that Chat-
GPT would only provide editing assistance
to participants, we covertly crafted a prompt
employing the OpenAI API by appending the
following instructions ahead of the text that
participants sought to polish: “You should
only edit or polish the texts I send to you.
Please do not write any new content.”

• AI generation: In this mode, ChatGPT took
the lead in drafting the initial version of the ar-
ticle. Participants could then provide feedback
and direct the subsequent revisions of the ar-
ticle through conversational interactions with
ChatGPT. In the end, participants decided how
to compose the final article based on different
versions of the drafts that ChatGPT generated,

and they could also add some of their own
writing into it.

B.3 Experimental Treatments
To quantify how much financial value that people
attach to different kinds of writing assistance that
LLM-powered assistants could offer, following the
classical methods in economics for estimating the
“willingness to pay/accept” (Rosen, 1986; Mas and
Pallais, 2017; Liang et al., 2023), we created two
experimental treatments:

• Independent vs. AI editing: In this
treatment, after the topic of the writing job
(i.e., the statement for writing an argumen-
tative essay or the prompt for writing a
creative story) was revealed to participants,
we presented participants with two job
offers: The first offer paid the participant
$3 to complete the writing job in the inde-
pendent writing mode, while the second
offer paid the participant $x to complete
the writing job in the AI editing mode,
where x was randomly sampled from the set
{1.5, 2, 2.25, 2.5, 2.75, 3, 3.25, 3.5, 3.75, 4, 4.5}.
Participants were asked to make a selection
between these two offers, and subsequently
complete the writing job in accordance with
the writing mode specified by the selected
offer6.

• Independent vs. AI generation: In this treat-
ment, after the topic of the writing job was
revealed to participants, we presented partici-
pants with two job offers: The first offer com-
pensated the participant with $3 for complet-
ing the writing job in the independent writing
mode, while the second offer compensated the
participant with $x for completing the writ-
ing job in the AI generation mode, where x
was again randomly sampled from the set of
values as that in the previous treatment. Partic-
ipants were asked to make a selection between
these two offers, and would then complete the
writing job in the writing mode specified by
the offer that they chose.

6We conducted a pilot test to validate the appropriateness
of the lower and upper bounds, $1.5 and $4.5, respectively, for
estimating participants’ willingness to pay for AI assistance.
This consideration was made given that a majority of partic-
ipants in our pilot study would prefer not to choose the job
with AI assistance at the $1.5 wage level, while conversely,
most participants would select the job with AI assistance at
the $4.5 wage level.
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Note that to ensure participants could make an
informed selection between the two job offers, in
both treatments, participants would be initially di-
rected to watch a 2-minute video that introduces to
them the type of writing assistance that they could
receive from ChatGPT and acquaints them with the
writing interface they would use upon selecting the
job offer with AI assistance (i.e., the offers asso-
ciated with AI editing or AI generation writing
modes). Participants could only make their job
offer selection after finish watching this video.

B.4 Experimental Procedure
Our study was opened only to U.S. workers whose
primary language is English on Prolific, and each
worker was only allowed to participate in our study
once. Each participant went through a few stages
in our study, as detailed below.

Background assessment. Upon arrival of the
study, participants were first asked to fill out a ques-
tionnaire to report their demographic information
(e.g., gender, age, education). We then asked par-
ticipants to indicate how confident they were in
completing six types of writing tasks, including
creative writing (e.g., stories, novels), writing argu-
mentative essays, writing emails or letters, writing
product or book reviews, writing business reports
or proposals, and writing blogs. For each type of
writing tasks, participants reported their confidence
on a 5-point Likert scale from 1 (very low) to 5
(very high).

Treatment assignment and writing mode selec-
tion. Subsequently, participants were random-
ized into one of the two treatments, “Independent
vs. AI editing” or “Independent vs. AI generation”.
They were then presented with their writing task,
which could be either writing an argumentative
essay or writing a creative story, and the statemen-
t/prompt used for the writing task was also selected
at random from the candidate pool. Next, depend-
ing on the experimental treatment the participant
was assigned, they would be presented with the
corresponding two job offers, and the random pay-
ment value $x (1.5 ≤ x ≤ 4.5) of the offer that
provided AI assistance to participants would be re-
alized from its set of candidate values. Participants
were told that their final payment from the study
would consist of three parts: (1) a base payment
of $2; (2) the writing job payment as specified in
the job offer that they would choose; and (3) an
(optional) performance-based payment of $2. We

informed participants that their submitted articles
would be sent to other crowd workers for review. If
the average rating of their article would rank within
the top 10% of the articles written for the same
topic, they would receive the performance-based
payment. Once they were clear on the compensa-
tion structure, participants were required to watch
an introductory video elucidating how they could
potentially collaborate with ChatGPT through the
designated interface to accomplish the writing task
should they choose the AI-assisted writing mode
(i.e., “AI editing” or “AI generation”). With all
this information, participants then selected their
preferred job offer.

Main writing task. After the job offer was se-
lected, participants proceeded to the main writing
task. They were asked to complete this writing
task using the writing mode specified in their cho-
sen offer, and they had a maximum duration of 45
minutes for finishing the writing task. Note that
the time required for ChatGPT to respond to par-
ticipants’ prompts would not be included in the
allocated time limit.

Exit survey. After completing the main writing
task, participants were asked to complete an exit
survey. In this survey, participants were again
asked to indicate their confidence in completing
the same six types of writing tasks (e.g., creative
writing, argumentative essay, emails/letters, etc.)
as we surveyed at the beginning of the study, should
they have the chance in the future to complete those
tasks in the same writing mode as they had experi-
enced in our study. We also asked a series of survey
questions to guage participants’ perceptions of their
writing experience in our study. For example, the
NASA Task Load Index (NASA TLX) (Hart and
Staveland, 1988) was used to measure the cogni-
tive load that participants experienced during the
writing task, including their mental demand, time
pressure, amount of effort taken, and frustration
level. To understand participants’ perceptions of
the overall writing processes, we presented the fol-
lowing statements to participants and asked them
to rate how much they agreed with each statement
on a 5-point Likert scale from 1 (strong disagree)
to 5 (strongly agree):

• (Satisfaction): “I am satisfied with the writing
process.”

• (Enjoyment): “I enjoy the writing process.”

4862



• (Ease): “I find it easy to complete the writing
process.”

• (Ability of self-expression): “I was able to
express my creative goals during the writing
process.”

Similarly, we asked participants to rate their
agreement with the following statements, again
on a 5-point Likert scale, to understand their per-
ceptions of the final writing outcome:

• (Quality): “I am satisfied with the quality of
the final article.”

• (Ownership): “I feel ownership over the final
article.”

• (Pride): “I’m proud of the final article.”

• (Uniqueness): “The article I submitted feels
unique.”

In addition, to understand participants’ account-
ability should their article be criticized for various
issues during the evaluation process, we asked par-
ticipants to rate their agreement in the following
statements, on a 5-point Likert scale:

• (Deceptive content): “I’m willing to take the
responsibility if my article is criticized for
containing deceptive content (e.g., misinfor-
mation).”

• (Plagiarism): “I’m willing to take the respon-
sibility if my article is criticized for contain-
ing content that is highly similar to someone
else’s writing.”

• (Privacy invasion): “I’m willing to take the
responsibility if my article is criticized for con-
taining content that invades someone else’s
privacy.”

• (Discrimination): “I’m willing to take the
responsibility if my article is criticized as ex-
hibiting bias and discrimination.”

Finally, participants reported their familiarity
with ChatGPT (1: very unfamiliar; 5: very familiar)
and their frequency of using ChatGPT in their daily
life or work (1: never; 5: very frequently–more
than once a day).

(a) Argumentative essay (b) Creative story

Figure C.1: Comparing the probability of shortlisting
an article that was generated under the independent, AI
editing, or AI generation writing modes, when the use
and type of AI assistance during the writing process
was or was not revealed to raters. Error bars represent
the 95% confidence intervals of the probabilities. **

and *** denote significance levels of 0.01 and 0.001,
respectively.

(a) Argumentative essay (b) Creative story

Figure C.2: Comparing the average ratings of organi-
zation of articles generated under the independent, AI
editing, or AI generation writing modes, when the use
and type of AI assistance during the writing process
was or was not revealed to raters. Error bars represent
the 95% confidence intervals of the mean values. * and
*** denote significance levels of 0.05 and 0.001, respec-
tively.

Attention check. To filter out inattentive partici-
pants, we included two attention check questions
in our study. The first attention check question was
presented to participants right before they took the
exit survey, and it asked the participant to select
again which job offer they had previously chosen
in the study. The second attention check question
was included in the exit survey, where participants
were required to select a randomly pre-specified
option in the question. We considered only the data
from participants who passed both attention check
questions as valid data.

C Impacts of Disclosing AI Assistance on
the Quality Evaluation of Writing
(Additional Results)

Figures C.1–C.5 compare participants’ average
willingness to shortlist an article, and their de-
tailed evaluations on the article’s grammar and vo-
cabulary, organization, originality, creativity, and
emotion authenticity, for argumentative essays and
creative stories generated under the three writing
modes. In general, we find that disclosing Chat-
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(a) Argumentative essay (b) Creative story

Figure C.3: Comparing the average ratings of origi-
nality of articles generated under the independent, AI
editing, or AI generation writing modes, when the use
and type of AI assistance during the writing process was
or was not revealed to raters. Error bars represent the
95% confidence intervals of the mean values. ** and
*** denote significance levels of 0.01 and 0.001, respec-
tively.

(a) Argumentative essay (b) Creative story

Figure C.4: Comparing the average ratings of creativity
of articles generated under the independent, AI editing,
or AI generation writing modes, when the use and type
of AI assistance during the writing process was or was
not revealed to raters. Error bars represent the 95%
confidence intervals of the mean values. * and *** denote
significance levels of 0.05 and 0.001, respectively.

GPT’s content generation assistance during the
writing process significantly decreases people’s
willingness to shortlist an article and their ratings
on all five aspects of evaluations, for both argu-
mentative essays and creative stories (p < 0.05
for all comparisons between “Disclose” and “Non-
Disclose” for articles written under the “AI genera-
tion” mode). In addition, knowing that ChatGPT
provides editing assistance during the writing pro-
cess also leads to people’s decreased willingness to
shortlist a story, as well as their decreased ratings
on a story’s organization and creativity (p < 0.05).

D Impacts of Disclosing AI Assistance on
the Dispersion in the Quality
Evaluation (Additional Results)

Figures D.1–D.6 compare the variance in partic-
ipants’ willingness to shortlist an article, and in
their detailed evaluations on the grammar and vo-
cabulary, organization, originality, creativity, and
emotion authenticity of the same argumentative es-
say or the same creative story that was generated
under the three writing modes. We found that when

(a) Argumentative essay (b) Creative story

Figure C.5: Comparing the average ratings of emotion
authenticity of articles generated under the independent,
AI editing, or AI generation writing modes, when the
use and type of AI assistance during the writing process
was or was not revealed to raters. Error bars represent
the 95% confidence intervals of the mean values. ***

denote significance levels of 0.001.

(a) Argumentative essay (b) Creative story

Figure D.1: Comparing the variance in raters’ decisions
in shortlisting an article that was generated under the in-
dependent, AI editing, or AI generation writing modes,
when the use and type of AI assistance during the writ-
ing process was or was not revealed to raters. Error bars
represent the 95% confidence intervals of the variance.

participants’ were informed about that the author
used ChatGPT to assist them in generating some
content of their argumentative essay, their ratings
on the essay’s organization, originality, creativity,
and emotion authenticity have a significantly higher
level of variance than the case when participants
were unaware of the AI assistance.

E Individual Heterogeneity in the
Impacts of AI Disclosure on the Quality
Evaluation (Additional Results)

Figures E.1–E.6 show the difference in an article’s
shortlisting rate, ratings of grammar and vocab-
ulary, ratings of organization, ratings of original-
ity, ratings of creativity, and ratings of emotion
authenticity between the “Disclose” and the “Non-
Disclose” treatments, when the ratings were pro-
vided by participants who had high or low confi-
dence in their own writing skills. In general, par-
ticipants with high confidence in writing appear
to be influenced by the disclosure of AI assistance
more in evaluating various aspects of an article than
participants with low confidence in writing; they
tend to decrease their willingness to shortlist an
article or decrease their ratings on various aspects
of the article, especially after knowing about the

4864



(a) Argumentative essay (b) Creative story

Figure D.2: Comparing the variance in the ratings of
grammar and vocabulary given to the same article that
was generated under the independent, AI editing, or
AI generation writing modes, when the use and type
of AI assistance during the writing process was or was
not revealed to raters. Error bars represent the 95%
confidence intervals of the variance.

(a) Argumentative essay (b) Creative story

Figure D.3: Comparing the variance in the ratings of
organization given to the same article that was generated
under the independent, AI editing, or AI generation
writing modes, when the use and type of AI assistance
during the writing process was or was not revealed to
raters. Error bars represent the 95% confidence intervals
of the variance. * denotes the significance level of 0.05.

use of AI’s content generation assistance during
the writing process.

Figures E.7–E.12 show the difference in an ar-
ticle’s shortlisting rates, ratings of grammar and
vocabulary, ratings of organization, ratings of orig-
inality, ratings of creativity, and ratings of emo-
tion authenticity between the “Disclose” and “Non-
disclose” treatments, when the ratings were pro-
vided by participants who had high or low familiar-
ity with ChatGPT. Compared to participants with
high familiarity with ChatGPT, those with low
familiarity with ChatGPT are more likely to de-
crease their willingness to shortlist an article and
their ratings on various aspects of the article, if
they become aware of that the author of the article
utilizes ChatGPT’s content generation assistance
when writing the article.

F Impacts of Disclosing AI Assistance on
the Ranking of Writing (Additional
Result)

Table F.1 reports the average percentages of arti-
cles generated under the three writing modes for
argumentative essay tasks whose overall quality rat-
ings fall within the top γ% (γ ∈ {10, 20, · · · , 50})

(a) Argumentative essay (b) Creative story

Figure D.4: Comparing the variance in the ratings of
originality given to the same article that was generated
under the independent, AI editing, or AI generation
writing modes, when the use and type of AI assistance
during the writing process was or was not revealed to
raters. Error bars represent the 95% confidence intervals
of the variance. ** denotes the significance level of 0.01.

(a) Argumentative essay (b) Creative story

Figure D.5: Comparing the variance in the ratings of
creativity given to the same article that was generated
under the independent, AI editing, or AI generation
writing modes, when the use and type of AI assistance
during the writing process was or was not revealed to
raters. Error bars represent the 95% confidence intervals
of the variance. * denotes the significance level of 0.05.

threshold, when the use of AI assistance was or
was not revealed to raters.

Figure F.1 shows the percentages of articles
that were produced from each of the three writ-
ing modes within the top γ% of the articles written
about the same statement or prompt (determined
by the probability for raters to shortlist an article),
when the use of AI assistance was or was not reveal
to raters. We found that revealing the usage and
type of AI assistance significantly decreases the
proportions of highly-ranked articles that are gener-
ated with ChatGPT’s content generation assistance
for argumentative essays, while the impacts on the
ranking of creative stories are minimal.

G Impacts of Disclosing AI Assistance on
Authorship Attribution

To understand the extent to which participants at-
tribute authorship of the final articles to the hu-
man authors (i.e., crowd workers in our Phase
1 study) across the three writing modes, we pre-
sented the following statements in the exit survey
of Phase 2 and asked participants to rate how much
they agreed with each statement on a 5-point Lik-
ert scale from 1 (strongly disagree) to 5 (strongly
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Table F.1: Within the top γ% of articles for the same writing task (ranked by articles’ average overall quality ratings),
the exact percentages of articles that were written in each of the three writing modes, with and without disclosing
the use and type of AI assistance.

Threshold (%)
10 20 30 40 50

Non-disclose Disclose Non-disclose Disclose Non-disclose Disclose Non-disclose Disclose Non-disclose Disclose
Independent 12.1% 30.1% 21.3% 35.3% 22.3% 34.1% 24.8% 31.5% 28.3% 30.1%
AI editing 24.3% 45.4% 26.5% 36.8% 28.8% 31.7% 25.8% 32.1% 27.1% 32.6%

AI generation 63.6% 24.5% 52.2% 27.9% 48.9% 34.2% 49.4% 36.3% 44.6% 37.3%

(a) Argumentative essay (b) Creative story

Figure D.6: Comparing the variance in the ratings of
emotion authenticity given to the same article that was
generated under the independent, AI editing, or AI gen-
eration writing modes, when the use and type of AI
assistance during the writing process was or was not
revealed to raters. Error bars represent the 95% confi-
dence intervals of the variance. ** denotes the signifi-
cance level of 0.01.

(a) Argumentative essay (b) Creative story

Figure E.1: The difference in an article’s shortlisting
rates received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the
ratings were provided by participants who had high
or low confidence in their own writing skills. Error
bars represent the 95% bootstrap confidence intervals
of the rating difference. An interval below zero means
the corresponding group of raters decrease their ratings
when the use and type of AI assistance in the writing
process was revealed to them.

agree) (Jago and Carroll, 2023):
• “I see the crowd workers as responsible for those

articles.”
• “I acknowledge the crowd workers as the cre-

ators of those articles.”
• “ I give credit to the crowd workers for those

articles.”
• “I see those articles as the product of the crowd

workers’ efforts.”
Based on participants’ responses, we examine how
the disclosing AI assistance in the writing process
may change people’s evaluation of human writers’
ownership in their writing.

Figure G.1 compares participants’ authorship

(a) Argumentative essay (b) Creative story

Figure E.2: The difference in an article’s grammar and
vocabulary ratings received in the “Disclose” treatment
and those received in the “Non-Disclose” treatment,
when the ratings were provided by participants who had
high or low confidence in their own writing skills. Error
bars represent the 95% bootstrap confidence intervals
of the rating difference. An interval below zero means
the corresponding group of raters decrease their ratings
when the use and type of AI assistance in the writing
process was revealed to them.

(a) Argumentative essay (b) Creative story

Figure E.3: The difference in an article’s organization
ratings received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the
ratings were provided by participants who had high
or low confidence in their own writing skills. Error
bars represent the 95% bootstrap confidence intervals
of the rating difference. An interval below zero means
the corresponding group of raters decrease their ratings
when the use and type of AI assistance in the writing
process was revealed to them.

attribution when they were not informed about
how the writing was generated (i.e., participants as-
signed to the “Non-Disclose” treatment) and when
they were aware of the specific writing mode the au-
thors took to produce the writing (i.e., participants
assigned to the “Disclose” treatment). Note that
in the “Non-Disclose” treatment, since the articles
that participants evaluated were randomly selected
from all the articles we collected in Phase 1 regard-
less of their writing modes, participants’ attribution
of human writers’ authorship of the articles under
this treatment was aggregated across the three writ-
ing modes. A one-way ANOVA test shows that
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(a) Argumentative essay (b) Creative story

Figure E.4: The difference in an article’s originality
ratings received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the
ratings were provided by participants who had high
or low confidence in their own writing skills. Error
bars represent the 95% bootstrap confidence intervals
of the rating difference. An interval below zero means
the corresponding group of raters decrease their ratings
when the use and type of AI assistance in the writing
process was revealed to them.

(a) Argumentative essay (b) Creative story

Figure E.5: The difference in an article’s creativity rat-
ings received in the “Disclose” treatment and those re-
ceived in the “Non-Disclose” treatment, when the rat-
ings were provided by participants who had high or
low confidence in their own writing skills. Error bars
represent the 95% bootstrap confidence intervals of the
rating difference. An interval below zero means the cor-
responding group of raters decrease their ratings when
the use and type of AI assistance in the writing process
was revealed to them.

there is a significant difference in participants’ at-
tribution of the authorship to human writers across
different conditions (p < 0.001). A post-hoc pair-
wise comparison further suggests that participants
in the “Disclose” treatment who reviewed articles
that were produced with AI’s content generation
assistance attributed a significantly lower level of
authorship to the human writers compared to those
in all other conditions (p < 0.001 for all compar-
isons). Moreover, when the use and type of AI
assistance were revealed, participants also attribute
a lower level of ownership to human writers when
they knew the writers used AI for editing purposes
during the writing process. This attribution was
significantly lower compared to when participants
knew the writers completed the writing without any
AI assistance (p = 0.016).

(a) Argumentative essay (b) Creative story

Figure E.6: The difference in an article’s emotion au-
thenticity ratings received in the “Disclose” treatment
and those received in the “Non-Disclose” treatment,
when the ratings were provided by participants who had
high or low confidence in their own writing skills. Error
bars represent the 95% bootstrap confidence intervals
of the rating difference. An interval below zero means
the corresponding group of raters decrease their ratings
when the use and type of AI assistance in the writing
process was revealed to them.

(a) Argumentative essay (b) Creative story

Figure E.7: The difference in an article’s shortlisting
rates received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the rat-
ings were provided by participants who had high or low
familiarity with ChatGPT. Error bars represent the 95%
bootstrap confidence intervals of the rating difference.
An interval below zero means the corresponding group
of raters decrease their ratings when the use and type
of AI assistance in the writing process was revealed to
them.

(a) Argumentative essay (b) Creative story

Figure E.8: The difference in an article’s grammar and
vocabulary ratings received in the “Disclose” treatment
and those received in the “Non-Disclose” treatment,
when the ratings were provided by participants who
had high or low familiarity with ChatGPT. Error bars
represent the 95% bootstrap confidence intervals of the
rating difference. An interval below zero means the cor-
responding group of raters decrease their ratings when
the use and type of AI assistance in the writing process
was revealed to them.
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(a) Argumentative essay (b) Creative story

Figure E.9: The difference in an article’s organization
ratings received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the rat-
ings were provided by participants who had high or low
familiarity with ChatGPT. Error bars represent the 95%
bootstrap confidence intervals of the rating difference.
An interval below zero means the corresponding group
of raters decrease their ratings when the use and type
of AI assistance in the writing process was revealed to
them.

(a) Argumentative essay (b) Creative story

Figure E.10: The difference in an article’s originality
ratings received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the rat-
ings were provided by participants who had high or low
familiarity with ChatGPT. Error bars represent the 95%
bootstrap confidence intervals of the rating difference.
An interval below zero means the corresponding group
of raters decrease their ratings when the use and type
of AI assistance in the writing process was revealed to
them.

(a) Argumentative essay (b) Creative story

Figure E.11: The difference in an article’s creativity
ratings received in the “Disclose” treatment and those
received in the “Non-Disclose” treatment, when the rat-
ings were provided by participants who had high or low
familiarity with ChatGPT. Error bars represent the 95%
bootstrap confidence intervals of the rating difference.
An interval below zero means the corresponding group
of raters decrease their ratings when the use and type
of AI assistance in the writing process was revealed to
them.

(a) Argumentative essay (b) Creative story

Figure E.12: The difference in an article’s emotion au-
thenticity ratings received in the “Disclose” treatment
and those received in the “Non-Disclose” treatment,
when the ratings were provided by participants who
had high or low familiarity with ChatGPT. Error bars
represent the 95% bootstrap confidence intervals of the
rating difference. An interval below zero means the cor-
responding group of raters decrease their ratings when
the use and type of AI assistance in the writing process
was revealed to them.

(a) Argumentative essay (b) Creative story

Figure F.1: Within the top γ% of the articles written
about the same statement or prompt (determined by
the probability for raters to shortlist the article), the
percentages of articles that were written in each of the
three writing modes, when the use of AI assistance was
or was not reveal to raters. *, ** and *** denote the
significance level of 0.05, 0.01, and 0.001, respectively
.

Figure G.1: Comparing people’s authorship attribution
of writings to human writers under the “Non-Disclose”
and “Disclose” treatments. Error bars represent the 95%
confidence intervals of the means.
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