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Abstract

Large language models (LLMs) demonstrate
exceptional instruct-following ability to com-
plete various downstream tasks. Although this
impressive ability makes LLMs flexible task
solvers, their performance in solving tasks also
heavily relies on instructions. In this paper,
we reveal that LLMs are over-sensitive to lex-
ical variations in task instructions, even when
the variations are imperceptible to humans. By
providing models with neighborhood instruc-
tions, which are closely situated in the latent
representation space and differ by only one
semantically similar word, the performance
on downstream tasks can be vastly different.
Following this property, we propose a black-
box Combinatorial Optimization framework
for Prompt Lexical Enhancement (COPLE).
COPLE performs iterative lexical optimization
according to the feedback from a batch of proxy
tasks, using a search strategy related to word
influence. Experiments show that even widely-
used human-crafted prompts for current bench-
marks suffer from the lexical sensitivity of mod-
els, and COPLE recovers the declined model
ability in both instruct-following and solving
downstream tasks.

1 Introduction

Language models have achieved remarkable perfor-
mance in recent years, particularly those referred
to as large language models (LLMs), which con-
tain scaled-up parameters and size (Kaplan et al.,
2020; Brown et al., 2020; Hoffmann et al., 2022;
OpenAI, 2022; Touvron et al., 2023; Jiang et al.,
2023). These models demonstrate an exceptional
ability to follow human instructions and complete
downstream tasks after instruction tuning (Ouyang
et al., 2022). In contrast to masked language mod-
els (MLMs) like BERT (Devlin et al., 2019), LLMs
do not require the addition and training of extra lay-
ers on top of the pre-trained base model to adapt to
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Figure 1: Prompt lexical enhancement from a combina-
torial optimization perspective. Initially, we provide the
prompt "Please identify whether the sentences have the
same meaning" for Llama-2-7B-chat to complete the
tasks from Quora Question Pairs2 (QQP), and combine
the validation set of QQP with the prompt as a prede-
fined task pool, with each example being an individual
task. By iteratively substituting the most influential
words in the prompt with semantically similar words
picked from the potential search space, we find the opti-
mal prompt "Please identify since the sentences repeat
the same theme" that increases the accuracy from 35%
to 57%. The details of operations can be found in §3.3.

different downstream tasks. Instead, they complete
a wide range of tasks in the same way of generating
text, by following different task instructions.

Although the instruction-following ability of
LLMs makes them flexible task solvers, their per-
formance on solving tasks also significantly de-
pends on the instructions (i.e., prompts), which are
mainly designed by human intuitively and empir-
ically (Wei et al., 2022; Lu et al., 2022; Kojima
et al., 2022; Zhou et al., 2023a). These manually
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designed prompts that incorporated with human
knowledge effectively improve the model’s perfor-
mance on specific tasks. However, following Gao
et al. (2018), Garg and Ramakrishnan (2020) and
Feng et al. (2018), even a minor lexical modifica-
tion in the input that is imperceptible to humans
can lead to vastly different model attention and out-
puts. Therefore, it is natural to wonder: whether the
prompts carefully constructed by humans maximize
LLMs’ performance on downstream tasks? For ex-
ample, in the context of a sentiment classification
task, while humans may confidently assert that the
prompt "Please classify the sentiment of the given
text" outperforms "Check the given text", it is hard
to say whether it would outperform a prompt like
"Please analyze the sentiment of the given text".

The unexpected sensitivity of language models
to these imperceptible lexical perturbations sug-
gests the possible existence of an alternate prompt,
which differs from the original prompt by only
a few substituted words, yet yields superior per-
formance on downstream tasks. This insight al-
lows us to frame the process of discovering such
an optimal prompt as a combinatorial optimiza-
tion problem (Blair, 1990), which consists of two
key components: the search space and the search
method. The search space can be defined as the set
of all potential substitutions for each word in the
original prompt, while the search method specifies
the strategy for exploring this space and identify-
ing the optimal substitutions. Figure 1 provides a
more intuitive example of the process of finding
the optimal prompt from a lexical combinatorial
optimization perspective. We argue that even with-
out the complex prompt engineering, minor lexical
modifications to prompts yield substantial improve-
ments to a model’s performance.

In this paper, we reveal the notable sensitivity of
LLMs to lexical variations in prompts, which poten-
tially undermine the effectiveness of human-crafted
prompts, from the view of combinatorial optimiza-
tion. Based on our findings, we also propose a
black-box Combinatorial Optimization framework
for Prompt Lexical Enhancement (COPLE). We
summarize our main contributions as follows:

1. We intuitively reveal the notable sensitivity
of LLMs to the lexical choices in prompts,
which suggests the existence of prompts that,
while highly similar to the original, can lead to
improved performance on downstream tasks.

2. We propose COPLE, a black-box combina-

torial optimization framework that enhances
prompts on downstream tasks, which per-
forms iteratively lexical optimization under
the guidance of word influence.

3. We evaluate COPLE on popular datasets, mod-
els, and initial prompts. The results show
that COPLE effectively maximizes the perfor-
mance of prompts in downstream tasks with
only lexical modifications, without access-
ing model parameters or involving complex
prompt engineering with human participation.

2 Related Work

Sensitivity to Imperceptible Changes. The out-
standing performance of language models seems
to be built upon their excellent understanding of
text (Devlin et al., 2019; Dong et al., 2019; Rad-
ford et al., 2018a,b; Brown et al., 2020). How-
ever, previous works reveal that even imperceptible
input perturbations, which do not affect human
comprehension, can lead to significant changes in
the model’s output (Goodfellow et al., 2015; Pa-
pernot et al., 2016; Zhan et al., 2023a,b; Carlini
and Wagner, 2017). This property has been widely
exploited to create adversarial examples, where
small modifications to the embedding or input
text can cause the model to generate incorrect an-
swers (Gao et al., 2018; Zhan et al., 2022a,b, 2024;
Li et al., 2019, 2020; Zang et al., 2020). Therefore,
we believe even humans experienced in designing
prompts may overlook the performance discrepan-
cies caused by such imperceptible changes.

Prompt Tuning and Optimizing. Similarly, re-
cent efforts to optimize prompts for LLMs find that
not only the content (Kojima et al., 2022; Yang
et al., 2023) but also the format (Zhou et al., 2023a;
Lu et al., 2022; Wei et al., 2023; Madaan and Yaz-
danbakhsh, 2022; Prasad et al., 2023) of the prompt,
such as the order of examples and phrases, signif-
icantly influence the model performance. Conse-
quently, this sensitivity of language models to mi-
nor changes makes the optimal prompt found by
the community increasingly complex. For example,
Xu et al. (2023) transforms a prompt of length 6
into one exceeding 900 tokens. However, we ar-
gue that also due to this sensitivity, complex varia-
tions of the prompt should not be the first operation
in prompt optimization, as the performance could
be inadvertently constrained by the specific words
employed in the prompt. This proposition distin-
guishes our work from previous studies on prompt
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optimization: given a prompt that has proven ini-
tially effective, we focus on the lexical influence
of the prompt on model performance, attempting
to recover the potential performance drop caused
by lexical choices, rather than creating a prompt
that yields optimal results from scratch (Shin et al.,
2020; Zhou et al., 2023b; Zhang et al., 2022; Yang
et al., 2023; Prasad et al., 2023).

3 Methodology

3.1 Prompt Enhancement
Suppose we are given a data distribution D over a
sequence of downstream tasks Z = {X ,Y}, and
each task in the entire task set can be seen as a pair
of question and answer {X,Y } that both consist
of multiple tokens.To recognize a pre-trained au-
toregressive language model fθ as the task solver
on the task set Z , we hope it can map the input
questions to the output answers fθ : X → Y . How-
ever, as model fθ is not fine-tuned for a specific
task, this mapping can only be held with the help of
a task-specific prompt PZ(X) = (D,E′,X,V ),
where D is the task description, E′ are optional
demo examples for few-shot learning, and V is the
verbalizer that limits the responses of the model
to a set of label words. We can then formulate the
performance of the model on the task set as:

E(X,Y )∼D[L(fθ(PZ(X)),Y )] (1)

where L is a task-specific loss function that mea-
sures the discrepancy between the model’s output
and the ground truth answer. Following this, we can
find that directly optimizing the prompt PZ(X)
in the discrete token space is challenging due to
the non-differentiable nature of text and the large
search space. Therefore, it is more suitable to frame
the process of optimizing the prompt as a combina-
torial optimization problem, where we aim to find
the optimal combination of tokens from a prede-
fined search space that consists of candidate tokens.

In this paper, to be more specific, we focus on
investigating the influence of minor lexical changes
on the task description part of the prompt. Let
D = (d1, d2, . . . , dn) be the sequence of tokens in
the task description, and Ci ∈ C denote the search
space of token di. The optimal alternative task
description that recovers the potential performance
drop caused by wording can thus be formulated as:

D∗ = (d∗1, d
∗
2, . . . , d

∗
n),

s.t. d∗i ∈ Ci
and ∀i ∈ {1, . . . , n}, ∆di < δ

(2)

where ∆di denotes the difference between di and
d∗i , and δ denotes a small maximum allowed dif-
ference between them, which limits the possible
candidates in the search space to tokens that are se-
mantically similar to the original one. This optimal
task description D∗ is expected to minimize the
expected loss on downstream tasks:

D∗ = argmin
D

E
(X,Y )∼D

[L(fθ(PZ(X)),Y )] (3)

Therefore, the optimal prompt for task Z can be
formulated as P ∗

Z(X) = (D∗,E′,X,V ).

3.2 Impact of Minor Lexical Changes
The analysis presented in the previous section relies
on a crucial premise: imperceptible lexical changes
in prompts can significantly affect the model per-
formance on downstream tasks. Before further
explaining our approach, we first try to show the
validity of this assumption.

Given an initially proven effective prompt, a
model, and a predefined task pool, we attempt to
demonstrate how prompts within the neighborhood
of the original prompt influence the model’s perfor-
mance on the task pool. In this context, we broadly
define a prompt’s neighborhood as prompts that
differ from the original by only one word while
maintaining a similar meaning. For instance, we
consider "Does the sentence make sense?" to be
within the neighborhood of "Does this sentence
make sense?". To obtain these qualifying prompts,
we employ a MLM. First, we iteratively replace
each word in the task description with a [MASK]
token. We then expect the MLM, by understanding
the context, to provide the most probable fill-in
words at each position based on the entire task de-
scription. After replacing the original words with
the fill-in words at each position, we obtain a series
of prompts within the neighborhood of the original
prompt. We then evaluate the performance of each
resulting prompt on the task pool.

Following these definitions and operations, we
employ the validation sets of CoLA (Warstadt et al.,
2019) and MMLU-STEM (Hendrycks et al., 2021)
subtasks, respectively, as predefined task pools. We
use Llama-2-7B-chat (Touvron et al., 2023) and
Mistral-7B-Instruct-v0.1 (Jiang et al., 2023)
as target models and use RoBERTa (Liu et al.,
2019) for obtaining neighborhood prompts. The
initial prompts are picked from lm-evaluation-
harness (Gao et al., 2023), and we generate ten
most probable fill-in words for each position in
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(a) Llama-2 - CoLA (c) Llama-2 - MMLU-STEM(b) Mistral - CoLA (d) Mistral - MMLU-STEM
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questions (with answers) about {task}.
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Prompt
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Figure 2: The visualization of model performance on CoLA and MMLU-STEM validation set with neighborhood
prompts. The task description of the original prompt picked for CoLA is "Does this sentence make sense?", and
for MMLU-STEM is "The following are multiple choice questions (with answers) about {task}", where {task} is a
placeholder to replace with detailed subset type, e.g., "abstract algebra". The point ● in lighter color indicates better
performance, and the square ■ indicates the original prompt, with the ▶ in the color bar indicating the original
performance. The words in the upper prompts indicate the changed words, and words indicate the substitutions.

task description. We then obtain their sentence rep-
resentations in the target model and project them
into a two-dimensional space using t-SNE (van der
Maaten and Hinton, 2008). Figure 2 shows the per-
formance of neighborhood prompts on downstream
tasks with the distribution of their sentence repre-
sentations. We can then reach several conclusions
on the impact of minor lexical changes in prompts
on downstream performance.

1.Semantically similar prompts have vastly dif-
ferent performances on downstream tasks, even if
they differ by only one word. For example, when
using neighborhood prompts on MMLU-STEM
and Llama-2-7B-chat (Figure 2(c)), their perfor-
mance differences can reach 7%. Specifically,
changing "The following are multiple choice
questions (with answers) about {task}." (■) to "The
following lists multiple choice questions (with an-
swers) about {task}." (●) reduces the accuracy
from the original 28.04% to 23.92%, while chang-
ing it to "The following are some choice questions
(with answers) about {task}." (●) increases the ac-
curacy to 30.86%. Intuitively, such minor lexical
variations should have a minimal impact on seman-
tics, and human performance would likely remain
consistent when completing downstream tasks
guided by these three prompts (Adam Drewnowski,
1978; McCusker et al., 1981; van Orden, 1987;
Rayner et al., 2006). However, models exhibit a
high degree of sensitivity to these changes.

2.In the latent representation space, prompts that
are in close proximity may have vastly different per-
formance on downstream tasks. In most cases, the

performance of neighborhood prompts on down-
stream tasks does not demonstrate a clear correla-
tion with the distribution of their sentence represen-
tations. Even when the representations of prompts
are clustered together, they can still have substan-
tial performance discrepancies. For example, in
the representation space of Llama-2-7B-chat, the
best-performing prompt (51.2%, ●) on CoLA (Fig-
ure 2(a)) is situated in very close proximity to the
prompt with nearly the worst performance (32.4%,
●). From the perspective of sentence represen-
tations, this observation indicates that even for
semantically highly similar prompts, their perfor-
mance may be vastly different, and it is difficult to
infer their performance from one another directly.

3.3 COPLE

According to our findings, even for semantically
similar prompts with only one word difference,
their performance on downstream tasks may be
very different, and we cannot infer the performance
of one prompt from another seemingly similar
prompt. Therefore, we propose COPLE, trying
to recover the degraded ability of models caused
by lexical sensitivity. The key idea behind COPLE
is to guide the lexical optimization of the initial
prompt by the model performance on a batch of
reference tasks i.i.d. to the downstream tasks, and
iteratively improve the prompt based on the feed-
back from these references to converge towards an
optimal prompt that maximizes performance across
the task distribution. Specifically, COPLE consists
of the following four parts:
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Proxy Reference Tasks. To find the optimal D∗

defined in (3), while avoiding data leakage, we first
randomly sample a batch of reference tasks from
the same distribution D, denoted as Zref. For exam-
ple, when targeting the validation set of a dataset
as downstream tasks, we construct the reference
tasks by sampling from the training set. These ref-
erence tasks serve as a proxy for evaluating the
prompt on the task distribution, which also acceler-
ates COPLE, as evaluating on a small batch of ex-
amples is not as expensive as evaluating on the full
validation set. Therefore, the optimal task descrip-
tion that COPLE tries to find can be transformed
from (3) to:

D∗ = argmin
D

Lref(D)

= argmin
D

E
(X,Y )∼Zref

[L(fθ(PZref(X)),Y )]
(4)

where PZref denotes the entire prompt for the refer-
ence tasks Zref.

Search by Word Influence. With the proxy ref-
erence tasks, COPLE then performs an iterative
optimization process to find the optimal task de-
scription D∗. As COPLE serves as a black-box
method without accessing the gradient information
of the model, we first define the influence of each
word in the task description as the expected perfor-
mance difference on proxy tasks when the word is
deleted from the task description. Formally:

I(di) = |Lref(D)− Lref(D\i)| (5)

where D\i denotes the task description with token
di removed. For efficiency purposes, COPLE ob-
tains the influence of each word only on the initial
task description. Then, COPLE tries to iteratively
find the optimal substitution for the most influential
words in the descending order of their influence.

Lexical Search Space. To construct the search
space Ci for token di in the task description, similar
to that in §3.2, we reuse a pre-trained MLM to
find semantically similar words. Formally, at each
iteration t, we mask out the target di in current task
description and feed the masked description into a
pre-trained MLM fMLM. The MLM then predicts
a probability distribution over its vocabulary V for
the masked position:

p(w|D(t)
\i ) = fMLM(d1, . . . , [MASK], . . . , dn) (6)

where w ∈ V , D(t)
\i denotes the task description at

iteration t with token di masked out. We then select

the top-k words with the highest probabilities and
a empty token (delete) as the candidates.

Iterative Optimization. At each iteration t,
COPLE selects the most influential token that has
not been searched and constructs its corresponding
search space according to (6). For each candidate
c ∈ Ci, COPLE substitutes di with c and evaluates
the performance of the updated task description
D(t) on the small proxy reference tasks:

Lref(D
(t)) = E

(X,Y )∼Zref

[L(fθ(P (t)
Zref

(X)),Y )] (7)

where D(t) = (d1, . . . , c, . . . , dn), and P
(t)
Zref

is the
prompt with the task description D(t) at iteration
t. COPLE then selects the candidate c∗ that min-
imizes the expected loss on the proxy reference
tasks:

c∗ = argmin
c∈Ci

Lref(D
(t)) (8)

and updates the task description to D(t+1) by re-
placing di with c∗ if its performance is better than
D(t), i.e., if Lref(D

(t+1)) < Lref(D
(t)):

D(t+1) = (d1, . . . , c
∗, . . . , dn) (9)

otherwise, D(t+1) is kept the same as D(t). This
process is repeated until all the most influential
words are traversed (detailed in §4.1). Ideally, we
take the found best D after optimization as the D∗

defined in (4). The final optimized task description
D∗ is then used to construct the optimal prompt
P ∗
Z(X) for the downstream tasks.

4 Experiment

4.1 Experiment Setup

Dataset and Model. We use GLUE (Wang et al.,
2019) and MMLU (Hendrycks et al., 2021) for
evaluation. For GLUE, we report the results on
SST2 (Socher et al., 2013), CoLA (Warstadt et al.,
2019), MNLI (Williams et al., 2018), QNLI (Ra-
jpurkar et al., 2016), RTE (Giampiccolo et al.,
2007), MRPC (Dolan and Brockett, 2005), and
QQP (Cer et al., 2017). For MMLU, we sepa-
rately report the results on the subset of STEM,
Humanities, Social Sciences, and Other. We
use the Llama-2-7B-chat (Touvron et al., 2023),
Mistral-7B-Instruct-v0.1 (Jiang et al., 2023),
and ChatGPT (gpt-3.5-turbo-0125) (OpenAI,
2022) as the target model. Please see Appendix A.1
for more details on datasets and models.
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GLUE MMLU

SST2 CoLA MNLI QNLI RTE MRPC QQP STEM Humanities Soc.Sci Other

Llama-2-7B-chat

Original 90.71 33.27 35.51 51.57 53.07 68.06 27.58 28.04 23.94 35.31 38.59
w/ COPLE 92.430.70 65.721.29 52.421.33 69.382.10 68.594.08 68.170.53 57.111.80 31.460.54 27.901.77 37.090.79 46.200.40

Mistral-7B-Instruct-v0.1

Original 87.27 74.31 65.18 75.22 64.98 54.41 68.92 35.19 37.07 52.23 51.83
w/ COPLE 91.211.48 78.241.58 65.370.89 79.340.35 71.600.55 71.080.98 75.930.15 35.830.54 37.450.51 53.020.17 52.960.28

ChatGPT (gpt-3.5-turbo-0125)

Original 94.38 80.73 \ \ 62.09 41.91 \ 34.16 42.47 58.16 57.46
w/ COPLE 94.800.17 82.910.16 \ \ 80.350.34 70.750.37 \ 36.450.76 43.440.39 58.460.59 57.610.14

Table 1: Performance comparison (Accuracy) of models on GLUE and MMLU benchmarks using the human-crafted
prompts (Original) with and without applying COPLE. The bold values indicate the better results, while the standard
deviations are provided in smaller font. For MNLI, we report the average results on the matched and mismatched
subsets. Some results for gpt-3.5-turbo-0125 are denoted as "\", indicating that, due to the huge validation set
and cost and efficiency considerations, corresponding experiments are not conducted.

Baseline. To show the effectiveness of COPLE
and empirically demonstrate the conclusions in
§3.2, we evaluate COPLE in the following sce-
narios: (i) Original: using human-crafted prompts
from HELM (Lee et al., 2023) and lm-evaluation-
harness (Gao et al., 2023). (ii) In-context Learning,
following Brown et al. (2020), randomly concate-
nating 1 and 3 examples from the training set with
Original manual prompts (as the E′ in PZ(X)),
denoted as the 1-shot and 3-shot settings, respec-
tively. (iii) Emotion Prompt: combining two differ-
ent self-monitoring style emotional stimuli, used in
(Li et al., 2023) with Original manual prompts, de-
noted as EP02 and EP03, respectively. (iv) Chain-
of-thought: combining zero-shot CoT trigger (Ko-
jima et al., 2022) with Original manual prompts,
denoted as Zero-shot-CoT. Please see Appendix
A.3 for the detailed prompts used in evaluation.

Implementation Details. To construct the proxy
reference tasks Zref, we sample 100 tasks from
training set. For the search space, we use
RoBERTa (Liu et al., 2019) as the MLM in (6),
selecting the top-30 highest probability substitu-
tions for each iteration. Following (5), we take the
70% most influential words in a task description to
perform optimization. We use HELM-style evalua-
tion, with more details available in Appendix A.2.
All reported average results and standard deviations
are obtained from 3 runs with different seeds.

4.2 Main Results

Popular Prompts Suffer From Lexical Sensitiv-
ity. Table 1 shows the model performance on dif-
ferent tasks using Original human-crafted prompts
and related prompts optimized by COPLE. The

results demonstrate that even widely used human-
crafted prompts fail to maximize model perfor-
mance on downstream tasks, due to lexical sen-
sitivity and specific words in prompts. Specif-
ically, for Llama-2-7B-chat, the average accu-
racy across all datasets increased from 44.15%
to 56.04% (11.89%↑) after applying COPLE. For
Mistral-7B-Instruct-v0.1, the average accu-
racy increased from 60.60% to 64.73% (4.13%↑).
ChatGPT also exhibited a notable improvement,
with the average accuracy increasing from 58.92%
to 65.59% (6.67%↑, 4 GLUE datasets + MMLU)
when using prompts optimized by COPLE.

COPLE Recovers the Ability on Both Instruct-
Following and Solving Downstream Tasks. Ta-
ble 2 shows the model performance on various
tasks using different prompts. Recall that the
HELM-style evaluation used in our experiments
may yield performance worse than random guess-
ing, suggesting that models fail to complete the
task as instructed by the provided prompt. Fol-
lowing this, we find that further modifications to
the Original prompts, such as adding few-shot
demo examples, may not always improve the per-
formance. Such modifications may lead to the gen-
eration of incorrect or entirely irrelevant responses,
such as repeating demo examples or generating
non-existent new examples. Therefore, it can be
deduced that the decline in model performance on
downstream tasks may be attributed to a decreased
ability of (i) problem-solving, as when the model
gives wrong results, and (ii) instruct-following, as
when the model gives irrelevant results. For exam-
ple, for Llama-2-7B-chat on QQP, the 3-shot ac-
curacy decreases from 27.58% to 23.03% (4.55%↓)
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GLUE MMLU

SST2 CoLA MNLI QNLI RTE MRPC QQP STEM Humanities Soc.Sci Other

Llama-2-7B-chat

In-Context Learning Prompts
1-shot 57.68 68.74 19.81 49.57 51.62 68.14 3.48 26.17 21.43 25.82 22.98

w/ COPLE 88.133.16 69.130.29 38.465.36 52.610.62 55.230.51 68.230.12 45.9317.25 28.970.31 24.150.27 30.120.63 23.380.23
3-shot 51.61 67.98 0.03 51.91 56.51 68.38 23.03 26.48 24.13 27.00 22.82

w/ COPLE 70.071.62 68.360.38 31.170.19 55.780.22 57.760.26 68.590.28 57.611.22 30.220.88 26.380.11 29.820.21 25.450.33

Emotion Prompts
EP02 85.32 31.16 35.09 53.25 53.07 67.92 8.58 26.17 21.24 30.27 36.89

w/ COPLE 92.260.57 67.980.54 50.153.93 64.591.85 57.164.59 68.420.34 30.550.60 31.780.44 28.092.59 35.911.68 40.140.20
EP03 91.51 36.53 35.66 50.36 54.15 68.38 17.18 25.23 21.62 34.42 39.15

w/ COPLE 92.780.65 68.411.02 52.230.03 67.403.60 62.093.06 68.630.35 42.346.23 33.021.32 27.120.14 36.652.31 43.800.20

Chain-of-thought Prompts
Zero-shot CoT 68.23 65.19 41.51 62.97 55.96 50.74 11.63 25.55 30.12 27.89 24.23

w/ COPLE 84.293.92 67.451.02 50.511.03 69.640.92 59.810.83 66.421.04 23.490.88 27.730.54 32.720.68 34.421.26 31.271.59

Mistral-7B-Instruct-v0.1

In-Context Learning Prompts
1-shot 81.08 34.13 58.87 51.55 51.99 31.86 43.64 28.66 31.66 42.14 45.92

w/ COPLE 91.800.41 72.420.77 60.721.46 71.940.18 65.162.81 65.070.52 64.960.16 31.150.44 31.980.73 44.310.95 46.900.28
3-shot 91.28 66.73 41.45 69.51 53.07 56.13 73.39 31.15 39.58 45.99 50.70

w/ COPLE 93.430.07 72.770.27 56.350.68 75.620.58 68.775.87 67.650.35 75.420.70 35.312.12 39.670.14 49.111.05 51.970.60

Emotion Prompts
EP02 64.56 70.18 62.83 62.77 53.07 38.24 61.75 35.23 35.71 50.15 49.86

w/ COPLE 89.111.78 75.360.41 64.360.82 72.571.54 72.562.04 70.100.69 72.430.98 37.070.44 37.640.82 52.080.30 51.971.00
EP03 76.61 74.49 65.56 74.24 64.62 62.75 73.37 34.58 36.87 51.93 50.99

w/ COPLE 91.440.33 76.320.14 67.240.36 76.370.91 72.381.28 74.390.17 75.100.90 36.760.88 37.450.27 52.670.21 52.020.16

Chain-of-thought Prompts
Zero-shot CoT 86.01 76.03 50.04 78.29 66.06 65.21 72.74 35.19 35.91 50.74 50.14

w/ COPLE 90.900.26 76.271.02 67.410.68 79.450.45 71.480.63 74.140.52 76.803.13 36.340.18 36.870.33 52.080.21 52.540.20

Table 2: Performance comparison (Accuracy) of models on GLUE and MMLU using different initial prompts with
and without applying COPLE. The bold and smaller values denote better results and standard deviations.

compared to Original. However, without complex
prompt engineering, minor lexical optimization
performed by COPLE is enough to recover the
declined ability, as the accuracy increases from
23.03% to 57.61% after applying COPLE, which
also outperforms the original prompt optimized by
COPLE (Table 1, 57.11%). Please see Appendix
B.1 for the detailed optimized prompts.

4.3 Analysis and Ablation Study

In this section, we conduct further analysis and
ablation studies on COPLE. When not specified,
the results are obtained on Llama-2-7B-chat.

Difference Between Prompts. To measure the
difference between original prompts and optimized
prompts, we utilize Universal Sentence Encoder
(USE) (Cer et al., 2018) and BERTScore (Zhang
et al., 2020) to obtain semantic similarity. We also
obtain their perplexity (PPL) (Jelinek et al., 1977)
with GPT-2 (Radford et al., 2018b). Table 3 illus-
trates the differences between prompts. The USE
similarity and BERTScore between the original and
optimized prompts are consistently high across all
tasks, indicating that the semantics of the prompts

Llama-2-7B-chat Mistral-7B-Instruct-v0.1
PPL.ori U.Sim BERTScore PPL U.Sim BERTScore PPL

GLUE

SST2 46 0.84 0.89 163 0.85 0.92 82
CoLA 67 0.79 0.75 1875 0.81 0.87 412
MNLI 635 0.75 0.82 805 0.78 0.88 1781
QNLI 206 0.77 0.82 487 0.78 0.85 521
RTE 635 0.74 0.78 2026 0.78 0.83 842

MRPC 58 0.78 0.87 103 0.78 0.87 326
QQP 185 0.72 0.76 656 0.78 0.86 306

MMLU

STEM

276

0.76 0.88 515 0.79 0.88 408
Humanities 0.79 0.89 529 0.79 0.92 491

Soc.Sci 0.80 0.91 494 0.80 0.94 479
Other 0.78 0.84 663 0.79 0.87 525

Avg. 267 0.77 0.84 756 0.79 0.88 561

Table 3: Difference of semantic similarity and perplex-
ity between original prompts and optimized prompts.
U.Sim denotes the similarity obtained through USE.

are well-preserved after optimization, which also
confirms our conclusions in §3.2. However, the
perplexity of the optimized prompts increases sig-
nificantly compared to the original, indicating that
using challenging words for the language model in
prompts, rather than common words picked by hu-
mans, may help to improve the model performance
on solving downstream tasks.

#.Word Change in Prompt. Figure 3 shows the
impact of the number of words changed in prompt.
Even if only changing the one word with the
highest influence, the model performance signifi-
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(a) CoLA (b) MMLU - Other

Figure 3: Impact of the number of words changed in
prompt on downstream performance.

(a) CoLA (b) MMLU - Other

Figure 4: Impact of the number of sampled examples in
proxy reference tasks on downstream performance.

(a) CoLA (b) MMLU - Other

Figure 5: Impact of the number of candidate words in
search space on downstream performance.

cantly improves (CoLA: 33.27% to 46.50%±1.23%,
MMLU-Other: 38.59% to 44.04%±1.07%). When
the #.Word Change increases, COPLE tends to
achieve higher accuracy, while a moderate value is
enough to achieve nearly the optimal result.

#.Sampled Data for Proxy Tasks (|Zref|). Fig-
ure 4 shows the impact of the size of proxy tasks.
When proxy tasks contain a small number of 20
examples, COPLE still achieves notable improve-
ments (CoLA: 33.27% to 62.96%±1.78%; MMLU-
Other: 38.59% to 41.13%±1.69%). However, a
larger size of sampled data helps find prompts with
higher accuracy and lower standard deviations.

#.Candidate Word in Search Space (k). Fig-
ure 5 shows the impact of the number of candidate
words in search space. A small k is enough to
support COPLE achieving considerable improve-
ment (k=5, CoLA: 33.27% to 57.65±0.62%, MMLU-
Other: 38.59% to 44.79±0.75%). Therefore, for effi-
cient purposes, a small k is more suitable. However,
using larger search space for each word is more
likely to find prompts with better performance.

STEM Humanities Social Sciences Other

Word Influence 31.460.54 27.901.77 37.090.79 46.200.40
Random 30.320.88 25.481.64 36.201.29 44.691.14

Table 4: Ablation results on the search method. Random
denotes searching on a random order of words.

Figure 6: Performance difference when COPLE is per-
formed on proxy reference tasks and on validation set.

STEM Humanities Social Sciences Other

Original 24.08 23.94 35.31 38.59
w/ COPLE 31.46 27.90 37.09 46.20∗

PromISe 27.10 24.51 32.64 40.28
w/ COPLE 32.39∗ 28.31∗ 37.38∗ 43.84

Table 5: Performance comparison (Accuracy) of model
on MMLU when combining COPLE with other prompt
optimizing methods. Bold font indicates superior results
when a method is combined with COPLE compared to
without it, and ∗ denotes the highest overall results.

Word Influence. Table 4 shows the ablation re-
sults of the search strategy related to word influ-
ence in COPLE. When replacing the search strategy
with the random method, the average performance
optimized by COPLE on MMLU decreases from
35.66% to 34.17%, and COPLE is less stable as
the standard deviation gets larger.

How Far Is COPLE From the Optimal Results?
Figure 6 shows the performance gap between the
potential best prompts found by COPLE directly on
the validation set (3) and on proxy tasks (4). The
results show that the proxy tasks provide a reason-
able approximation of the target task distribution,
and the performance of COPLE is close to optimal.

COPLE Is Compatible With Other Prompt Op-
timization Methods. Recall that we find the
prompts designed by humans always fails to max-
imize the performance of LLMs due to the lex-
ical sensitivity. However, this lexical sensitivity
could also impact the prompts that are further opti-
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mized by more complex prompt engineering meth-
ods. Table 5 shows the model performance when
combining COPLE with other prompt optimization
methods like PromISe (Wang et al., 2024). These
results demonstrate that COPLE is not only compat-
ible with other prompt optimization methods, but
can also further improve model performance with
lexical-only optimization. Therefore, we believe
that lexical optimization should be a fundamental
step, either before or after more complex prompt
engineering methods, to maximize performance,
and COPLE is an effective plug-and-play solution.

5 Conclusion

In this paper, we demonstrate the notable lexical
sensitivity of LLMs to prompts, which potentially
degrades their performance on downstream tasks.
We show that even semantically similar prompts
located in the neighborhood of the latent repre-
sentation space may yield very different results.
To recover the performance drop caused by the
sensitivity, we propose COPLE, a black-box com-
binatorial optimization framework that iteratively
improves lexical choices in prompts. Experiments
illustrate the effectiveness of COPLE in recovering
both the model’s ability of instruct-following and
solving downstream tasks. We believe that care-
fully checking the word usage is essential before
performing complex prompt engineering.
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Limitations

Despite the effectiveness of COPLE, we want to
discuss some limitations of this work. Firstly,
our experimental scope is primarily restricted to
models around the 7-billion-parameter scale, as
our computational resources are limited. Sec-
ondly, while we focus on optimizing the lexical
choices within the task description component of
the prompts, it is possible that lexical sensitivity af-
fects the entirety of a prompt. However, expanding
our optimization to include the full prompt signifi-
cantly increases the size of search space, making
the experiment computationally infeasible with our
current resources. Despite these limitations, our
study provides insights into the influence of lexical

variation on language model prompts, from both
the perspective of downstream performance and la-
tent sentence representation. The findings highlight
that even subtle lexical changes can significantly
enhance the performance of language models on
downstream tasks.

Ethics Statement

In this paper, we highlight the lexical sensitivity of
LLMs, which can be susceptible to exploitation for
malicious purposes. Although our primary objec-
tive is to enhance the understanding of LLMs and
improve their performance in beneficial applica-
tions, we acknowledge the dual-use risk inherent in
revealing this property. Malicious actors might ex-
ploit our findings to craft prompts that increase the
persuasiveness of disinformation or other harmful
content. Nonetheless, we believe that our work will
ultimately contribute to a deeper understanding of
the capabilities and limitations of LLMs, thereby
facilitating the development of more robust and
secure language models. We employ publicly avail-
able datasets that exclude sensitive or personally
identifiable information (PII) and comply with their
respective licenses. Our research adheres to strict
ethical guidelines, demonstrating our methods in a
manner that avoids unintended harm.
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A Additional Experimental Details

A.1 Details on Dataset
The General Language Understanding Evaluation (GLUE) (Wang et al., 2019) benchmark is a collection
of datasets for training, evaluating, and analyzing natural language understanding systems. The subset
used in our experiment include: (1) The Stanford Sentiment Treebank (SST2) (Socher et al., 2013)
consists of movie review sentences annotated for sentiment. (2) The Corpus of Linguistic Acceptability
(CoLA) (Warstadt et al., 2019) contains English acceptability judgments drawn from linguistic theory
publications. (3) The Multi-Genre Natural Language Inference (MNLI) (Williams et al., 2018) corpus
includes sentence pairs annotated with textual entailment information. (4) The Question-answering NLI
(QNLI) (Rajpurkar et al., 2016) is derived from SQuAD, converted to a binary sentence pair classification
task. (5) The Recognizing Textual Entailment (RTE) datasets come from a series of textual entailment
challenges (Dagan et al., 2005; Bar-Haim et al., 2006; Giampiccolo et al., 2007; Bentivogli et al., 2009).
(6) The Microsoft Research Paraphrase Corpus (MRPC) (Dolan and Brockett, 2005) contains sentence
pairs annotated for semantic equivalence. (7) The Quora Question Pairs2 (QQP) (Cer et al., 2017)
includes question pairs from Quora annotated for semantic equivalence. The Massive Multitask Language
Understanding (MMLU) dataset (Hendrycks et al., 2021) contains multiple-choice questions that cover 57
tasks, which can be divided into four main subsets: STEM, Humanities, Social Sciences, and Other, with
14,042 test and 1,531 validation examples. In our experiment, for constructing the proxy reference tasks,
we sample from the test set on MMLU. More information about the datasets is provided in Table 6.

Dataset #.Training example #.Validation example Mission Type #.Category

SST2 67 349 872 Sentiment Analysis 2
CoLA 8551 1043 Linguistic Acceptability 2
MNLI 392 702 19 647 Natural Language Inference 3
QNLI 104 743 5463 Natural Language Inference 2
RTE 2490 277 Natural Language Inference 2

MRPC 3668 408 Semantic Equivalence 2
QQP 363 849 40 430 Semantic Equivalence 2

MMLU 14042 (Test) 1531 Question Answering 4

Table 6: Summary of datasets used in the experiments. For MNLI, 19,647 validation examples consists of 9,815
from the matched in-domain section and 9,832 from the mismatched cross-domain section. For MMLU, we report
the size of test set rather than training set.

A.2 Details on Evaluation
We follow the same evaluation style as HELM (Lee et al., 2023), which expects the model to output the
correct label word (for GLUE) or the letter of the correct option (for MMLU), rather than directly using
the probability of the output token for judgement. For example, on SST2, for a sentence with positive
sentiment, we expect the model output to be "positive". Similarly, on MMLU, the model is expected to
output one of the letters "A", "B", "C", or "D" that matches the correct answer. Otherwise, we consider the
model makes incorrect decisions. Note that this evaluation approach may result in model performance
worse than that of random guessing. However, we believe that it provides a more accurate indication of
the model’s ability on instruction following and on solving downstream tasks. For all datasets, we report
the performance with Accuracy.

A.3 Details on Baseline Prompts
In the main text, we perform COPLE on various scenarios, including Original, 1-shot, 3-shot, EP02,
EP03, and Zero-shot-CoT; here we report the detailed prompts of these scenarios. The initial prompts
for GLUE are in Table 7-13, and the initial prompts for MMLU are in Table 14-15. It should also be
noted that for scenarios of Emotion Prompts, following Li et al. (2023), we insert the additional text at
the end of the task description and verbalizer, but before the demo examples, and we do not consider the
additional text to be a part of the task descriptions to perform optimization.
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Dataset Scenario Prompt

SST2

Original

For the given sentence, label the sentiment of the sentence as positive or negative. Do not
respond with anything other than the labels ‘positive’ or ‘negative’.

Question: {content}
Answer:

1-shot

For the given sentence, label the sentiment of the sentence as positive or negative. Do not
respond with anything other than the labels ‘positive’ or ‘negative’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

For the given sentence, label the sentiment of the sentence as positive or negative. Do not
respond with anything other than the labels ‘positive’ or ‘negative’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

For the given sentence, label the sentiment of the sentence as positive or negative. Do not
respond with anything other than the labels ‘positive’ or ‘negative’. This is very important
to my career.

Question: {content}
Answer:

EP03

For the given sentence, label the sentiment of the sentence as positive or negative. Do not
respond with anything other than the labels ‘positive’ or ‘negative’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

For the given sentence, label the sentiment of the sentence as positive or negative. Let’s
think step by step. Then, end the response with "Therefore, the answer is:
<label>‘positive’ / ‘negative’</label>."

Question: {content}
Answer:

Table 7: Detailed baseline prompts for SST2. In the prompt, brown text indicates the task description, which is the
target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

CoLA

Original

Does this sentence make sense? Do not respond with anything other than the labels ‘Yes’
or ‘No’.

Question: {content}
Answer:

1-shot

Does this sentence make sense? Do not respond with anything other than the labels ‘Yes’
or ‘No’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

Does this sentence make sense? Do not respond with anything other than the labels ‘Yes’
or ‘No’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

Does this sentence make sense? Do not respond with anything other than the labels ‘Yes’
or ‘No’. This is very important to my career.

Question: {content}
Answer:

EP03

Does this sentence make sense? Do not respond with anything other than the labels ‘Yes’
or ‘No’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

Does this sentence make sense? Let’s think step by step. Then, end the response with
"Therefore, the answer is: <label>‘Yes’ / ‘No’</label>."

Question: {content}
Answer:

Table 8: Detailed baseline prompts for CoLA. In the prompt, brown text indicates the task description, which is the
target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

MNLI

Original

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘entailment’, ‘neutral’, or ‘contradiction’.

Question: {content}
Answer:

1-shot

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘entailment’, ‘neutral’, or ‘contradiction’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘entailment’, ‘neutral’, or ‘contradiction’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘entailment’, ‘neutral’, or ‘contradiction’. This is very important to
my career.

Question: {content}
Answer:

EP03

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘entailment’, ‘neutral’, or ‘contradiction’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

Please identify whether the premise entails the hypothesis. Let’s think step by step. Then,
end the response with "Therefore, the answer is: <label>‘entailment’ / ‘neutral’ /
‘contradiction’</label>. "

Question: {content}
Answer:

Table 9: Detailed baseline prompts for MNLI. In the prompt, brown text indicates the task description, which is the
target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

QNLI

Original

Please identify whether the sentence answers the question. Do not respond with anything
other than the labels ‘Yes’ or ‘No’.

Question: {content}
Answer:

1-shot

Please identify whether the sentence answers the question. Do not respond with anything
other than the labels ‘Yes’ or ‘No’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

Please identify whether the sentence answers the question. Do not respond with anything
other than the labels ‘Yes’ or ‘No’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

Please identify whether the sentence answers the question. Do not respond with anything
other than the labels ‘Yes’ or ‘No’. This is very important to my career.

Question: {content}
Answer:

EP03

Please identify whether the sentence answers the question. Do not respond with anything
other than the labels ‘Yes’ or ‘No’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

Please identify whether the sentence answers the question. Let’s think step by step. Then,
end the response with "Therefore, the answer is: <label>‘Yes’ / ‘No’</label>."

Question: {content}
Answer:

Table 10: Detailed baseline prompts for QNLI. In the prompt, brown text indicates the task description, which is the
target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

RTE

Original

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘Yes’ or ‘No’.

Question: {content}
Answer:

1-shot

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘Yes’ or ‘No’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘Yes’ or ‘No’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘Yes’ or ‘No’. This is very important to my career.

Question: {content}
Answer:

EP03

Please identify whether the premise entails the hypothesis. Do not respond with anything
other than the labels ‘Yes’ or ‘No’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

Please identify whether the premise entails the hypothesis. Let’s think step by step. Then,
end the response with "Therefore, the answer is: <label>‘Yes’ / ‘No’</label>."

Question: {content}
Answer:

Table 11: Detailed baseline prompts for RTE. In the prompt, brown text indicates the task description, which is the
target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

MRPC

Original

Do both sentences mean the same thing? Do not respond with anything other than the
labels ‘Yes’ or ‘No’.

Question: {content}
Answer:

1-shot

Do both sentences mean the same thing? Do not respond with anything other than the
labels ‘Yes’ or ‘No’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

Do both sentences mean the same thing? Do not respond with anything other than the
labels ‘Yes’ or ‘No’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

Do both sentences mean the same thing? Do not respond with anything other than the
labels ‘Yes’ or ‘No’. This is very important to my career.

Question: {content}
Answer:

EP03

Do both sentences mean the same thing? Do not respond with anything other than the
labels ‘Yes’ or ‘No’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

Do both sentences mean the same thing? Let’s think step by step. Then, end the response
with "Therefore, the answer is: <label>‘Yes’ / ‘No’</label>."

Question: {content}
Answer:

Table 12: Detailed baseline prompts for MRPC. In the prompt, brown text indicates the task description, which is
the target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

QQP

Original

Please identify whether the sentences have the same meaning. Do not respond with
anything other than the labels ‘equal’ or ‘unequal’.

Question: {content}
Answer:

1-shot

Please identify whether the sentences have the same meaning. Do not respond with
anything other than the labels ‘equal’ or ‘unequal’.

Question: {demo_content}
Answer: {demo_answer}

Question: {content}
Answer:

3-shot

Please identify whether the sentences have the same meaning. Do not respond with
anything other than the labels ‘equal’ or ‘unequal’.

Question: {demo_content_1}
Answer: {demo_answer_1}

Question: {demo_content_2}
Answer: {demo_answer_2}

Question: {demo_content_3}
Answer: {demo_answer_3}

Question: {content}
Answer:

EP02

Please identify whether the sentences have the same meaning. Do not respond with
anything other than the labels ‘equal’ or ‘unequal’. This is very important to my career.

Question: {content}
Answer:

EP03

Please identify whether the sentences have the same meaning. Do not respond with
anything other than the labels ‘equal’ or ‘unequal’. You’d better be sure.

Question: {content}
Answer:

Zero-shot CoT

Please identify whether the sentences have the same meaning. Let’s think step by step.
Then, end the response with "Therefore, the answer is: <label>‘equal’ /
‘unequal’</label>."

Question: {content}
Answer:

Table 13: Detailed baseline prompts for QQP. In the prompt, brown text indicates the task description, which is the
target that COPLE performs on, green text indicates the verbalizer, and blue text indicates the demo examples for
few-shot learning. “{text}” denotes the placeholder, which will be replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

MMLU

Original

The following are multiple choice questions (with answers) about {task}. Do not respond
with anything other than the answer labels ‘A’, ‘B’, ‘C’, or ‘D’.

Question: {question}
A. {option_A}
B. {option_B}
C. {option_C}
D. {option_D}

Answer:

1-shot

The following are multiple choice questions (with answers) about {task}. Do not respond
with anything other than the answer labels ‘A’, ‘B’, ‘C’, or ‘D’.

Question: {demo_question}
A. {demo_option_A}
B. {demo_option_B}
C. {demo_option_C}
D. {demo_option_D}

Answer: {demo_answer}

Question: {question}
A. {option_A}
B. {option_B}
C. {option_C}
D. {option_D}

Answer:

3-shot

The following are multiple choice questions (with answers) about {task}. Do not respond
with anything other than the answer labels ‘A’, ‘B’, ‘C’, or ‘D’.

Question: {demo_question_1}
A. {demo_option_A_1}
B. {demo_option_B_1}
C. {demo_option_C_1}
D. {demo_option_D_1}

Answer: {demo_answer_1}

Question: {demo_question_2}
A. {demo_option_A_2}
B. {demo_option_B_2}
C. {demo_option_C_2}
D. {demo_option_D_2}

Answer: {demo_answer_2}

Question: {demo_question_3}
A. {demo_option_A_3}
B. {demo_option_B_3}
C. {demo_option_C_3}
D. {demo_option_D_3}

Answer: {demo_answer_3}

Question: {question}
A. {option_A}
B. {option_B}
C. {option_C}
D. {option_D}

Answer:

Table 14: Detailed baseline prompts of Original and In-context Learning setting for MMLU. In the prompt, brown
text indicates the task description, which is the target that COPLE performs on, green text indicates the verbalizer,
and blue text indicates the demo examples for few-shot learning. “{text}” denotes the placeholder, which will be
replaced with the text sampled from the dataset.
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Dataset Scenario Prompt

MMLU

EP02

The following are multiple choice questions (with answers) about {task}. Do not respond
with anything other than the answer labels ‘A’, ‘B’, ‘C’, or ‘D’. This is very important to
my career.

Question: {question}
A. {option_A}
B. {option_B}
C. {option_C}
D. {option_D}

Answer:

EP03

The following are multiple choice questions (with answers) about {task}. Do not respond
with anything other than the answer labels ‘A’, ‘B’, ‘C’, or ‘D’. You’d better be sure.

Question: {question}
A. {option_A}
B. {option_B}
C. {option_C}
D. {option_D}

Answer:

Zero-shot CoT

The following are multiple choice questions (with answers) about {task}. Let’s think step
by step. Then, end the response with "Therefore, the answer is: <label>‘A’ / ‘B’ / ‘C’ /
‘D’</label>."

Question: {question}
A. {option_A}
B. {option_B}
C. {option_C}
D. {option_D}

Answer:

Table 15: Detailed baseline prompts of Emotion Prompt and Chain-of-thought setting for MMLU. In the prompt,
brown text indicates the task description, which is the target that COPLE performs on, green text indicates the
verbalizer, and blue text indicates the demo examples for few-shot learning. “{text}” denotes the placeholder, which
will be replaced with the text sampled from the dataset.

B Additional Experimental Results

B.1 Details on the Optimized Prompt Crafted by COPLE
Table 16-17 shows the optimal task descriptions optimized by COPLE on Llama2-7B-chat for
various scenarios. Table 18-19 shows the optimal task descriptions optimized by COPLE on
Mistral-7B-Instruct-v0.1 for various scenarios. Table 20 shows the optimal task description op-
timized by COPLE on ChatGPT (gpt-3.5-turbo-0125) and the Original scenario.
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Dataset Scenario Task Description
(Before)

Task Description
(After)

SST2

Original

For the given sentence,
label the sentiment of
the sentence as
positive or negative.

Before the given sentence, label the sentiment of the user as positively
or negative.

1-shot For the closing sentence, label this rest of next sentence as positive
or positive.

3-shot For another given sentence, label the comment preceding no sentence
as angry or negative.

EP02 Regarding ANY OTHER NEWS, label the sentiment of the sentence
positive or negative.

EP03 If the given sentence, label the quality of the statement as positively
or negative.

Zero-shot CoT For the introductory discussion, label the sentiment of the reviewer
for positive or opposite.

CoLA

Original

Does this sentence
make sense?

Did THIS sentence make?

1-shot Does every word make Sense?

3-shot Does my sentence any sense?

EP02 Has this now make sense?

EP03 Made THIS sentence make it?

Zero-shot CoT Should THAT sentence made sense?

MNLI

Original

Please identify
whether the premise
entails the hypothesis.

Please indicate whether the content entails valid conclusion.

1-shot Please identify all the elements entails the hypothesis.

3-shot Please identify whether the premise is the facts.

EP02 must identify whether the premise opposes the hypothesis.

EP03 Results evaluate Whether your data entails the hypothesis.

Zero-shot CoT Note whether the answer satisfies the evidence.

QNLI

Original

Please identify
whether the sentence
answers the question.

Please specify whether the above answers the question.

1-shot Please comment whether sentence answers the question.

3-shot We consider whether the sentence answers the question.

EP02 Please assess whether the above answered the error.

EP03 Please correct whether this answered the question.

Zero-shot CoT Please assess whether the sentence answers the queries.

RTE

Original

Please identify
whether the premise
entails the hypothesis.

First estimate whether premise entails each hypothesis.

1-shot Please confirm whether current knowledge advances the hypothesis.

3-shot Now identify whether the correction entails the hypothesis.

EP02 First identify whether the premise confirms each hypothesis.

EP03 Please state whether the conclusion justifies the hypothesis.

Zero-shot CoT Please identify whether certain premise entails correct hypothesis.

MRPC

Original

Do both sentences
mean the same thing?

Do both sentences mean a same thing?

1-shot Do both languages mean the same thing?

3-shot Do both letters mean the same thing?

EP02 Do parallel sentences repeat the same thing?

EP03 Are both sentences mean the same thing?

Zero-shot CoT did both sentences convey the same thing?

QQP

Original

Please identify
whether the sentences
have the same
meaning.

Please identify since the posts have the same text.

1-shot will identify Where unrelated sentences have nearly same signifi-
cance.

3-shot Please identify whether the sentences have the same ending.

EP02 Please determine are the have the same meaning.

EP03 Please identify both your works have the same subject.

Zero-shot CoT Please note whether adjacent sentences display the identical meaning.

Table 16: Detailed optimized task descriptions on Llama2-7B-chat and GLUE.
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Dataset Scenario Task Description
(Before)

Task Description
(After)

MMLU-STEM

Original

The following are
multiple choice questions
(with answers) about
{task}.

THE exercises contain easy choice questions
(with answers) about {task}.

1-shot The following generates multiple discussion
questions (using arrows) about {task}.

3-shot Se following are multiple popular questions (with
answers) about {task}.

EP02 The examples list multiple choice questions (with
labels) without {task}.

EP03 The are infinite choice questions (by data) about
{task}.

Zero-shot CoT The following are multiple choice problems (de-
fault answers) involving {task}.

MMLU-Humanities

Original The model identifies multiple popular questions
(which answers) about {task}

1-shot In following are all survey questions (with an-
swers) about {task}.

3-shot The following are multiple questions (with an-
swers) named {task}.

EP02 Graph following illustrates third choice answer
(simple answers) about {task}.

EP03 The candidates are multiple choice questions
(with) about {task}.

Zero-shot CoT The follows are most popular questions (mostly
answers) about {task}.

MMLU-Social Sciences

Original The following displays multiple choice questions
(with answers) about {task}.

1-shot The following multiple popular questions (with
answers) about {task}.

3-shot The following are multiple different questions
(with answers) about {task}.

EP02 The following summarizes the choice questions
(complete ones) about {task}.

EP03 The entries present multiple choice questions
(with answers) involving {task}.

Zero-shot CoT following are some choice questions (complete
answers) about {task}.

MMLU-Other

Original The candidates posted multiple choice questions
(with answers) about {task}.

1-shot The following are choice questions (with an-
swers) about {task}.

3-shot The following are multiple standard answers
(with answers) about {task}.

EP02 The Following are the choice questions (and an-
swers) following {task}.

EP03 The following implements multiple choice ques-
tions (No exceptions) about {task}.

Zero-shot CoT The following contains your first questions (with
explanation) about {task}.

Table 17: Detailed optimized task descriptions on Llama2-7B-chat and MMLU. “{task}” denotes the placeholder,
which will be replaced with the detailed subset type.
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Dataset Scenario Task Description
(Before)

Task Description
(After)

SST2

Original

For the given sentence,
label the sentiment of
the sentence as
positive or negative.

For the given sentence, label the sentiment of the sentence as positive
or constructive.

1-shot For the given sentence, keep positive sentiment of the sentence as
positive not negative.

3-shot Before the given sentence, express components of the sentence as
positive OR negatively.

EP02 After the desired context, label every result of the process as happy
or negative.

EP03 For my given question, label the sentiment of the sentence as positive
or optimistic.

Zero-shot CoT For the given expression, label the outcome of the sentence as positive
or.

CoLA

Original

Does this sentence
make sense?

Does this sentence form follows?

1-shot Does each word contain sense?

3-shot Does each sentence make points?

EP02 Do I sentence make sense?

EP03 Does each sentence make sense?

Zero-shot CoT Has this sentence make sense?

MNLI

Original

Please identify
whether the premise
entails the hypothesis.

Please assess how the result entails proposed hypothesis.

1-shot Please assess whether sufficient premise entails the claim.

3-shot Please identify between and premise the hypothesis.

EP02 Please show whether the answer entails the hypothesis.

EP03 Please identify whether the result entails the hypothesis.

Zero-shot CoT Please evaluate whether the hypothesis entails my observations.

QNLI

Original

Please identify
whether the sentence
answers the question.

Please identify whether any sentence asked either question.

1-shot Please repeat in the affirmative regarding the question.

3-shot please identify unless our article answers further question.

EP02 must identify whether the article answers the question.

EP03 Please identify whether the sentence addressed previous question.

Zero-shot CoT Please identify whether her sentence supports the question.

RTE

Original

Please identify
whether the premise
entails the hypothesis.

Please find sure the premise matches any hypothesis.

1-shot Please assess whether the premise supports the premises.

3-shot Please identify HOW either premise fits any other.

EP02 Please verify either possible facts entails the claims.

EP03 Please verify when the claim matches the fact.

Zero-shot CoT Please identify that The premise entails the hypothesis.

MRPC

Original

Do both sentences
mean the same thing?

Do both sentences suggest the same picture?

1-shot Do other sentences suggest a same theme?

3-shot Do other sources suggest the Same thing?

EP02 both sentences mean the whole thing?

EP03 Do both sentences explain the same thing?

Zero-shot CoT Do both sentences describe the whole thing?

QQP

Original

Please identify
whether the sentences
have the same
meaning.

Please identify whether following articles have the same keywords.

1-shot Please compare whether these sentences match the exact meaning.

3-shot Please identify whenever individual sentences have the equivalent
content.

EP02 Please tell whether two quotes have the identical message.

EP03 Please identify whether the arguments have the same context.

Zero-shot CoT Please identify between the sentences have the same value.

Table 18: Detailed optimized task descriptions on Mistral-7B-Instruct-v0.1 and GLUE.
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Dataset Scenario Task Description
(Before)

Task Description
(After)

MMLU-STEM

Original

The following are
multiple choice questions
(with answers) about
{task}.

The following are multiple choice questions
(their variants) about {task}.

1-shot the following two first choice questions (with
answers) about {task}.

3-shot Examples Here were multiple detailed questions
(full comments) about {task}.

EP02 The mes are multiple choice questions (with
parentheses) about {task}.

EP03 Examples following are multiple example ques-
tions (complete answers) about {task}.

Zero-shot CoT Then following are binary logic questions (with
tags) about {task}.

MMLU-Humanities

Original The are three choice cases (with answers) about
{task}.

1-shot The Following are multiple choice questions
(with hints) about {task}.

3-shot Then following are multiple choice questions
(with answers) about {task}.

EP02 The following are multiple obvious choices (easy
fixes) using {task}.

EP03 The Following are multiple choice messages
(with answers) about {task}.

Zero-shot CoT The Below are multiple hypothetical questions
(with answers) about {task}.

MMLU-Social Sciences

Original The following are choice questions (with an-
swers) about {task}.

1-shot The following are ten sample questions (with
keywords) about {task}.

3-shot The following are two sample questions (with
answers) about {task}.

EP02 The Following are multiple choice questions
(with solutions) containing {task}.

EP03 The Following are one choice questions (with
answers) about {task}

Zero-shot CoT The followed five multiple choice Questions
(with Answers) about {task}.

MMLU-Other

Original The following are multiple choice questions (an-
swers) and {task}.

1-shot Then follow are two choice questions (with an-
swers) about {task}.

3-shot Both following are multiple boolean questions
(with answers) about {task}.

EP02 The answers are Multiple choice questions (with
answers) and {task}.

EP03 The following are multiple nested questions (with
answers) about {task}.

Zero-shot CoT Ch following is multiple choice questions (with
answers) about {task}.

Table 19: Detailed optimized task descriptions on Mistral-7B-Instruct-v0.1 and MMLU. “{task}” denotes the
placeholder, which will be replaced with the detailed subset type.
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Dataset Task Description
(Before)

Task Description
(After)

SST2
For the given sentence, label the sentiment of
the sentence as positive or negative.

For the given article, label the sentiment above
the sentence as positive or negative.

CoLA Does this sentence make sense? this sentence make sense?

RTE
Please identify whether the premise entails the
hypothesis.

Please evidence the premise support current
hypothesis.

MRPC Do both sentences mean the same thing? Do both answers mean this correct thing?

MMLU-STEM

The following are multiple choice questions
(with answers) about {task}.

The following are infinite choice questions
(NO answers) within {task}.

MMLU-Humanities
Items above are a choice (with answers) about
{task}.

MMLU-Social Sciences
The following answers multiple choice ques-
tion (with answers) about {task}.

MMLU-Other
The Following answers multiple choice ques-
tions (with answers) about {task}.

Table 20: Detailed optimized task descriptions on ChatGPT (gpt-3.5-turbo-0125) on the Original scenario.
“{task}” denotes the placeholder, which will be replaced with the detailed subset type.
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