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Abstract
Large Language Models (LLMs) have demon-
strated remarkable capability in a variety of
NLP tasks. However, LLMs are also prone
to generate nonfactual content. Uncertainty
Quantification (UQ) is pivotal in enhancing
our understanding of a model’s confidence on
its generation, thereby aiding in the mitigation
of nonfactual outputs. Existing research on
UQ predominantly targets short text genera-
tion, typically yielding brief, word-limited re-
sponses. However, real-world applications fre-
quently necessitate much longer responses. Our
study first highlights the limitations of current
UQ methods in handling long text generation.
We then introduce LUQ with its two variations:
LUQ-ATOMIC and LUQ-PAIR, a series of novel
sampling-based UQ approaches specifically de-
signed for long text. Our findings reveal that
LUQ outperforms existing baseline methods in
correlating with the model’s factuality scores
(negative coefficient of -0.85 observed for Gem-
ini Pro). To further improve the factuality of
LLM responses, we propose LUQ-ENSEMBLE,
a method that ensembles responses from mul-
tiple models and selects the response with the
lowest uncertainty. The ensembling method
greatly improves the response factuality upon
the best standalone LLM.1

1 Introduction

Large Language Models (LLMs) have demon-
strated significant prowess across a wide range of
NLP tasks and are increasingly being used in vari-
ous downstream applications (Zhao et al., 2023;
Chang et al., 2023). However, existing LLMs
are susceptible to hallucination, often resulting in
the generation of nonfactual or fabricated content
(Manakul et al., 2023; Zhang et al., 2023). One way
to predict the factuality of an LLM’s output with-
out resorting to resource-intensive fact-checking

*Now at Google DeepMind.
†Work done outside of Amazon.
1https://github.com/caiqizh/LUQ

procedures is by examining its uncertainty over a
user query. Moreover, accurate measurement of
a model’s confidence in its generated responses
can enable the rejection of answers with high un-
certainty, potentially reducing hallucinations and
improving the factuality of the output (Geng et al.,
2023; Wang et al., 2023).

Although Uncertainty Quantification (UQ) is a
well-researched area in machine learning (Gaw-
likowski et al., 2023), its application in the context
of LLMs remains under-explored. One primary
limitation is that previous studies on UQ mostly
require access to a model’s internal states (e.g.,
logits) (Murray and Chiang, 2018; Kuhn et al.,
2023; Vazhentsev et al., 2023; Duan et al., 2023).
However, many best-performing LLMs, such as
GPT-4 (OpenAI, 2023), Gemini 1.0 Pro (Gemini
Team, 2023), and Claude 2.1 (Anthropic, 2023),
are closed-source and only accessible via API calls.
This limits the ability to directly analyze their in-
ternal processes. Another challenge is that existing
research on modeling uncertainty predominantly
focuses on short responses, typically less than 10
words in length (Kuhn et al., 2023; Duan et al.,
2023; Lin et al., 2023). This is in stark contrast
to the more common use cases of LLMs, where
responses to queries often far exceed this length,
sometimes reaching hundreds of words. Such dis-
parity points to a need for new UQ methods tailored
for long-form text generated by LLMs. Therefore,
in this study we aim to answer the following re-
search questions: RQ1: Are existing UQ methods
still effective in the context of long-text genera-
tion? RQ2: If not, how can we effectively quantify
LLMs’ uncertainty for long-form answers? RQ3:
In what ways can uncertainty scores be utilized to
enhance the factuality of model outputs?

We explore UQ for long-text generation (at least
100 words), with an emphasis on using factuality
as the key metric of the models’ performance. The
main contributions of this paper are:
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Tell me a bio of Ramesses IV .

Ramesses IV (reigned 1153-1147 BC) was was the son of 
Ramesses III and his Great Royal Wife, Iset Ta-Hemdjert. He 
was the third pharaoh of the 20th Dynasty of Ancient Egypt 
... His tomb was discovered in 1898 by Victor Loret in KV35.  

Ramesses IV (also spelled Ramses IV), was the third 
pharaoh of the 20th Dynasty of Egypt. He reigned for six 
years, from 1150 to 1143 BC. ... His tomb in the Valley of 
the Kings (KV2) was discovered in 1898 by Victor Loret.

Ramesses IV, also known as Ramesses Menpehtyre, was 
the third pharaoh of the 20th Dynasty of Ancient Egypt. His 
reign lasted from 1155 to 1149 BC. Ramesses IV was the 
son of Ramesses III and Queen Tyti. ... His tomb was 
discovered in 1898 by Howard Carter in KV35. 

…

Uncertainty: 0.998

Uncertainty: 0.112

Is “third pharaoh of the 20th Dynasty of 
Ancient Egypt” supported by [SAMPLE 1]?
Yes: 0.95 No: 0.05 

Is “third pharaoh of the 20th Dynasty of 
Ancient Egypt” supported by [SAMPLE N]?
Yes: 0.97 No: 0.03 

Is “He reigned for six years, from 1155 to 
1149 BC” supported by [SAMPLE 1]?
Yes: 0.08 No: 0.92 
Is “He reigned for six years, from 1155 to 
1149 BC” supported by [SAMPLE N]?
Yes: 0.06 No: 0.94 

Uncertainty: 0.545

…

…

User

Answers from Different LLMs:

…

Uncertainty: 0.545

Sample Responses: Uncertainty Calculation:

Figure 1: The illustration of the LUQ and LUQ-ENSEMBLE framework. Given a question, various LLMs exhibit
differing levels of uncertainty. We generate n sample responses from each LLM and then assess the uncertainty
based on the diversity of these samples (the LUQ metric). Green highlights indicate consistency across responses
(low uncertainty) and red highlights discrepancies (high uncertainty). The LUQ-ENSEMBLE method selects the
response from the LLM with the lowest uncertainty score as the final answer.

• We first highlight the limitations of existing
UQ methods for long text generation and
then propose LUQ (Long-text Uncertainty
Quantification; pronounced as luck), a novel
UQ method that computes sentence-level con-
sistency in long text scenarios.

• Through extensive experiments on the origi-
nal FACTSCORE dataset and our newly pro-
posed FACTSCORE-DIS dataset in medical
domain, we demonstrate that LUQ consis-
tently shows strong negative correlations with
the responses’ factuality over 6 popular LLMs,
outperforming all the baseline methods.

• We propose an ensemble modeling approach
that selects responses from the model exhibit-
ing the lowest LUQ uncertainty score, observ-
ing an improvement of up to 5% in the overall
factuality scores. Additionally, we enhance
the model’s uncertainty awareness by imple-
menting a selective answering strategy.

2 Background

2.1 Uncertainty and Confidence
Confidence and uncertainty in the context of ma-
chine learning models pertain to the level of assur-
ance or certainty associated with a prediction or
decision (Geng et al., 2023). While many studies
treat confidence and uncertainty as antonyms and
use them interchangeably (Xiao et al., 2022; Chen
and Mueller, 2023), Lin et al. (2023) provide a clear
distinction: uncertainty denotes the dispersion of
potential predictions for a given input, whereas con-
fidence pertains to the degree of confidence in a

specific prediction or output. We will adopt this
terminology in the following sections.

Currently, a formal and universally accepted def-
inition of uncertainty levels in language generation
tasks remains elusive. Common practice in existing
literature measures uncertainty through the entropy
of predictions, akin to approaches in classification
tasks (Kuhn et al., 2023; Lin et al., 2023). Predic-
tive entropy is formally expressed as:

H(Y | x) = −
∫

p(y | x) log(p(y | x))dy

It captures the uncertainty associated with a pre-
diction for a given input x. In the context of NLG,
where R denotes all possible generations and r is
a specific response, the uncertainty score can thus
be conceptualized as:

U(x) = H(R | x) = −
∑

r

p(r | x) log(p(r | x))

In classification tasks, confidence for a specific
prediction y is quantified using the predicted prob-
ability, represented as p̂(Y = y | x) (Geifman
and El-Yaniv, 2017; Hendrycks and Gimpel, 2017).
Similarly, in the context of NLG, the confidence
score for a given response r is represented by the
joint probability of the tokens in the response:

C(x, r) = p̂(r | x) =
∏

i

p̂ (ri | r<i, x) .

2.2 Uncertainty for Long Text Generation
In our study, we adopt a more flexible approach
to defining uncertainty and confidence in long text
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generation. Similar to Huang et al. (2024a), we fo-
cus on the ability of UQ methods to effectively rank
responses, differentiating between correct and in-
correct predictions. This approach also aligns with
the concept of relative confidence as discussed by
Geng et al. (2023). Our objective diverges from the
orthogonal research direction about models’ cali-
bration, which requires models to precisely reflect
their true accuracy in practical scenarios (Lin et al.,
2023). We argue that while short-answer questions
may be straightforwardly assessed using metrics
such as accuracy or exact match, these standards
are often unrealistic for long text generation, given
the complexities of real-life probabilities.

From a practical perspective, we aim for the un-
certainty score to serve as a reliable indicator of the
model’s performance. This performance encom-
passes several dimensions of generation quality,
including factuality, coherence, and creativity. Our
study prioritizes factuality and the truthfulness of
responses, adopting these as our primary metrics.
The factuality of the responses R given a specific
query x is denoted as F (R | x). Considering two
inputs xi and xj , we explore the relationship be-
tween the model’s uncertainty, denoted as U(x),
and the factuality. Our goal is to have:

U(xi) ≤ U(xj) ⇐⇒ F (R | xi) ≥ F (R | xj)

Correspondingly, for a given input x, the model’s
confidence in generating a specific response r is
represented as C (x, r). Thus, we aim to establish
the following relationship:

C (x, ri) ≤ C (x, rj) ⇐⇒ F (ri | x) ≤ F (rj | x)

3 LUQ

In this section, we introduce our LUQ method and
its two variations (LUQ-ATOMIC and LUQ-PAIR)
to estimate uncertainty in long text generation. The
overall framework is illustrated in Figure 1.

Motivation. Our underlying assumption posits
that the greater the model’s uncertainty regarding a
given question x, the more diverse its responses to
question x will be. For instance, as shown in Fig-
ure 1, the term “third pharaoh of the 20th Dynasty
of Egypt” is frequently supported by other sample
responses, indicating the model’s high confidence
in this information. However, the samples suggest
different reign periods for Ramesses IV; the incon-
sistency shows the model’s higher uncertainty.

Following the generation of n responses, tradi-
tional UQ methods for short text commonly calcu-
late the pairwise similarity among the responses
(Kuhn et al., 2023; Lin et al., 2023). These pairwise
similarity scores indicate the consistency between
a pair of responses and play a vital role in subse-
quent uncertainty estimation. However, answers to
certain questions such as “Give me an introduction
of ...” and “Tell me something about ...” may ex-
tend to hundreds of words. Longer text leads to an
unexpected high similarity across all response pairs
when applying previous methods. To address this
issue and achieve a more nuanced similarity assess-
ment, we propose the LUQ uncertainty measure-
ment with sentence-level similarity computation.
Inspired by the hallucination detection method in
Manakul et al. (2023), we split each response to
sentences, and check whether each sentence can be
supported by other samples.

Notation. Let ra represent the response gener-
ated by a LLM to a user query x. We generate
an additional n stochastic LLM sample responses
R = {r1, r2, . . . , rn} using the same query. The
set R′ = {ra, r1, r2, . . . , rn} encompasses all out-
puts from the model.

For any given response ri ∈ R′, the first objec-
tive is to determine how often it is supported (or
entailed) by other samples. To this end, we employ
an NLI classifier to assess the similarity between ri
and each r′ ∈ R′ \ {ri}. The output from an NLI
classifier normally includes classifications of entail-
ment, neutral, and contradiction, along with their
respective logit values. It is important to note that
we focus exclusively on the “entailment” and “con-
tradiction” classes, as sentences labeled as “neutral”
generally do not impact the overall factuality of a
response. We calculate the NLI score for each sen-
tence sj within a response r, and then average these
scores. Formally, the similarity score S(ri, r′) be-
tween ri and r′ is defined as:

P
(

entail | sj , r′
)
=

exp (le)

exp (le) + exp (lc)

S(ri, r′) =
1

n

n∑

j=1

P
(

entail | sj , r′
)

where le and lc are the logits of the “entailment”
and “contradiction” classes, respectively. We opt
to calculate P(entail | sj , r′) over P(contradict |
sj , r

′) because non-contradictory responses can
still be largely irrelevant, indicating higher uncer-
tainty (Lin et al., 2023). The model’s confidence in
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response ri and the overall uncertainty is therefore
defined as:

C(x, ri) =
1

n

∑
r′∈R′K{r′}

S(ri, r′)

U(x) =
1

n+ 1

∑
ri∈R′(1− C(x, ri))

Unlike Kuhn et al. (2023)’s method of apply-
ing an off-the-shelf DeBERTa model, we apply
the DeBERTa-v3-large model (He et al., 2023),
fine-tuned on the MultiNLI (Williams et al., 2018)
dataset. This choice is due to our input being a con-
catenation of short hypothesis (sentence s) and a
comparatively longer premises (reference response
r′). The format of our input aligns with the task in
MultiNLI dataset, ensuring an effective assessment
of consistency among the responses.

LUQ-ATOMIC. To check the consistency of the
generated responses in a more fine-grained man-
ner, we implement LUQ-ATOMIC, a variation of
the original LUQ. The key difference is that it first
uses ChatGPT to break a response r into atomic
fact pieces {a1, a2, ..., aj}. LUQ-ATOMIC then cal-
culates the uncertainty scores bases on atomic fact
piece level (aj) instead of sentence level (sj).

LUQ-PAIR. The performance of our NLI classifier
may be constrained by the length of the premises
and hypotheses. To address this, we propose LUQ-
PAIR to calculate the entailment score sj for each
sentence s′j in r′ and select the maximum value.
Formally, we define this as:

P
(
entail | sj , r′

)
= max

s′j∈r′
∣∣P

(
entail | sj , s′j

)∣∣

We discuss more about LUQ-ATOMIC and LUQ-
PAIR in Appendix A.

4 Experiments

4.1 Dataset, Metric, and LLM Selection

Dataset. When selecting the dataset, we consid-
ered three main criteria: (1) The dataset should
be a long-form QA dataset. (2) There should be a
well-designed and widely-accepted automatic eval-
uation tool. (3) The questions should be clear, spe-
cific, and have definite answers for objective eval-
uation. We therefore employ FACTSCORE (Min
et al., 2023) to evaluate the factuality of our gen-
erated text. It offers automated assessment with a
low error rate (below 2%), enabling scalable appli-
cation to diverse LLMs without requiring manual
annotation. To supplement the extensive reliability

testing of FACTSCORE conducted by its creators,
we performed a smaller-scale human annotation
study. Our findings demonstrate a strong Pearson
correlation of 0.88 between FACTSCORE ratings
and human factuality judgments, confirming it be-
ing a reliable reference for factuality. Please refer
to Appendix B for more information about the dis-
cussion of this dataset and our validation process.

The original FACTSCORE dataset (denoted
as FACTSCORE-BIO) includes 500 individuals’
biographies from Wikidata with corresponding
Wikipedia entries. To evaluate the applicability
of UQ methods across different domains, we ad-
ditionally developed a dataset, FACTSCORE-DIS,
focusing on disease entities. Details of this dataset
can be found in Appendix C.

Metrics. For each generated response,
FACTSCORE calculates a factuality score
(FS). We apply FACTSCORE for the first generated
response (ra). As the LLMs may sometime
refuse to answer certain questions, to have a fair
comparison, we introduce a penalized factuality
score (PFS) and penalized uncertainty score (PUS).
To calculate PFS and PUS, we assign a factuality
score of zero and uncertainty score of one to
questions that models opt not to answer.

We then proceed to calculate both the Pearson
Correlation Coefficient (PCC) and Spearman Cor-
relation Coefficient (SCC) between the factuality
scores and uncertainty scores. Following the cri-
teria proposed by Schober et al. (2018), we clas-
sify the correlation coefficients into five categories
based on their absolute values: over 0.9 indicates a
very strong correlation; 0.7 to 0.9 signifies strong;
0.5 to 0.7 suggests moderate; 0.3 to 0.5 denotes
weak; 0.1 to 0.3 implies very weak; and below 0.1
means negligible correlation.

LLMs. We selected six top-performing LLMs
from the Arena Leaderboard (Zheng et al., 2023)
for our experiments. Within our access rights, we
chose three closed-sourced models: GPT-4 (Ope-
nAI, 2023), GPT-3.5 (OpenAI, 2022), and Gem-
ini 1.0 Pro (Gemini Team, 2023); and three open-
sourced models: Yi-34B-Chat (01.ai, 2023), Tulu-
2-70B (Ivison et al., 2023), and Vicuna-33B (Zheng
et al., 2023). For each LLM, we include the follow-
ing baseline UQ methods for comparison. Our im-
plementation is based on the LM-Polygraph frame-
work as proposed by Fadeeva et al. (2023). More
details are provided in Appendix D.

Baselines for UQ. We use the following black-
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White-Box Methods Black-Box Methods

MSP MCSE SE LexSim Ecc NumSets EigV Deg SCN LUQ

FACTSCORE-BIO

GPT-4 PCC - - - -45.2 -24.8 -8.24 -36.9 -3.78 -53.1 -60.4
SCC - - - -36.0 -12.7 4.18 -18.7 6.73 -41.8 -45.3

GPT-3.5 PCC - - - -67.8 -10.6 -11.9 -30.3 -22.4 -65.1 -71.3
SCC - - - -52.4 -26.5 -17.0 -34.6 -22.9 -61.1 -66.6

Gemini 1.0 Pro PCC - - - -67.2 -50.3 -53.0 -72.7 -64.4 -84.5 -85.1
SCC - - - -63.7 -57.8 -57.0 -69.7 -67.7 -82.4 -81.3

Yi-34B-Chat PCC -20.7 -43.9 -55.8 -70.1 -27.6 -25.7 -49.0 -39.8 -70.3 -73.8
SCC -22.1 -44.3 -53.6 -68.2 -45.0 -31.3 -51.1 -38.9 -72.7 -74.6

Tulu-2-70B PCC -16.8 -32.4 -50.5 -55.7 -2.13 -20.7 -50.1 -53.4 -75.6 -77.6
SCC -15.4 -34.8 -52.7 -61.8 10.1 -18.1 -50.3 -54.0 -76.9 -75.4

Vicuna-33B PCC -28.5 -36.8 -58.6 -38.3 -18.7 -20.0 -60.5 -58.3 -66.8 -71.8
SCC -27.9 -37.4 -57.2 -50.6 -14.0 -16.6 -61.7 -62.4 -66.5 -70.8

FACTSCORE-DIS

GPT-3.5 PCC - - - -41.8 -27.9 -7.81 -38.8 -13.5 -59.0 -67.3
SCC - - - -39.4 -26.0 -6.94 -36.9 -16.3 -59.1 -65.3

Yi-34B-Chat PCC -20.3 -35.4 -52.6 -63.6 -19.3 -11.2 -40.6 -26.5 -65.1 -70.5
SCC -21.7 -33.8 -54.9 -58.7 -21.5 -16.3 -38.4 -22.1 -67.8 -72.4

Table 1: Pearson and Spearman correlation coefficients (expressed as percentages) between different LLMs and
various UQ methods on the FactScore dataset. We use the original factuality scores instead of the penalized ones.

FS PFS US PUS RR

GPT-4 80.8 72.4 20.8 29.0 86.6
GPT-3.5 68.3 68.3 25.7 25.7 100
Yi-34B-Chat 55.7 55.7 41.3 41.3 100
Tulu-2-70B 47.2 47.2 55.8 55.8 100
Gemini 1.0 Pro 43.2 42.7 61.7 62.2 98.9
Vicuna-33B 42.5 42.5 55.3 55.3 100

Table 2: Results on the FACTSCORE-BIO: FS and PFS
are average and penalized factuality scores; US and PUS
are average and penalized uncertainty scores by LUQ;
RR is the response rate. All values are percentages.

box UQ methods as baselines: Lexical similarity
(LexSim) (Fomicheva et al., 2020), Number of se-
mantic sets (NumSets) (Lin et al., 2023), Sum of
eigenvalues of the graph Laplacian (EigV) (Lin
et al., 2023), Degree matrix (Deg) (Lin et al., 2023),
Eccentricity (Ecc) (Lin et al., 2023), SelfCheckNLI
(SCN) (Manakul et al., 2023). We also include
three white-box methods for comparison: Maxi-
mum Sequence Probability (MSP), Monte Carlo
Sequence Entropy (MCSE) (Malinin and Gales,
2021), and Semantic Entropy (SE) (Kuhn et al.,
2023). More details can be found in Appendix E.

4.2 Uncertainty Quantification Results

Effectiveness of LUQ. Table 1 and Figure 2 illus-
trate the correlation between factuality scores and
uncertainty scores. The results highlight LUQ’s
effectiveness as an indicator of model factuality
in long text generation tasks. LUQ demonstrates a
strong negative correlation for GPT-3.5, Gemini 1.0

Pro, Yi-34B-Chat, Vicuna-33B, and Tulu-2-70B,
with the strongest Pearson correlation being -0.851.
For the baseline methods, LexSim emerges as a
robust baseline offering lower computational de-
mands. The confidence-based SCN method demon-
strates the best Spearman correlation in models
such as Gemini 1.0 Pro and Tulu-2-70B. Other
baselines such as Ecc, NumSets and Deg yield un-
satisfactory results, occasionally exhibiting even
positive correlations. Case studies of our proposed
LUQ method can be found in Appendix J.

Variations of LUQ. We compare the original LUQ

with its two variations, LUQ-ATOMIC and LUQ-
PAIR, in Table 5. We find that, with more fine-
grained entailment checking, both consistently out-
perform the original LUQ. Further discussion on
the pros and cons of these variations, along with
usage guidelines, can be found in Appendix A.

LUQ for GPT-4. We also observe that LUQ is bet-
ter suited for models with relatively lower factuality
and a lack of self-expressiveness regarding uncer-
tainty. For models with high factuality capabilities,
such as GPT-4, LUQ only demonstrates a moder-
ate correlation with factuality scores. As shown in
Table 2, among all models, GPT-4 exhibits the high-
est overall factuality scores and the lowest average
uncertainty scores. Figure 2a also shows that the
data points of GPT-4 are tightly clustered with only
few instances of high uncertainty. This is because
GPT-4 tends to abstain from answering questions
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(b) GPT-3.5
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(c) Gemini 1.0 Pro
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(d) Yi-34B-Chat
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(e) Tulu-2-70B
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(f) Vicuna-33B

Figure 2: Scatter plot illustrating the relationship between factuality scores (x-axis) and uncertainty scores (y-axis)
for different LLMs. Each point symbolizes an item in the FactScore dataset, with a red line highlighting the Pearson
correlation. The distribution suggests a pattern where higher factuality correlates with lower uncertainty.

more often compared to other models, highlighting
improved uncertainty self-detection. However, this
observation does not influence the effectiveness
of our method, as in real life models with lower
factuality and unable to express uncertainty are in
greater need of external uncertainty measurements.

LUQ in FACTSCORE-DIS. We test one closed-
source LLM, GPT-3.5, and one open-source LLM,
Yi-34B-Chat in our newly proposed FACTSCORE-
DIS. Our LUQ model consistently surpasses the
performance of baseline models, thereby demon-
strating its effectiveness on the newly proposed
dataset within the medical domain.

Higher frequency leads to higher factuality and
lower uncertainty. In Figure 3, we compare the
factuality and uncertainty scores across different en-
tity frequencies. The original FACTSCORE dataset
provides the frequency of each entity in Wikipedia,
categorizing them based on page views and co-
occurrence within the training set (Min et al., 2023).
Frequencies are classified into five categories, rang-
ing from “very rare” to “very frequent.” Our ob-
servations suggest that questions associated with
higher entity frequencies tend to yield more fac-
tual responses, alongside decreased model uncer-
tainty. Notably, GPT-4 demonstrates consistent
performance regarding uncertainty and factuality
across varying frequencies, potentially attributable

to its selective response strategy. Although it an-
swers all the questions in the “very frequent,” “fre-
quent,” and “medium” categories, it refuses to an-
swer around 25% of “rare” questions and 30% of
“very rare” questions.
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Figure 3: Factuality and uncertainty scores across dif-
ferent frequencies on FACTSCORE-BIO.

4.3 LUQ-ENSEMBLE

Given the variance in training corpus, different
LLMs may possess varying levels of knowledge for
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GPT-3.5 Yi-34B-Chat Tulu-2-70B Vicuna-33B Gemini 1.0 Pro
Percentile FS US FS US FS US FS US FS US

0 68.3 25.7 55.7 41.3 47.2 55.8 42.5 55.3 43.2 61.7
2.5 69.8 24.1 56.9 40.2 48.3 53.9 43.6 54.4 44.3 60.0
5 70.8 23.4 58.0 39.3 49.4 53.1 44.5 53.8 45.2 59.2

7.5 71.5 22.7 58.9 38.1 50.3 52.6 45.5 53.0 46.3 58.2
10 72.3 22.2 60.2 36.8 51.4 51.9 46.1 52.3 47.3 57.7

12.5 74.1 21.6 61.7 35.0 52.1 51.3 46.5 51.6 48.4 56.3
15 75.0 21.2 62.9 34.2 53.3 50.6 47.5 51.0 49.5 55.4

Table 3: Selective question answering results on FACTSCORE-BIO (expressed as percentage). The percentile
indicates the percentage of questions for which answers were abstained.

Methods PFS PUS AD

Tulu-2-70B 47.2 55.8 42.1
Gemini 1.0 Pro 42.7 62.2 29.5
Vicuna-33B 42.5 58.1 28.4
LUQ-ENSEMBLE 52.8 45.8 100

Yi-34B-Chat 55.7 41.3 66.1
Tulu-2-70B 47.2 55.8 21.3
Gemini 1.0 Pro 42.7 62.2 12.6
LUQ-ENSEMBLE 58.8 37.6 100

GPT-3.5 67.3 25.7 92.4
Gemini 1.0 Pro 42.7 62.2 1.64
Vicuna-33B 42.5 58.1 6.01
LUQ-ENSEMBLE 67.4 24.8 100

GPT-4 72.1 29.0 60.1
GPT-3.5 67.3 25.7 32.8
Yi-34B-Chat 55.7 41.3 7.10
LUQ-ENSEMBLE 76.6 17.3 100

Table 4: Results of different ensemble strategies on
FACTSCORE-BIO (expressed as percentage). The An-
swer Distribution (AD) indicates the percentage of final
answers generated by each component model.

a specific question. After obtaining outputs from
different LLMs, the challenge now is to choose
the best one without fact-checking each answer
(which is both time-consuming and costly (Guo
et al., 2022; Zhang et al., 2024)). Utilizing the
LUQ uncertainty score as a reliable indicator of fac-
tuality, we enhance overall performance through
an ensemble approach. In this method, the model
exhibiting the lowest LUQ score for a given ques-
tion is chosen as the final answer. Experimental
results (Table 4) affirm the superiority of the LUQ-
ENSEMBLE over its constituent counterparts.

Ensembling models with similar factuality
scores can notably enhance performance. Our
findings suggest that ensembling models with simi-
lar factuality scores can significantly enhance per-
formance. For instance, in the combination of
Tulu-2-70B, Gemini 1.0 Pro, and Vicuna-33B, the
PFS increases by 5% compared to the originally

top-performing Tulu-2-70B, which scored 47.19%.
Additionally, ensembling models with compara-
ble performance leads to a more balanced distribu-
tion of answers. In contrast, integrating a model
with substantially superior performance, as seen in
the combination of GPT-3.5, Gemini 1.0 Pro, and
Vicuna-33B, predominantly favors answers from
GPT-3.5 (92.35%), leading to marginal improve-
ment (0.06%) in the ensemble method.

Ensembling does not guarantee better perfor-
mance. While ensembling always reduces uncer-
tainty scores (as we select the model with the least
uncertainty), it does not necessarily improve factu-
ality scores. Ensembling LLMs according to poor
UQ methods may result in overall performance that
is worse than that of its individual components. Ta-
ble 10 in Appendix G compares the effectiveness
of using LUQ as the ensemble indicator with other
methods. The results indicate that ensembling does
not inherently enhance performance. For example,
with UQ method Ecc, the ensemble factuality score
can be lower than that of its best-performing com-
ponent (47.2% vs 43.3%). In contrast, using LUQ

as the ensembling indicator yields the best overall
performance.

4.4 Selective Question Answering

From Table 2, it is observed that while GPT-4
opts not to respond to some queries, other mod-
els generally attempt to answer all questions. The
limited refusal by Gemini 1.0 Pro primarily stems
from considerations of sensitive content and regula-
tory constraints, rather than uncertainty. Therefore,
we investigate the application of the LUQ score to
equip these models with the capability for selec-
tive question answering—that is, to enable them
to decline responses when uncertain. Contrary to
the traditional aim of responding correctly to every
question, the objective in a selective question an-
swering framework is to preserve accuracy while
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maximizing the number of questions answered (Ka-
math et al., 2020; Cole et al., 2023; Yang et al.,
2023; Dong et al., 2024).

Table 3 presents the results of selective question
answering. The models are permitted to refrain
from answering questions with high uncertainty.
The percentiles indicate the proportion of ques-
tions each model abstained from answering. The
findings demonstrate that adopting a selective an-
swering approach enhances the models’ factuality
by allowing for more question rejections. By de-
clining to answer a similar proportion of questions
(approximately 15%) as GPT-4, the models typi-
cally achieve an improvement of over 5% in overall
factuality scores. In Appendix H, we provide a de-
tailed discussion on how practitioners can use LUQ

to implement selective answering strategies, includ-
ing setting and adjusting uncertainty thresholds.

5 Related Work

UQ in Machine Learning. Prior to LLMs, UQ
has been extensively explored within the field of
machine learning (Gawlikowski et al., 2023). Ac-
cording to the source of uncertainty, it is typi-
cally categorized into two types: aleatoric and
epistemic uncertainty(Hora, 1996; Der Kiureghian
and Ditlevsen, 2009). Aleatoric uncertainty, also
known as statistical uncertainty, pertains to the in-
herent randomness in experimental outcomes due
to stochastic effects (Hüllermeier and Waegeman,
2021). In contrast, epistemic uncertainty stems
from incomplete knowledge, potentially including
uncertainties in a machine learning model’s param-
eters or the lack of certain training data (Hüller-
meier and Waegeman, 2021; Huang et al., 2023).
Our focus is primarily on epistemic uncertainty.

UQ in LLMs. In contrast to discriminative mod-
els, which readily provide probability scores for
specific categories, uncertainty estimation in gener-
ative LLMs presents unique challenges: (1) There
is an exponential increase in the output space as
sentence length grows, rendering the evaluation of
all possible predictions impractical (Geng et al.,
2023; Wang et al., 2023). (2) The significance of
semantic nuances and their inherent uncertainties,
which diverges from the fixed category labels typi-
cal of discriminative models, complicates matters
further (Kuhn et al., 2023). Generally, UQ methods
for LLMs can be categorized based on the acces-
sibility of the model’s internal states, distinguish-
ing between black-box and white-box approaches.

White-box LLMs often rely on logit-based evalua-
tions, assessing sentence uncertainty through token-
level probabilities or entropy (Murray and Chiang,
2018; Kuhn et al., 2023; Vazhentsev et al., 2023;
Duan et al., 2023).

However, as access to LLMs increasingly relies
on API calls, research has pivoted towards black-
box methods. These can be further categorized
into: (i) verbalized methods, which prompt LLMs
to articulate their uncertainty in the output, using
phrases like “I am sure" or “I do not know" (Mielke
et al., 2022). Nonetheless, a practical mismatch
between the expressed and actual uncertainty lev-
els has been noted (Lin et al., 2022; Xiong et al.,
2023). Xiong et al. (2023) highlight that LLMs of-
ten display excessive confidence when verbalizing
their certainty. (ii) Consistency-based (sampling-
based) estimation premises on the assumption that
increased uncertainty in a model corresponds to
greater diversity in its outputs, frequently result-
ing in hallucinatory outputs (Manakul et al., 2023;
Lin et al., 2023). Our proposed method, LUQ, fol-
lows this consistency-based approach. There are
also efforts on integrating verbalized methods with
consistency-based approaches (Xiong et al., 2023;
Rivera et al., 2024). Understanding uncertainty in
LLMs can enhance in-context learning (Zhou et al.,
2023; Li et al., 2023), selective question answer-
ing (Yang et al., 2023), LLM cascading (Huang
et al., 2024b), adaptive retrieval (Ding et al., 2024),
language agents (Han et al., 2024), and model self-
refinement (Yao et al., 2024; Chen et al., 2024).

6 Conclusion

In this work, we first identify that existing UQ
methods are ineffective on long text generation.
We therefore introduce LUQ, a novel UQ method
tailored for long-form text generation in LLMs. It
overcomes the limitation of previous methods by
calculating sentence level consistency. We con-
duct extensive experiments over six popular LLMs,
such as GPT-4 and Gemini 1.0 Pro. We extend the
existing FACTSCORE dataset with human valida-
tion and annotations for additional disease domain.
Our findings demonstrate that LUQ significantly
improves the correlation with models’ factuality
scores over previous methods across various differ-
ent setups and domains. LUQ serves as a reliable
indicator of model’s factuality performance. Ad-
ditionally, we present LUQ-ENSEMBLE, a model
ensembling and selective question answering strat-
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egy, which showcases a promising avenue for en-
hancing the factual accuracy of LLM outputs. This
research not only advances our understanding of
UQ in the context of LLMs but also offers practical
tools for improving the reliability and trustworthi-
ness of AI-generated content.

Limitation

The limitations of this study include the following:
(1) A primary challenge in studying uncertainty
quantification for long text generation lies in the
difficulty of evaluating the generated text. Unlike
classification tasks and short-answer QA, there is
no straightforward metric for assessing the quality
of generated text. In this study, we employ the
factuality score as the primary evaluation metric,
thereby leaving other text aspects, such as coher-
ence, cohesion, and creativity, under-explored. Fu-
ture work could investigate uncertainty scores us-
ing more comprehensive evaluation metrics. (2) In
this study, we do not investigate the performance of
UQ methods under ambiguous and unanswerable
questions, such as ASQA (Stelmakh et al., 2022)
and SelfAware (Yin et al., 2023). Previous uncer-
tainty metrics for short-answer questions are tested
on answerable questions with clear intentions. This
is because clearly defined questions with definite
answers provide a straightforward framework for
evaluating model accuracy. In contrast, unanswer-
able or ambiguous questions lack clear ground
truths, complicating the assessment of uncertainty
estimates. We advocate researchers to explore more
in this area in the future. (3) We focus on assess-
ing the overall uncertainty of a model, rather than
model uncertainty on individual instances. The rel-
ative uncertainty equation in Section 2.2 represents
an ideal scenario. If a model learns a significant
amount of non-factual data over factual data for a
particular entity/instance, the aforementioned equa-
tion can be inaccurate for that case. Future work
could investigate the causes of this special case
and develop strategies to address it during the pre-
training stage.
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A LUQ variations

Table 5 compares LUQ, LUQ-PAIR, and LUQ-
ATOMIC. Our findings indicate that LUQ-PAIR

and LUQ-ATOMIC outperform the original LUQ

across all models.
The superiority of LUQ-PAIR stems from its use

of shorter premises for NLI (sentence s′j instead of
r′), which leads to higher NLI accuracy. However,
this improvement comes at the cost of increased
computational requirements. For N samples with
M sentences each, the original LUQ requires M ×
M NLI computations, whereas LUQ-PAIR requires
N ×M2 computations.

In LUQ-ATOMIC, we first break down the text
into atomic sentences using ChatGPT before pro-
ceeding with further steps. The main concern of

this variation is about evaluation fairness. Both
LUQ-ATOMIC and FACTSCORE use ChatGPT to
break long texts into atomic sentences, potentially
creating an unfair comparison with other UQ meth-
ods that do not involve this step. Further thor-
ough investigation is needed to determine if this
approach is universally beneficial, regardless of the
atomic fact producer/converter used. This would
require a new study and could be a valuable follow-
up work. Notably, our original LUQ can still out-
perform existing baselines without this step.

Regarding the choice of LUQ and its variations,
we recommend the following:

1. For general purposes and scenarios requiring
high efficiency, use LUQ.

2. For cases needing very accurate uncertainty
estimation and where time is not a constraint,
use LUQ-ATOMIC if the budget allows for
API calls. If not, use LUQ-PAIR.

B Dataset Selection

B.1 Dataset for Long-form Uncertainty
As mentioned in Section 4.1, when selecting the
dataset, we considered three main criteria: (1) The
dataset should be a long-form QA dataset with rela-
tively lengthy answers. (2) There should be a well-
designed and widely-accepted automatic evaluation
tool. (3) The questions should be clear, specific,
and have definite answers for objective evaluation.

Evaluating long-form QA is a long-standing
challenge, making the last criterion especially im-
portant to mitigate factors that could affect evalu-
ation quality. According to Hu et al. (2023) and
Baan et al. (2023), uncertainty in NLG systems
can be disentangled into three main sources: input,
model, and output. Due to the intrinsic ambiguity
of language and unknown queries, the input itself
contains uncertainty (Baan et al., 2023). To con-
duct a more controlled study, we focus primarily
on output uncertainty, assuming all questions are
generally answerable and clearly stated.

Among all the datasets, FACTSCORE advances
the field by using LLMs for human-level evalua-
tion, addressing the limitations of traditional met-
rics like BLEU, ROUGE-L, and BERTScore. Other
long-form QA benchmarks fall short in at least one
criterion. For example, ELI5 (Fan et al., 2019)
questions are very general (e.g., “How can differ-
ent animals perceive different colors?”) and can be
answered in many ways, making it hard to define
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GPT-4 GPT-3.5 Yi-34B-Chat Tulu-2-70B Gemini 1.0 Pro Vicuna-33B

LUQ -60.4 -71.3 -73.8 -77.6 -85.1 -71.8
LUQ-PAIR -61.3 -72.8 -76.1 -80.5 -86.1 -72.9
LUQ-ATOMIC -63.5 -75.6 -79.6 -83.6 -87.2 -75.7

Table 5: Pearson Correlation Scores between factuality scores and uncertainty scores for LUQ’s variations on
FACTSCORE-BIO dataset.

objective criteria for a good answer. ASQA (Stel-
makh et al., 2022) questions are inherent ambigu-
ous, making it unsuitable for proving the efficiency
of an UQ method.

B.2 Human Evaluation on FACTSCORE

We also engaged human annotators to assess the
factuality of the generated passages. Although
Min et al. (2023) conducted comprehensive ex-
periments to demonstrate the effectiveness of the
FACTSCORE framework, we perform a sanity
check by directly correlating the annotated passage
factuality with uncertainty scores. We recruited
three students with Master’s degrees in Computer
Science from our university to conduct the human
annotations. We ensured the annotators were not
involved in our project and had not discussed it.
We used Fleiss’ Kappa to measure inter-annotator
agreement, achieving a score of 0.793, indicating
substantial agreement (close to the “almost per-
fect" standard of 0.8-1.0) according to Landis and
Koch (1977). Annotators are compensated above
the local minimum hourly wage standard. The in-
structions provided to the annotators are listed in
Figure 6.

We randomly selected 50 passages from the re-
sponses generated by the Yi-34B-Chat model. We
observed a Pearson correlation coefficient of 0.88
between the FACTSCORE factuality score and the
human-annotated factuality score. This finding
aligns with the results reported by Min et al. (2023),
demonstrating that FACTSCORE is a reliable tool
in our experiments. Table 7 compares the results
of different UQ methods with those obtained using
FACTSCORE and human annotation.

C FACTSCORE-DIS

To demonstrate the generalization of our proposed
LUQ model across various domains, we create a
new dataset adopting the methodology used to con-
struct the original FACTSCORE dataset for the dis-
ease entities. To differentiate, we refer the original
dataset as FACTSCORE-BIO and the new dataset

as FACTSCORE-DIS. The detailed information of
FACTSCORE-DIS dataset is as follows:

Data Collection Following FACTSCORE-Bio,
we use Wikipedia as our main knowledge source.
We first select all the diseases names using the fol-
lowing SPARQL codes calling the wiki API. We
then removed those diseases with empty Wikipedia
pages.

Following FACTSCORE-BIO, we utilized
Wikipedia as our primary knowledge source. Ini-
tially, we extracted all disease names using the
following SPARQL queries to call the Wikidata
API. Subsequently, we removed those diseases with
empty Wikipedia pages.
SELECT ?item ?itemLabel WHERE {

?item wdt:P31 wd:Q112193867. # is an
instance of class of diseases

SERVICE wikibase:label { bd:
serviceParam wikibase:language "[
AUTO_LANGUAGE],en". }

}

Frequency For each entity retrieved, we adhere
to the methodology described by Min et al. (2023)
to assign a frequency label ranging from “Very
Rare" to “Very Frequent" based on an entity’s
pageviews. It’s crucial to acknowledge that in the
context of diseases, the number of diagnosed cases
is commonly used as a metric. However, we opted
not to use this metric because our goal is to simulate
the distribution of these diseases within the train-
ing corpus of LLMs. Relying solely on diagnosed
case numbers may underrepresent the prominence
of a disease within the corpus. Diseases like Amy-
otrophic Lateral Sclerosis (ALS), despite their low
incidence rate in the population, attract significant
global interest and impact. As a result, LLMs may
demonstrate extensive knowledge about such dis-
eases, reflecting their visibility in the data on which
they are trained, rather than their actual morbidity
rates.

After determining the frequencies, we sampled
36 disease entities for each category, amassing a
total of 180 data points. Subsequently, we con-
ducted a human evaluation to validate the selected
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Human Annotation Guidelines

Your task is to evaluate the veracity of each sentence in the provided passage. It is crucial to carefully assess each
statement for accuracy and relevance to the main topic.
Steps to Follow:

1. Read the Passage Thoroughly: Begin by reading the entire passage to grasp the overall context and the main
topic.

2. Check Each Sentence: Examine each sentence individually for accuracy and completeness. Determine if the
information is factual and supported by reliable sources, and whether the sentence presents a partial truth or is
fully accurate.

3. Scoring: Assign each sentence a score based on its accuracy, using a specified range (e.g., 1 to 3). Scores should
reflect:

• The sentence is entirely accurate and provides a complete picture. [Highest Score: 3]
• The sentence is partially correct but may lack context or omit important details. [Mid-Range Score: 2]
• The sentence is largely inaccurate or misleading. [Lowest Score: 1]

4. Relevance: Flag any sentence that does not contribute to or is off-topic as Not Relevant.

Guidelines:

• Use reliable sources (e.g. Wikipedia) to verify factual information, maintaining an impartial stance throughout.

• Keep the passage and your assessments confidential.

Table 6: Human Annotation Guidelines

Methods
FactScore Human

PCC SCC PCC SCC

LexSimilarity -67.3 -66.4 -65.6 -64.0

Eccentricity -26.3 -25.5 -22.6 -25.1

NumSemSets -26.4 -26.9 -24.3 -23.5

EigValLaplacian -45.8 -43.9 -43.4 -42.7

DegMat -38.9 -39.7 -36.8 -31.6

SelfCheckNLI -68.5 -67.3 -66.1 -69.2

LUQ -72.7 -71.4 -69.0 -68.3

Table 7: Pearson and Spearman correlation coefficients
(expressed as percentages) between different factuality
scores and various UQ methods on the FactScore-Bio
dataset using Yi-34B-Chat.

data points, replacing any that were deemed unsuit-
able with diseases that were more clearly defined
and well-documented. Several examples from the
dataset are showcased in Table 8.

D Experiment Setup

For GPT-4 and GPT-3.5, we use
the OpenAI API, with specific ver-
sion gpt-4-turbo-0125-preview and
gpt-3.5-turbo-0613. For Gemini 1.0 Pro,
we call the API for developers. For Yi-34B-Chat,
Tulu-2-70B (tulu-2-dpo-70b), and Vicuna-33B
(vicuna-33b-v1.3), we use them off-the-shelf
and only for inference. The temperature is set
to 0.7. We run our uncertainty measurement
experiments on A100-SXM-80GB GPUs. For our
experiments, we use the following prompt:

Tell me a short bio of the person <entity>.
Begin with their birth, significant life events,
achievements, and contributions. Include
their education, career milestones, any no-
table awards or recognitions received, and
their impact on their field or society. En-
sure the biography is concise, factual, and
engaging, covering key aspects of their life
and work.

From the esitimation of Min et al. (2023), run-
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Frequency Wikidata ID Disease Name

Very Freq
Q8071861 Zika fever
Q12199 HIV/AIDS
Q12152 myocardial infarction
Q12206 diabetes
Q12204 tuberculosis

Freq
Q154874 yellow fever
Q188638 mood disorder
Q159701 glaucoma
Q1138580 Ewing sarcoma
Q209369 Hodgkin lymphoma

Medium
Q5134736 cloacal exstrophy
Q247978 anisometropia
Q2373361 tree nut allergy
Q778731 pyuria
Q7900433 urethral syndrome

Rare
Q220322 agnosia
Q2735907 cutis laxa
Q500695 retinoblastoma
Q627625 histoplasmosis
Q1347729 Epstein syndrome

Very Rare
Q21505502 spina bifida
Q1862031 pinguecula
Q1361850 patulous eustachian tube
Q4667534 leiomyoma
Q595010 hypertrichosis

Table 8: Frequency Categories of Diseases

ning FACTSCORE costs about $1 of the API cost
per 100 sentences. For instance, for 100 genera-
tions, each with 5 sentences on average, it costs $5
in total.

E Baselines

We mainly use the library LM-Polygraph (Fadeeva
et al., 2023) for the UQ methods. Here we provide
a brief introduction for each method:
LexicalSimilarity (Fomicheva et al., 2020): it com-
putes the similarity between two phrases using met-
rics like ROUGE scores and BLEU. For our exper-
iment, we utilize BERTScore (Zhang et al., 2020)
to enhance performance, computing the average
similarity score with other answers.
NumSemSets (Lin et al., 2023): it clusters seman-
tically equivalent answers into the same sets. Ini-
tially, the number of semantic sets equals the total
number of generated answers. Then it sequentially
examines responses, making pairwise comparisons
between them, and combines different answers.
One of the limitation of this method is that the
uncertainty score UNumSemSets can only take inte-

ger values. EigValLaplacian is therefore designed
to overcome this problem.
EigValLaplacian (Lin et al., 2023): For a similar-
ity matrix S, it calculates the Normalized Graph
Laplacian of S using L = I −D− 1

2SD− 1
2 , where

D is a diagonal matrix and Dii =
∑m

j=1 Sij

(m is the number of responses). Consequently,
the uncertainty score is defined as UEigV =∑m

k=1max (0, 1− λk). This value is a continu-
ous analogue of UNumSemSets. In extreme case if
adjacency matrix S is binary these two measures
will coincide.
DegMat (Lin et al., 2023): it is based on the idea
that the total uncertainty of the answers might be
measured as a corrected trace of the diagonal ma-
trix D. This is because elements on the diagonal of
matrix D are sums of similarities between the given
answer and other answers. We thus define uncer-
tainty estimate UDeg (x) = trace(m−D)/m2 .
Eccentricity (Lin et al., 2023): A drawback of pre-
viously considered methods is the limited knowl-
edge of the actual embedding space for the dif-
ferent answers since we only have measures of
their similarities. The graph Laplacian, however,
can provide us with coordinates for the responses.
Denote u1, . . . ,uk ∈ Rm as the eigenvectors
of L that correspond to k smallest eigenvalues.
We can efficiently construct an informative em-
bedding vj = [u1,j , . . . ,uk,j ] for an answer yj .
Then it uses the average distance from center as
the uncertainty measure, defined as : UEcc =∥∥[ṽT

1 , . . . , ṽ
T
m

]∥∥
2
, where ṽj = vj − 1

m

∑m
ℓ=1 vℓ.

SelfCheckNLI (Manakul et al., 2023): As de-
fined in Section 2, SelfCheckNLI primarily func-
tions as a confidence measurement tool, calculating
the similarity exclusively between the primary re-
sponse ra and the other generated samples. Distinc-
tively, it evaluates P(contradict | s, r′) and focuses
solely on C(x, ra).

F Response Statistics

Average Response Length. In our study, we de-
fine “long text” as the model’s output consisting
of at least 100 words. For our experiments, the
texts are even longer, averaging more than 200
words. The average word count is calculated and
shown in the following table. In contrast, com-
monly used datasets for existing UQ methods have
much shorter texts, with an average of 1.95 words
for Trivia QA dataset and 3.37 words for Natural
Questions dataset.
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Model Avg. Word Count per Response

GPT-4-0125 264
GPT-3.5-turbo-0613 239
Gemini Pro 1.0 223
Yi-34B-Chat 307
Tulu-2-70B 267
Vicuna-33B 206

Table 9: The average response length for each LLM.

Number of Facts in a Response Figure 4 shows
the average atomic facts provided by various AI
models for the FACTSCORE dataset. GPT-4 has the
highest average number of atomic facts at 52.24,
indicating it provides the most detailed factual re-
sponses. Tulu-2-70B follows with an average of
52.17, nearly matching GPT-4 in factual details.
GPT-3.5 has an AF of 50.67, showing it also deliv-
ers a high level of factual details in its responses.
Yi-34B-Chat and Gemini 1.0 Pro have compara-
tively lower averages, at 45.80 and 42.72 respec-
tively. Vicuna-33B has the lowest AF at 36.20,
indicating it offers the least amount of factual in-
formation in its responses. Generally, these models
provide similar number of atomic facts in their re-
sponses.
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Figure 4: Average number of atomic Facts (AF) in a
response for each model.

G LUQ-ENSEMBLE

In this section, we discuss more about the nov-
elty, motivation, and effectiveness of our LUQ-
ENSEMBLE method.

The Motivation of LUQ-ENSEMBLE. After get-
ting multiple answers from different LLMs, the
challenge is now to choose which one as the final
output. Traditional aggregation methods like ma-
jority vote and weighted vote are ineffective for

long text generation because finding the majority
answer is difficult when all the responses are some-
what different, and methods like boosting or bag-
ging require additional training. Our uncertainty
measure thus serves as an effective indicator for
model ensembling.

The Effectiveness of LUQ-ENSEMBLE. Mean-
while, it is not guaranteed that ensembling will
lead to better performance. It is true that the un-
certainty scores will by definition decrease (as we
select the model with the least uncertainty as the fi-
nal response), but the factuality score may not. The
effectiveness of LUQ-ENSEMBLE largely relies on
the reliability of the UQ method.

Table 10 compares the effectiveness of using
LUQ as the ensemble indicator with other meth-
ods. The results show that ensembling does not
inherently improve performance. With a poor UQ
method (such as Ecc), the ensemble factuality score
can be lower than that of its highest component
(47.2 vs 43.3). In contrast, using LUQ as the indi-
cator for ensembling yields the best overall perfor-
mance.

PFS PUS
Individual Results
Tulu-2-70B 47.2 55.8
Gemini 1.0 Pro 42.7 62.2
Vicuna-33B 42.5 58.1
Different Ensemble Methods
ECC-ENSEMBLE 43.4 35.5
LEXSIM-ENSEMBLE 47.6 39.8
SELFCHECK-ENSEMBLE 49.3 46.7
LUQ-ENSEMBLE 52.8 45.8

Table 10: Penalised factuality score (PFS) and Penalised
uncertainty score (PUS) for individual models and en-
sembles with different UQ methods.

H Selective QA Strategy

When implementing a selective answering strategy
in practical applications, it is essential for practi-
tioners to tailor the uncertainty thresholds to the
specific models and tasks at hand. In our exper-
iment, as shown in Table 2, we find that GPT-4
tends to refuse to answer around 15% of the ques-
tions. To simulate a GPT-4-like answering strategy,
for each model, we set different thresholds to en-
sure they refuse to answer between 0 and 15% of
the questions. Our experiments indicate that dif-
ferent LLMs may have varying average absolute
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uncertainty values, making a universal uncertainty
threshold unsuitable for all models. Additionally,
the inherent nature of the tasks may influence prac-
titioners’ decisions to make the model more conser-
vative or more willing to attempt answering users’
questions.

We advise practitioners to implement selective
QA strategies using the following practical steps:

• Collect a representative set of questions/-
queries that closely mimic real-world usage
scenarios.

• Obtain responses from the LLMs for these
questions and apply UQ methods (e.g., LUQ)
to get uncertainty scores.

• Establish thresholds tailored to the specific
task and the practitioners’ goals, selecting
either cautious (lower threshold) or lenient
(higher threshold) settings as needed.

• Develop clear strategies for handling high
uncertainty, such as refusing to answer, re-
questing clarification, or using alternative ap-
proaches.

I Ablation Study

Temperature As the diversity of content gen-
erated by LLMs may be influenced by the tem-
perature setting, we adjust the temperature to test
the robustness of our methods. Due to limitations
in computational resources and API budget con-
straints, we selected GPT-3.5, Yi-34B-Chat, and
Vicuna-33B for our experiments (refer to Figure
5). Our findings indicate that a lower temperature
leads to a weaker correlation score, likely because
the generated responses are more uniform, pro-
viding limited information for the self-consistency
test. As the temperature increases, we observe a
strengthening in correlation. However, beyond a
certain point, further increases in temperature lead
to diminishing improvements and can even result
in a weaker correlation. We hypothesize that exces-
sively diverse responses may complicate the NLI
process, as a greater number of sentences fail to be
supported by other samples.

Number of Samples Previous research on short
answer generation (Kuhn et al., 2023; Lin et al.,
2023) has demonstrated that an increase in the
number of samples correlates with enhanced per-
formance. We investigate whether it also applies
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Figure 5: The effect of different temperatures (upper)
and the number of samples (lower) on the PCC with
LUQ.

to long-text generation and find that with more
samples, LUQ shows better performance and PCC
scores, which corroborates with previous observa-
tions in short-text generation, as depicted in Fig-
ure5. Providing a greater number of samples en-
ables the NLI process to predict sentence factuality
with higher accuracy. However, a notable drawback
of increasing the sample size is the associated rise
in computational costs.
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J Case Study

In this section, we present two case studies illustrating the performance of LUQ. For simplicity, we only
show three samples for each question using Yi-34B-Chat. In both cases, the baseline UQ methods indicate
low uncertainty. However, the first case is with higher factuality, while the second case includes many
non-factual information. Unlike baseline UQ methods that can only calculate similarity at the passage
level, our method captures more nuanced differences.

In the first case study, LUQ demonstrates lower uncertainty. As shown in Figure 6, we use green to
represent sentences that can be cross-validated by other samples. It is evident that most sentences are
consistent across different samples, thus leading to lower uncertainty.

In the second case study, we showcase an example with higher LUQ uncertainty. In Figure 7, red is
used to indicate contradictory information. It is apparent that the samples are not consistent with each
other. The samples even state different nationalities of Jonathan Haagensen.

Chadwick Boseman was an American actor, playwright, and screenwriter who rose to prominence for his portrayal of historical figures, most 
notably as T'Challa in the Marvel Cinematic Universe films "Black Panther," "Captain America: Civil War," "Avengers: Infinity War," and 
"Avengers: Endgame.” Boseman was born on November 29, 1976, in Anderson, South Carolina. He graduated from Howard University and 
began his acting career in theater, appearing in various stage productions. His first major film role was as baseball player Jackie Robinson in 
the biopic "42" (2013). He went on to play other notable figures, such as James Brown in "Get on Up" (2014) and Thurgood Marshall in 
"Marshall" (2017). Boseman's portrayal of T'Challa, the Black Panther, in the Marvel Cinematic Universe, beginning with "Captain America: 
Civil War" in 2016, brought him widespread recognition and critical acclaim. "Black Panther," which was released in 2018, was a cultural 
phenomenon, breaking box office records and earning him a NAACP Image Award and a Screen Actors Guild Award for his performance. 
Off-screen, Boseman was known for his philanthropy and commitment to education, often visiting schools and speaking about the 
importance of representation in media. He was also an advocate for cancer awareness, having battled colon cancer for several years, which he 
kept private. Sadly, Chadwick Boseman passed away on August 28, 2020, at the age of 43, due to complications from colon cancer. His 
death was a great loss to the entertainment industry and his fans around the world. His legacy lives on through his powerful performances 
and the impact he had on diversity and representation in film.

Chadwick Boseman was an American actor, playwright, and screenwriter who rose to prominence for his portrayals of real-life historical 
figures, most notably Jackie Robinson in "42" (2013) and James Brown in "Get on Up" (2014). He was born on November 29, 1977, in 
Anderson, South Carolina. Boseman graduated from Howard University with a degree in Fine Arts in 2000. After a few years of performing 
in theater and making appearances in television series, he landed his breakthrough role as Jackie Robinson in "42," which earned him critical 
acclaim. He followed this with a star-turning performance as James Brown in "Get on Up," further establishing himself as a talent to watch. 
Boseman's career reached new heights when he was cast as T'Challa, the Black Panther, in the Marvel Cinematic Universe, beginning with 
"Captain America: Civil War" (2016). The role catapulted him to international stardom, and he reprised the character in "Black Panther" 
(2018), which he also executive produced. "Black Panther" was a cultural phenomenon, breaking box office records and becoming the first 
superhero film to be nominated for the Academy Award for Best Picture. He was also an advocate for education and often spoke about the 
importance of literacy and education in his interviews. Sadly, Boseman passed away on August 28, 2020, at the age of 43, following a private 
four-year battle with colon cancer. His death sent shockwaves through the entertainment industry and beyond, with tributes pouring in from 
all over the world. His legacy as an artist and a role model continues to inspire, and his impact on cinema and culture is profound.

Chadwick Boseman was an American actor, playwright, and filmmaker, best known for his groundbreaking role as T'Challa in the Marvel 
Cinematic Universe film "Black Panther." Born on November 29, 1977, in Anderson, South Carolina, Boseman graduated from Howard 
University and began his acting career in theater, appearing in various stage productions. Boseman's breakthrough came with his portrayal of 
legendary baseball player Jackie Robinson in the 2013 film "42." He went on to play other notable figures, such as James Brown in "Get on 
Up" (2014) and Thurgood Marshall in "Marshall" (2017). However, it was his role as the Black Panther that catapulted him to international 
fame. As T'Challa, Boseman became an inspiration to many, representing a powerful and complex superhero who was also the king of the 
fictional African nation of Wakanda. "Black Panther" was not only a critical and commercial success but also a cultural phenomenon, 
breaking barriers and inspiring a new generation of superhero fans. Sadly, Boseman passed away on August 28, 2020, at the age of 43, after a 
private four-year battle with colon cancer. His death was a shock to the world, and his legacy as an artist and a role model continues to be 
celebrated and honored. Chadwick Boseman's life and work have left an indelible mark on the entertainment industry and society at large.

Tell me a bio of Chadwick Boseman .

Figure 6: Example with low uncertainty by LUQ. Sentences that can be cross-validated by other samples are shown
in green.
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Jonathan Haagensen is a Brazilian actor, model, and television personality. He was born on January 28, 1983, in Rio de Janeiro, Brazil. 
Haagensen began his career as a model, working for various fashion brands and appearing in campaigns for companies such as Calvin Klein 
and Versace. He transitioned into acting, making his debut in the Brazilian television series "Malhação" in 2003. Haagensen gained 
widespread recognition for his role in the telenovela "Páginas da Vida" (2006), where he portrayed the character of Henrique. This role 
earned him a nomination for the Best Actor award at the 2007 International Emmy Awards. Haagensen has since appeared in several other 
Brazilian telenovelas, including "Caminho das Índias" (2009), "A Favorita" (2011), and "Amor à Vida" (2013). He has also ventured into 
film, with roles in movies like "O Cheiro do Ralo" (2006) and "As Cariocas" (2010). Apart from his acting career, Haagensen has also hosted 
various television shows and events. He is known for his good looks and has been considered one of the most handsome Brazilian actors. 
Haagensen continues to work in the entertainment industry, both in Brazil and internationally.

Jonathan Haagensen is a Danish actor, model, and singer who was born on October 27, 1979, in Copenhagen, Denmark. He is best known for 
his role as Marcus Brostrup in the Danish television series "Borgen," which aired from 2010 to 2013. Haagensen began his career as a model, 
working for various fashion brands and appearing in magazines. He later transitioned into acting, landing his breakthrough role in "Borgen," 
where he played the role of the Prime Minister's press secretary. His performance in the series was well-received, and it helped to establish 
him as a prominent figure in the Danish entertainment industry. Aside from "Borgen," Haagensen has appeared in several other Danish 
television shows and films. He has also ventured into music, releasing his debut album in 2014. In addition to his work in entertainment, 
Haagensen is also involved in various philanthropic activities. He has supported organizations that work towards environmental conservation 
and has been an ambassador for causes related to children's rights and education. Jonathan Haagensen continues to act, model, and pursue his 
musical career while maintaining a low profile personal life.

Jonathan Haagensen is a Brazilian actor, model, and television host. He was born on June 25, 1974, in Rio de Janeiro, Brazil. Haagensen 
began his career as a model and quickly gained popularity in the fashion industry, working for various international brands and gracing the 
covers of several magazines. In addition to his modeling career, Haagensen ventured into acting, making his debut in the telenovela "Coração 
de Estudante" in 2002. He has since appeared in several Brazilian television series and films, establishing himself as a prominent figure in the 
country's entertainment industry. Haagensen is also known for his work as a television host. He has hosted various shows, including the 
Brazilian version of the reality show "Big Brother.” Throughout his career, Haagensen has been recognized with several awards and 
nominations for his performances in television and film. He continues to be an influential figure in Brazilian media, known for his talent and 
good looks.

Tell me a bio of Jonathan Haagensen.

Figure 7: Example with high uncertainty by LUQ. Contradictory information is highlighted in red.

19
5262


