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Abstract

Rotary Position Embedding (RoPE) is an effi-
cient position encoding approach and is widely
utilized in numerous large language models
(LLMs). Recently, a lot of methods have been
put forward to further expand the context win-
dow based on RoPE. The core concept of those
methods is to predefine or search for a set of
factors to rescale the base frequencies of RoPE.
Nevertheless, it is quite a challenge for exist-
ing methods to predefine an optimal factor due
to the exponential search space. In view of
this, we introduce PSC (Phase Shift Calibra-
tion), a small module for calibrating the fre-
quencies predefined by existing methods. With
the employment of PSC, we demonstrate that
many existing methods can be further enhanced,
like PI, YaRN, and LongRoPE. We conducted
extensive experiments across multiple models
and tasks. The results demonstrate that (1)
when PSC is enabled, the comparative reduc-
tions in perplexity increase as the context win-
dow size is varied from 16k, to 32k, and up
to 64k. (2) Our approach is broadly applica-
ble and exhibits robustness across a variety of
models and tasks. The code can be found at
https://github.com/WNQzhu/PSC.

1 Introduction

Large-scale language models (LLMs) have shown
impressive results across a variety of natural lan-
guage processing (NLP) applications. For instance,
OpenAI has shown that GPT-4 (OpenAI, 2023) can
perform at a level comparable to humans in a range
of professional tasks. Additionally, open-source
models such as LLaMA2 (Touvron et al., 2023b)
and Mistral (Jiang et al., 2023) have made signifi-
cant contributions to the advancement and practical
application of LLMs in both research and indus-
try. However, one significant challenge that LLMs
face is handling tasks that require processing long
context, such as responding to questions based on
multiple documents and summarizing lengthy texts

such as books. In these scenarios, the perplexity
of the responses can increase substantially, leading
to a notable decrease in the performance of LLMs.
Therefore, equipping LLMs with long-range ability
has become a critical and pressing issue for both
academic and commercial sectors.

An intuitive method is to fine-tune a pre-trained
Transformer with a longer context length. Nev-
ertheless, there are two limitations: first, models
trained in this manner adapt to long context lengths
very slowly (Chen et al., 2023b); second, fine-
tuning updates all model parameters is memory-
inefficient which prevents the model from adapting
to a large context length (Chen et al., 2023c).

Optimizing position encodings is another ma-
jor direction for extending the context window of
LLMs (Jin et al., 2024). The original Transformer
(Vaswani et al., 2017) that serves as the core com-
ponent of LLMs uses sinusoidal functions of vari-
ous frequencies to enhance the model’s extrapolate
capability. It could be regarded as an absolute po-
sition encoding mechanism. Since then, relative
positional encoding techniques such as RoPE (Su
et al., 2021) and ALiBi (Press et al., 2022) have
further increased the length extrapolation of Trans-
formers. Despite the effectiveness, many existing
pre-trained LLMs that use these positional encod-
ing methods exhibit weak extrapolation capabilities.
For example, LLaMA (Touvron et al., 2023a) with
2048 predefined context size explodes perplexity
metric when the input texts length is larger than
4096 (Chen et al., 2023b).

Recently, new positional encoding schemes have
been proposed to overcome such limitations. (Chen
et al., 2023b) and (kaiokendev, 2023) show that
the effective context size could be extended by
modifying RoPE via Position Interpolation, which
has a much smaller upper bound than the extrap-
olated method and is more stable (Chen et al.,
2023b). Neural Tangent Kernel (NTK) theory
shows that it’s difficult for multilayer perceptron
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(MLP) to learn high-frequency information in a
low-dimensional domain. Therefore, NTK-based
methods take the high-frequency information into
account (block97, 2023b,a; emozilla, 2023). Fur-
thermore, YaRN hypothesizes that previous meth-
ods lead to a closer embedding distribution and
remedy the issue by using different interpolating
schemes at different frequencies (Peng et al., 2023).
The shared characteristic of previous methods is
that they utilize predefined frequency rescale fac-
tors. Some algorithms leverage optimal methods to
estimate optimal frequencies directly, such as Lon-
gRoPE (Ding et al., 2024) and CLEX (Chen et al.,
2023a). However, due to the exponential search
space complexity, it is challenging for those meth-
ods to estimate an optimal frequency; they also
need heavy searching cost, for instance, it costs
LongRoPE nearly 3 days to search an optimal fre-
quency for a 256k context window using an A100
GPU.

While existing techniques for encoding posi-
tional information are adept at handling long-range
dependencies, they often depend on fixed patterns
or necessitate extensive searches within large pa-
rameter spaces. As a result, adapter-based ap-
proaches such as LoRA (Hu et al., 2022) have been
utilized to further enhance performance. Nonethe-
less, these methods still face limitations, primarily
due to the low rank of the adapter weights (Bi-
derman et al., 2024) and the inherently high-rank
nature of long-context tasks.

In this work, we introduce Phase Shift Calibra-
tion to assist position encoding methods to improve
their long-range capabilities. The main idea is that
we propose a module to calibrate the predefined
frequency to approximate the optimal frequency.
To this end, we first present that there is a rotary
transformation between the actual frequencies and
the optimal frequencies. The transformation can
be represented as a block diagonal matrix. It is
full-rank if the predefined frequencies are far from
the optimal ones. Hence, it is challenging for low-
rank adapter methods such as LoRA to learn the
transformation. To remedy this issue, we introduce
a calibration module into the base model, which
approximates the rotary transformation matrix and
helps calibrate the predefined frequencies to the
ideal position. We conduct extensive experiments
across different LLMs, position encoding schemes,
and various long-context tasks. The results demon-
strate the effectiveness of our methods.

2 Preliminaries and Related Work

Rotary Position Embedding (RoPE). Trans-
former models leverage positional information to
exploit the order of tokens within texts. In our
research, we concentrate on Rotary Position Em-
bedding (RoPE) (Su et al., 2021) and its deriva-
tives. RoPE acts as the positional encoding tech-
nique used across various Large Language Mod-
els (LLMs), such as the LLaMA (Touvron et al.,
2023a) and the Mistral model (Jiang et al., 2023).
Given a sequence of N word embeddings {xi}Ni=1,
where xi is a d-dimensional vector and d is the di-
mension of the embedding. RoPE applies a rotary
transformation to each query/key embedding in a
pairwise manner. Take d = 2 for example, RoPE
converts each vector into the query vector and key
vector via a transformation in a complex space:

qm = fq(xm,m) = (Wqxm)eimθ (1)

kn = fk(xn, n) = (Wkxn)e
inθ (2)

where m,n are the position index, i .
=

√
−1 is the

imaginary unit. After rotary transformation, the
attention scores are calculated as

softmax
(
qT
mkn√
d

)
(3)

The rotary transformation introduces an m−n term
in the attention score:

qT
mkn = Re⟨fq(xm,m), fk(xn, n)⟩

= (Wqxm)T
(

c1 −c2
c2 c1

)
Wkxn

.
= g(xm,xn,m− n), (4)

where

c1 = cos(m− n)θ, c2 = sin(m− n)θ.

Hence, RoPE possesses the capability of encoding
relative positional information via absolute posi-
tional encoding. For a general form where d ≥ 2,
RoPE divides the d-dimensional space into d/2 2D
complex sub-spaces:

(xm)1, (xm)2, · · · , (xm)d 7→
(xm)1 + i(xm)2, · · · , (xm)d−1 + i(xm)d (5)

In matrix form, the rotary-transformed query and
key can be expressed as:

fq = Rd
Θ,mWqxm (6)
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Figure 1: Phase shift leads to the sin / cos values devi-
ating from their optimal positions. The θ∗ is assumed
to be an optimal frequency.

fk = Rd
Θ,nWkxn (7)

where

Rd
Θ,m =




Bm,1 0 0 0
0 Bm,2 0 0
0 0 · · · 0
0 0 0 Bm,d/2


 ,

Bm,i =

(
cosmθi − sinmθi
cosmθi sinmθi

)

and Θ = {θi = b−2(i−1)/d, i ∈ [1, 2, · · · , d/2]} is
the predefined frequencies. In many models, b is
set to 104.

RoPE Extensions. Various RoPE-like positional
encoding schemes have been proposed to enhance
the capabilities of long-range dependencies. We
can unify them into the following general form:

fq := fq(xm,m, h(θi)) (8)

Position Interpolation (Chen et al., 2023b) origi-
nally proposed to interpolate the position index m
by modifing it into L

L′m, where L is the predefined
context size and L′ is the new context window be-
yond the pre-trained limit. Hence, hPI(θi) =

L
L′ θi.

The NTK-aware scheme modifies RoPE by taking
into account the loss of high-frequency components
through the utilization of the following formula-

tion: hNTK(θi) =
(
b · s d

d−2

)−2i/d
, where s is the

scaling factor. YaRN (Peng et al., 2023) employs
extrapolations in the high-frequency domain, in-
terpolations in the low-frequency domain, and a
blend of both in the intermediate frequencies. The
frequency function hYaRN(θi) = (1 − γ) θis + γθi,
where γ is the blend factor. LongRoPE (Ding et al.,
2024) utilizes evoluation-based search to estimate
optimal scale factors so, and the actual frequencies
are scaled to hLongRoPE(θi) =

θi
so

.

Low-rank Adaption. LoRA (Hu et al., 2022)
posits that the weight adjustments in pre-trained
models are characterized by a low intrinsic rank
during adaptation. Given a pre-trained weight ma-
trix W ∈ Rd×k, it is updated with a low-rank
decomposition W + ∆W = W + BA, where
B ∈ Rd×r, A ∈ Rr×k, and r ≪ min(d, k). Dur-
ing training, W remains fixed, while A and B are
trainable.

3 Methodology

3.1 Phase Shift

Let θ∗ denote the optimal frequency for long con-
text extension of a large language model, θ̂ the
frequency predefined or estimated by some algo-
rithms, such as PI or LongRoPE. It is challenging
to predefine a frequency θ̂ that is exactly equal to
θ∗ due to the exponential search space. The sub-
optimal frequencies cause the sin / cos values to
move out of the ideal position, as shown in Figure
1. As a result, there exists a rotary transformation
between the ideal position encoded embeddings
and the actual embeddings:

f∗
q (xm,m) = (Wqxm)eimθ∗

= (Wqxm)eimθ∗+imθ̂−imθ̂

= f̂q(xm,m)eim(θ∗−θ̂), (9)

f∗
k (xn, n) = f̂k(xn, n)e

in(θ∗−θ̂), (10)

where f∗
q (xm,m) and f∗

k (xn, n) are the ideal
query and key with the optimal frequencies;
f̂q(xm,m) and f̂k(xn, n) are the actual query and
key with predefined frequenices.

In general form, the position-encoded query and
key can be expressed as:

f∗
q (xm,m) = R̃d

Θ∗−Θ̂,m
Rd

Θ̂,m
Wqxm

= R̃d
Θ∗−Θ̂,m

f̂q(xm,m), (11)

f∗
k (xn, n) = R̃d

Θ∗−Θ̂,n
f̂q(xn, n), (12)

where R̃d
Θ∗−Θ̂,n

is a block diagonal matrix with
each block as

[
cosn(θ∗i − θ̂i) − sinn(θ∗i − θ̂i)

sinn(θ∗i − θ̂i) cosn(θ∗i − θ̂i)

]
,

Θ∗ denotes the optimal frequency set {θ∗i }, Θ̂ de-
notes actual frequency set {θ̂i}, and i ∈ [0, d/2].
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Figure 2: The embeddings are calibrated to an ideal position, and then existing position encode methods are adopted.

Let W̃ = Rd
Θ̂,m

Wq and I denote the identity ma-

trix, then f∗
q = R̃W̃ = W̃ + (R̃ − I)W̃. When

low-rank adapter methods such as LoRA are em-
ployed to finetune the model, we need to utilize
two low-rank matrices A and B to approximate
the additional matrix. Specifically, BALoRA →
(R̃− I)W̃.

Approximating the matrix becomes difficult if
the pre-established frequencies are not ideal. For
instance, if none of the pre-established frequen-
cies are optimal, then R̃− I becomes a matrix of
full rank since it is a block diagonal matrix with
all non-zero elements, while BA remains a low-
rank matrix. The accuracy of the LoRA weight
approximation may be compromised due to this
discrepancy in rank. Moreover, even if only a sin-
gle frequency is suboptimal, the rank of R̃−I does
not become a small number. Taking LLaMA-2 as
an example, each layer of LLaMA-2 contains 32
attention heads. If there is only one suboptimal
frequency, the rank of R̃ − I could reach 32. In
contrast, the LoRA method typically utilizes a low-
rank matrix with a rank that does not exceed 16 in
practical applications.

Beyond the matter of rank inconsistency, the
diversity in the distribution of frequencies, initial
phases, and the norms of the embeddings leads
to a sophisticated mapping among attention lay-
ers, thereby increasing the complexity of the fine-
tuning procedure.

3.2 Phase Shift Calibration (PSC)

Drawing inspiration from the ResNet (He et al.,
2016) in the field of computer vision, we pro-
pose a phase shift calibration module to tackle
this issue. Figure 2 demonstrates the key com-
ponents of our approach. We posit that the em-

bedding can be divided into two components: one
is the base embedding, which LoRA can effec-
tively learn; and the other is shift embedding, which
should be acquired separately. This shift embed-
ding arises from the phase shift discussed in the
preceding section. To be specific, f∗

q (xm,m) ≃
f̂q (P(xm)⊙ xm + xm,m), where P presents a
two-layer Multilayer Perceptron (MLP) composed
of a learnable block diagonal matrix and ⊙ is the
element-wise production.

In practice, since the frequencies of RoPE are
organized block-wise instead of pair-wise (Wolf
et al., 2020), we hence design a head-wise block
diagonal matrix. More specifically:

P(x) = σ2 (W2 (σ1 (W1x))) , (13)

where W1 and W2 are block diagonal matrices
with each block size Rdh×dh , and dh is the size
of single head dimension. For LLaMA and Mis-
tral model, dh = 128, our approach incorporates
only a small set of parameters (< 1%), therefore
it is parameter efficient. σ1 and σ2 are activation
functions, we set σ1 = SiLU and σ2 =

1
2Tanh.

There could be two forms of phase shift calibra-
tion according to its position: (1) pre-calibration
with the form f̂q(P(xm)⊙ xm + xm,m) applies
phase shift calibration before the position encod-
ing module; (2) post-calibration which form is(
P
(
f̂q(xm,m)

)
+ 1

)
⊙f̂q(xm,m) applies phase

shift calibration after the position encoding module.
In the experimental section, we will compare the
two forms, and the results show that the positioning
of the calibration mechanism affects performance
distinctly. Additionally, our approach is remark-
ably straightforward to implement. Algorithm 1
shows the Pytorch-like style of our method.
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Extention Context Evaluation Context Length
Method Window 2048 4096 6144 8192 10240 12288 14336 16384

- 4k 8.08 7.71 39.21 > 102 > 102 > 102 > 102 > 103

PI 16k 16.74 15.55 15.04 14.76 14.60 14.53 14.51 14.59
YaRN 16k 8.45 8.09 7.97 7.92 7.90 7.91 7.93 9.44
PIFT 16k 8.20 7.79 7.61 7.51 7.44 7.39 7.35 7.32
PIPSC

FT 16k 8.16 7.76 7.58 7.48 7.41 7.36 7.32 7.28
LongRoPEFT 16k 8.04 7.68 7.52 7.42 7.36 7.31 7.28 7.26
LongRoPEPSC

FT 16k 8.03 7.67 7.51 7.41 7.35 7.30 7.26 7.24
YaRNFT 16k 8.07 7.70 7.53 7.44 7.38 7.33 7.29 7.27
YaRNPSC

FT 16k 8.05 7.67 7.51 7.41 7.35 7.30 7.26 7.24

Table 1: Sliding window perplexity (S=256) of ten 96k PG19 documents over LLaMA-2 7B. The “-” means the
base LLaMA2 model. ♢FT means the extended model is fine-tuned with LoRA (r=8). ♢PSC

FT means the extended
model is fine-tuned with LoRA (r=8) and injected with the PSC module.

Extention Context Evaluation Context Length
Method Window 4096 8192 12288 16384 20480 24576 28672 32768

PIFT 32k 7.95 7.65 7.53 7.44 7.39 7.36 7.34 7.34
PIPSC

FT 32k 7.88 7.60 7.47 7.38 7.33 7.30 7.28 7.27
YaRNFT 32k 7.76 7.49 7.38 7.31 7.26 7.23 7.22 7.23
YaRNPSC

FT 32k 7.70 7.44 7.33 7.26 7.21 7.19 7.17 7.17

Table 2: Sliding window perplexity (S=256) of ten 96k PG19 documents over LLaMA-2 7B (32k).

Algorithm 1 Pseudocode of phase shift calibration
in Pytorch-like style.
# q, k, v: queries, keys, and values;
# Wq

1,W
q
2,W

k
1 ,W

k
2 : block diagonal matrices re-

shaped into shape (number heads/number key value
heads, head dim, head dim);
qt = silu (einsum(‘bnsd,ndr->bnsr’, q,Wq

1))
pq =

1
2 tanh (einsum(‘bnsr,nrd->bnsd’, qt,W

q
2))

kt = silu
(
einsum(‘bnsd,ndr->bnsr’, k,Wk

1)
)

pk = 1
2 tanh

(
einsum(‘bnsr,nrd->bnsd’, kt,Wk

2)
)

q, k = apply_rotary_pos_emb(q+pq∗q, k+pk∗k)
out = self_attn(q, k, v)

4 Experiments

We demonstrate that phase shift calibration success-
fully realizes the context window extension of large
language models by using RoPE extensions as its
position encoding schemes. Furthermore, our ap-
proach is compatible with a broad range of position
encoding techniques, including search-based meth-
ods (LongRoPE), position interpolation (PI), and
the combination of interpolation and extrapolation
techniques (YaRN).

4.1 Experimental Settings

Model. We conduct experiments on LLaMA-
2 and Mistral with various position encode ap-
proaches. In addition, we assess our approach
by utilizing several well-known publicly available
models, including Together.ai (Together.ai, 2023),
CodeLlama (Rozière et al., 2023), and LongLoRA
(Chen et al., 2023c).

Datasets. In order to comprehensively and metic-
ulously analyze our technique, we employ several
datasets to train and assess our context-extended
model. We initially carry out experiments by utiliz-
ing a small dataset sampled from the RedPajama
(Computer, 2023) dataset, and the length of each
text in the sampled dataset is greater than 4K. We
also utilize the PG19 (Rae et al., 2020) train split
dataset chunked into 64k segments for training.
While conducting the evaluation, we use the PG19
validation split and the Proof-pile (Azerbayev et al.,
2022) test split. Details are shown in the appendix.

4.2 Evaluation

Long-sequence Language Modeling. We make
a comparison of the long sequence language mod-
eling performance using the perplexity metric. The
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Extention Context Evaluation Context Length
Method Window 4096 8192 16384 24576 32768 40960 49152 57344 65536

PIFT 64k 8.18 7.87 7.65 7.57 7.53 7.52 7.51 7.49 7.48
PIPSC

FT 64k 8.09 7.79 7.57 7.49 7.46 7.44 7.43 7.41 7.39
YaRNFT 64k 7.85 7.59 7.41 7.34 7.32 7.32 7.30 7.29 7.32
YaRNPSC

FT 64k 7.75 7.49 7.31 7.25 7.23 7.22 7.21 7.19 7.19

Table 3: Sliding window perplexity (S=256) of ten 96k PG19 documents over LLaMA-2 7B (64k).

sliding window method from (Press et al., 2022)
with S=256 is adopted.

We initially present the evaluation results on the
LLaMA-2 model and its context window exten-
sions using various approaches in Table 1, Table
2, and Table 3. We extend LLaMA-2 with diverse
position encoding schemes such as PI, YaRN, and
LongRoPE. When fine-tuning, we employ LoRA
with a rank of 8. We can notice that the fine-tuned
models show lower perplexity than the non-fine-
tuned ones. Phase shift calibration can enhance all
the base position encoding schemes. It even boosts
the performance of the optimal-based method Lon-
gRoPE. The possible reason might be that the scale
factor search space is exponential, which makes it
difficult to search for an ideal frequency, and the
objective signal may be too sparse as only 5 PG19
texts are used to guide the search. More signifi-
cantly, by comparing Table 1, Table 2, and Table
3, we can notice that the advantage of applying
phase shift calibration becomes greater as the ex-
tended context window changes from 16k to 64k.
The reason perhaps is that as the context window
increases, the largest possible rescale factor also
increases. In other words, the frequency solution
spaces are enlarged, which makes it even more dif-
ficult to predefine an ideal frequency. With phase
shift calibration, the frequencies are pre-calibrated
to an ideal position.

We also incorporate the phase shift calibration
module into several well-known publicly available
models, like Together.ai, CodeLlama, and Lon-
gLoRA. We fine-tune the enhanced model using
the PG19 dataset and assess it on the Proof-pile
dataset. Table 4 presents the outcomes, and we
can note that phase shift calibration enhances Lon-
gLora and YaRN more prominently than it does for
Together and CodeLlama. This may be due to that
the Together and CodeLlama are pre-trained and
fine-tuned with full parameter updates, while the
remaining ones utilize the LoRA-like method.
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Figure 3: A comparison of passkey retrieval accuracy
for context-augmented Large Language Models (LLMs).
"Extend YaRN" indicates that the model incorporates
YaRN without undergoing fine-tuning. "FT" denotes
that the models have been fine-tuned using LoRA (r=8),
while "PSC" signifies that the models have been fine-
tuned with the phase shift calibration module activated.
(The graphs for LLaMA-2 7B (PI PSC) and LLaMA-2
(YaRN PSC) coincide as they exhibit the same results:
with 100% accuracy up to 34k.)

Passkey Retrieval. The passkey retrieval task
proposed by (Mohtashami and Jaggi, 2023) gauges
a model’s effective context window size. This task
aims to require a model to fetch a simple passkey
from a large set of useless tokens. In our assess-
ment, we conduct 10 iterations of the passkey re-
trieval task with the context window sizes ranging
from 2k to 36k. The random passkey is positioned
at a random location that is uniformly distributed
among the collection of the tokens. The prompt
template is presented in the appendix.

The comparison of retrieval accuracy with vari-
ous approaches is presented in Figure 3. We can no-
tice that the accuracy of the LLaMA-2 base model
drops instantly to 0 when the sequence length goes
beyond its pre-trained context window length. Al-
though extending the context window using YaRN
without fine-tuning can raise the accuracy beyond
the 4k pre-trained context size, the accuracy is
lower and the performance is less stable compared
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Model Model Extention Context Evaluation Context Length
Size Name Method Window 4096 8192 16384 32768 65536
7B Together PI 32k 2.47 2.31 2.19 2.11 > 102

7B TogetherPSC PI 32k 2.46 2.30 2.18 2.10 > 102

7B CodeLlama NTK 100k 2.57 2.38 2.25 2.16 2.15
7B CodeLlamaPSC NTK 100k 2.57 2.38 2.24 2.15 2.12
7B LongLoRA PI 32k 2.57 2.38 2.25 2.16 > 102

7B LongLoRAPSC PI 32k 2.50 2.32 2.20 2.12 > 102

7B YaRN YaRN 64k 2.50 2.34 2.23 2.14 2.08
7B YaRNPSC YaRN 64k 2.46 2.30 2.19 2.11 2.05

Table 4: Sliding window perplexity (S=256) of ten 128k Proof-pile documents over various models.

to the fine-tuning-based models. With fine-tuning,
position encoding methods such as PI and YaRN
can significantly enhance the retrieval accuracy.
However, the accuracy becomes unstable as the
evaluated context length gets closer to the context
window size. For example, at 32k, the accuracy of
LLaMA-2 7B (YaRN FT) drops to 90%, while at
33k, the accuracy of LLaMA-2 7B (PI FT) drops to
90%. Both LLaMA-2 7B (PI PSC) and LLaMA-2
7B (YaRN PSC) show a 100% retrieval accuracy
up to a 34k context length when the phase shift
calibration module is enabled.

Standard Benchmarks We assess different
methods in comparison with the original LLaMA-
2 model by using the Hugging Face Open LLM
Leaderboard (Face, 2023). Specifically, the Lan-
guage Model Evaluation Harness library (Gao et al.,
2023) is utilized to carry out the evaluation. We em-
ploy 25-shot ARC-Challenge (Clark et al., 2018),
10-shot HellaSwag (Zellers et al., 2019), 5-shot
MMLU (Hendrycks et al., 2021), and 0-shot Truth-
fulQA (Lin et al., 2021).

The experiments aim to assess the degradation
of model performance along with the context-
extended window. We compare different mod-
els equipped with the phase shift calibration mod-
ule with the relevant baselines and the original
LLaMA-2 model. The results are summarized
in Table 5. We can notice that models armed
with the phase shift calibration show compara-
ble performance to the related baselines. PSC
can even outperform the related baselines. For
instance, LongLoRAPSC outperforms LongLoRA
on all datasets, TogetherPSC attains the second-best
performance on the MMLU dataset. Even more no-
table, YaRNPSC even achieves the best performance
on the TruthfulQA dataset, with the accuracy per-

formance increased by 0.85%.

Long Context Benchmarks We also evaluated
our method using the L-Eval benchmarks (An et al.,
2024). L-Eval is a comprehensive evaluation suite
designed to assess long-context language models
across multiple sub-tasks. Our experiments were
performed on the Llama2-7B model, utilizing the
PI method both with and without PSC. The results
are detailed in Table 8. From these results, we
observe that enabling PSC contributes to an im-
provement in the average L-Eval score at both 16k
and 64k contexts. However, the average score at
64k is noted to be lower than at 16k. This discrep-
ancy may be attributed to the increase in perplexity
as the context window expands. Additionally, the
average length of many datasets is shorter than 16k,
which could influence the performance at 64k.

4.3 Ablation Study

In this section, we present ablation studies on the
phase shift calibration modules. We aim to address
the following questions: (1) Since the phase shift
calibration module introduces a few additional pa-
rameters, can a LoRA with a large rank outperform
the PSC module? (2) What is the effectiveness
of the phase shift calibration module at different
positions of the base model? (3) What is the perfor-
mance of the phase shift calibration with respect to
the number of fine-tuning steps?

More Parameters. We fine-tune the base model
with different ranks and position encoding meth-
ods and assess the performances. The results are
presented in Table 6. Several discoveries are ap-
parent. First, with phase shift calibration, we can
obtain stable improvements across various token
lengths at different ranks. Second, increasing the
rank size of LoRA leads to almost no performance
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Model Model Extention Context
ARC-c HellaSwag MMLU TruthfulQA

Size Name Method Window
7B Llama2 - 4k 52.47 78.97 46.24 38.96
7B Together PI 32k 47.27 77.41 45.33 38.4
7B TogetherPSC PI 32k 47.35 77.39 45.57 37.66
7B CodeLlama NTK 100k 43.69 65.03 39.56 37.2
7B CodeLlamaPSC NTK 100k 42.75 64.81 39.77 36.31
7B LongLora PI 32k 50.51 76.32 37.81 37.92
7B LongLoraPSC PI 32k 50.60 76.82 39.39 38.71
7B YaRN YaRN 64k 52.99 78.25 42.46 38.32
7B YaRNPSC YaRN 64k 52.30 78.11 42.12 39.81

Table 5: Performance of context-extended methods on the Hugging Face Open LLM benchmark suite.

Rank
Extention Context Evaluation Context Length
Method Window 4096 8192 12288 16384 20480 24576 28672 32768

12 YaRNFT 32k 7.76 7.49 7.38 7.30 7.26 7.23 7.22 7.22
12 YaRNPSC

FT 32k 7.70 7.43 7.33 7.26 7.21 7.18 7.17 7.17
16 YaRNFT 32k 7.75 7.49 7.37 7.30 7.26 7.23 7.22 7.23
16 YaRNPSC

FT 32k 7.70 7.44 7.33 7.26 7.21 7.18 7.18 7.17

Table 6: Sliding window perplexity (S=256) of ten 96k PG19 documents over LLaMA-2 7B.

Extention Context Evaluation Context Length
Method Window 4096 8192 12288 16384 20480 24576 28672 32768
PIPSC

before 32k 8.24 7.93 7.80 7.72 7.66 7.63 7.62 7.62
PIPSC

after 32k 8.50 8.21 8.10 8.05 8.02 8.03 8.07 8.16

Table 7: Sliding window perplexity (S=256) of ten 96k PG19 documents over LLaMA-2 7B.

Model Tokens Coursera GSM QaALITY TOFEL CodeU SFiction Avg.
Llama2-7B 4k 15.26 19.0 30.69 13.01 3.33 35.93 19.54

PIFT 16k 16.86 18.0 27.23 33.45 3.33 39.06 22.99
PIPSC

FT 16k 20.64 18.0 29.70 30.48 3.33 43.75 24.32
PIFT 64k 21.07 11.0 13.37 22.30 1.11 40.62 18.25
PIPSC

FT 64k 20.21 14.0 26.24 25.28 3.33 42.19 21.88

Table 8: Evaluation results on L-Eval benchmarks.

gain. Additionally, Table 2 shows the results of
model fine-tuning with LoRA rank 8. By compar-
ing it with Table 6, we can observe that even if the
LoRA rank is doubled, the performance gains are
negligible. Hence, the performance of phase shift
calibration does not stem from more parameters
but from calibrating the frequencies to the optimal
states.

Pre-calibration vs Post-calibration. We evalu-
ate the effectiveness of the phase shift calibration
module at different positions. In this experiment,
we only update the parameters of the PSC while

keeping the other parameters frozen. The results
are summarized in Table 7. We have several key
findings with these results. First, by comparing it
with Table 2, we can observe that the phase shift
calibration itself can improve the perplexity of the
models. When combined with LoRA, it can further
enhance the performance. Second, applying the
phase shift calibration before the position encoding
method is better than applying it after the position
encoding method. The possible reason is that the
position encoding method introduces complex non-
linear distortion to the query/key embeddings.
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Figure 4: An ablation study on the fine-tuning process
utilizing phase shift calibration. The perplexity is as-
sessed with a context length of 32k.

Method Window Tokens time(ms)
LoRA 32k 16k 1686.0

PSC+LoRA 32k 16k 1691.6

Table 9: Computational overhead with the PI position
encoding.

Ablation on Fine-tuning Steps. We present the
relationship between perplexity and fine-tuning
steps for the Mistral-7B model extended to a 32K
context window on the Proof-pile test set. As Fig-
ure 4 indicates, the perplexity drops rapidly to 2.15
at step 500, and then gradually converges to 2.11
at step 2000. Further fine-tuning the model from
step 2000 does not lead to any further improvement.
Thus, a stopping criterion can be implemented to
conserve computational resources. Calculating the
perplexity for the entire dataset is computationally
expensive. Instead, we might opt to sample a sub-
set of documents to approximate the perplexity,
using this estimation as our stopping criterion. Ad-
ditionally, setting a baseline number of steps and
applying the stopping criterion only after surpass-
ing this baseline can further alleviate the computa-
tional burden linked with perplexity calculations.
For models tailored to specific domains, employing
domain-specific metrics as stopping criteria can
be a judicious approach, offering a more precise
evaluation of the model’s effectiveness within that
particular context.

4.4 Complexity

Phase shift calibration defines block diagonal ma-
trices for query/key embeddings. Each block is a
dh × dh matrix, where dh is the dimension of a
single head. As a result, it introduces additional
64M parameters for LLaMA-2 7B, accounting for
0.095% (< 1%) of the total parameters. Figure 5
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Figure 5: GPU memory consumption by LoRA and
PSC.

shows the GPU memory used by LoRA and PSC.
To assess the computational overhead, we extend
the LLama2-7B model with the PI method and per-
form the next token prediction task with batch size
1. The results are presented in Table 9, where the
Tokens means the number of input tokens we feed
into the model.

5 Conclusion

In this work, we present PSC: Phase Shift Calibra-
tion, an approach for calibrating the existing ex-
tended position encoding methods. We first present
that there is a rank inconsistency issue when the pre-
defined frequencies are not optimal. A phase shift
calibration module is designed to remedy this issue.
We conduct extensive experiments on various tasks,
and the results show that PSC is compatible with
various context extension methods, including in-
terpolation, mixing of interpolation/extrapolation,
and search-based techniques. With PSC, the long-
range abilities of LLMs can be further enhanced.
Moreover, our method only introduces a few more
parameters (< 1%), which is parameter-efficient.
This work thus supports many natural language pro-
cessing tasks that require long-range capabilities.
We discuss several promising future works in the
appendix.

6 Limitations

This paper introduces a phase shift calibration mod-
ule to the base model to further enhance the per-
formance of existing position encoding methods.
Since the introduced phase shift calibration module
contains a small set of trainable parameters, our
method requires fine-tuning of the enhanced mod-
els and needs a bit more GPU memory than simply
fine-tuning with LoRA.
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A Appendix

A.1 Settings
Training. For training, we employ the AdamW
optimizer (Loshchilov and Hutter, 2019) with β1 =
0.9 and β2 = 0.95. We utilize a learning rate of
2×10−4 when training on the sampled RedPajama
dataset, and 2× 10−5 otherwise. The weight decay
is set to zero, and a linear warmup of 20 steps is
applied. All experiments are conducted using the
Transformers (Wolf et al., 2020) framework, and
Flash Attention 2 (Dao et al., 2022; Dao, 2023)
is utilized to optimize memory usage. For a fair
comparison, all models are trained for 3000 steps
on 4 A800 GPUs. We set the batch size to the
value that maximizes GPU memory utilization and
adopt a gradient accumulation step size of 4. When
training LongRoPE, we add three additional rescale
factors corresponding to PI, NTK, and YaRN to the
initial population.

Evaluation. When training our model with the
RedPajama dataset, we evaluate our method by us-
ing the PG19 validation split. We pick 10 random
samples from the PG19 validation split with at least
96k tokens. When we train our model on the PG19
train split dataset chunked into 64k segments, we
evaluate the model using the Proof-pile (Azerbayev
et al., 2022) test split. Likewise, we select 10 ran-
dom samples from Proof-pile with at least 128k
tokens.

Passkey prompt. To measure the effective con-
text window size, we utilize the prompt employed
by existing literature (Mohtashami and Jaggi, 2023;
Chen et al., 2023c; Ding et al., 2024). The prompt
is shown as follows:

Passkey prompt

There is an important info hidden inside a
lot of irrelevant text. Find it and memorize
them.I will quiz you about the important
information there.
The grass is green. The sky is blue. The
sun is yellow. Here we go. There and back
again. (repeat M times)
The pass key is <PASS KEY>. Remember
it. <PASS KEY> is the pass key.
The grass is green. The sky is blue. The
sun is yellow. Here we go. There and back
again. (repeat N times)
What is the pass key? The pass key is

The <PASS KEY> is the number to retrieve,
we randomly generate a passkey in the range
[1, 50000] during each testing time. The text length
varies with the values of M and N .

A.2 More Experiments

Mistral 7B. We also extend the Mistral 7B v0.1
model (Jiang et al., 2023), which is another famous
open-source model. We extend Mistral with YaRN
(Peng et al., 2023) to 32k and perform an ablation
study on the phase shift calibration module. For
training, we use a small dataset sampled from the
RedPajama (Computer, 2023) dataset with token
length ≥ 4k. we utilize a constant learning rate
2 × 10−4 with a linear warmup of 20 steps. We
fine-tune the models for 3000 steps. We evalu-
ate the models using Proof-pile (Azerbayev et al.,
2022) test split and 10 documents with token length
≥ 128k are sampled. The results are described
in Table 10. We can observe that with the phase
shift calibration module enabled, the performance
of long-range abilities gets further improved upon
YaRN.

LLaMA-2 13B. In addition, we assess our ap-
proach on the LLaMA-2 13B model (Touvron
et al., 2023b). The models are fine-tuned with
sampled documents from RedPajama (Computer,
2023) dataset. Each document has token length ≥
4k. We set the learning rate as 2 × 10−4 and use
a linear warmup of 20 steps. Both PI (Chen et al.,
2023b) and YaRN (Peng et al., 2023) are employed
in our evaluation. Table 11 shows the results. The
results exhibit similar performance improvement
as the evaluations on the LLaMA-2 7B model. It
demonstrates our method is compatible with vari-
ous LLMs and position encoding approaches.

A.3 Initial Phase and Norm distribution

The RoPE and its extensions consider each pair
(x, y) in the embeddings as a complex number. And
perform a rotary transformation on each pair. Due
the complicated distribution of (x, y), it is challeng-
ing to predefine a set of frequencies to conduct the
rotary transforms. We show the initial phase and
norm distributions of some sampled (x, y) pairs
from different layers and heads in Figure 6 , Fig-
ure 7, Figure 8, Figure 9, which have complicated
distributions of phase and norm.
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Extention Context Evaluation Context Length
Method Window 4096 8192 12288 16384 20480 24576 28672 32768

- 8k 2.23 2.09 4.60 26.25 79.97 > 102 > 102 > 102

YaRNFT 32k 2.42 2.25 2.20 2.17 2.15 2.14 2.13 2.13
YaRNPSC

FT 32k 2.40 2.23 2.17 2.15 2.14 2.13 2.12 2.11

Table 10: Sliding window perplexity (S=256) of ten 128k Proof-pile documents over Mistral 7B. The “-” means
the base Mistral 7B v0.1 model. ♢FT means the extended model is fine-tuned with LoRA (r=8). ♢PSC

FT means the
extended model is fine-tuned with LoRA (r=8) and injected with the PSC module.

Extention Context Evaluation Context Length
Method Window 2048 4096 6144 8192 10240 12288 14336 16384

- 4k 7.25 6.91 48.98 > 102 > 103 > 103 > 103 > 103

PI 16k 12.42 11.65 11.30 11.11 10.96 10.87 10.81 10.80
YaRN 16k 7.54 7.22 7.10 7.06 7.03 7.03 7.04 8.14
PIFT 16k 7.35 6.99 6.84 6.75 6.68 6.64 6.60 6.57
PIPSC

FT 16k 7.32 6.97 6.82 6.73 6.67 6.62 6.58 6.55
YaRNFT 16k 7.26 6.92 6.76 6.68 6.62 6.57 6.54 6.52
YaRNPSC

FT 16k 7.23 6.89 6.74 6.65 6.60 6.55 6.52 6.49

Table 11: Sliding window perplexity (S=256) of ten 96k PG19 documents over LLaMA-2 13B. The “-” means the
base LLaMA2 model. ♢FT means the extended model is fine-tuned with LoRA (r=8). ♢PSC

FT means the extended
model is fine-tuned with LoRA (r=8) and injected with the PSC module.

Token-1

Token-256

Token-512

Figure 6: The phase of the first eight (x, y) pairs from 3
sampled tokens in layer 6 and head 2 of the LLaMA-2
7B.

Token-1

Token-256

Token-512

Figure 7: The norm of the first eight (x, y) pairs from 3
sampled tokens in layer 6 and head 2 of the LLaMA-2
7B.

A.4 Future Work

Our method shows consistent improvements upon
various position encoding methods. For future
work, we would investigate PSC applications
where long-range capabilities are needed, such
as long-cycle conversations and LLM-based long-
term user historical behavior understanding. We

Token-1

Token-256

Token-512

Figure 8: The phase of the first eight (x, y) pairs from 3
sampled tokens in layer 6 and head 28 of the LLaMA-2
7B.

Token-1

Token-256

Token-512

Figure 9: The norm of the first eight (x, y) pairs from 3
sampled tokens in layer 6 and head 28 of the LLaMA-2
7B.

would also try to seek phase shift calibration meth-
ods that without the need for fine-tuning.
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