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Abstract

Historically, sign language machine transla-
tion has been posed as a sentence-level task:
datasets consisting of continuous narratives
are chopped up and presented to the model as
isolated clips. In this work, we explore the
limitations of this task framing. First, we sur-
vey a number of linguistic phenomena in sign
languages that depend on discourse-level con-
text. Then as a case study, we perform the
first human baseline for sign language trans-
lation that actually substitutes a human into
the machine learning task framing, rather than
provide the human with the entire document
as context. This human baseline—for ASL to
English translation on the How2Sign dataset—
shows that for 33% of sentences in our sample,
our fluent Deaf signer annotators were only
able to understand key parts of the clip in light
of additional discourse-level context. These re-
sults underscore the importance of understand-
ing and sanity checking examples when adapt-
ing machine learning to new domains.

1 Introduction

One of the key challenges in sign language pro-
cessing is that methods from mainstream natural
language processing (NLP) are tailored primarily
to text and secondarily to speech. Much of the
work in this space therefore focuses on general-
izing these methods to video, in order to capture
this oft-neglected dimension of linguistic diversity
(Bragg et al., 2019; Yin et al., 2021).

One such carryover is that sign language ma-
chine translation (MT) is framed as a sentence-level
task. Although continuous sign language datasets
are usually derived from long-form signed con-
tent (e.g., interpreted news broadcasts), they are
preprocessed into short clips associated with each
sentence in the spoken language transcript (which
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may not themselves correspond to discrete sen-
tences in the continuously translated sign language
version), and models are trained and evaluated on
these clips in isolation. In this work, we examine
the limitations of this task framing, which—like
many other sign language modeling decisions (De-
sai et al., 2024)—was adopted somewhat uncriti-
cally, and ask: what is the right unit of translation
for sign language?

Machine translation between spoken languages
is typically posed as a sentence-level task, and al-
though it largely works, there are known intersen-
tential dependencies like anaphora that are impos-
sible to resolve in isolation (Bawden et al., 2018;
Voita et al., 2019). These dependencies are es-
pecially troublesome for language pairs that have
mismatches in grammatical features like pronoun
dropping, tense marking, or gradations of register.

The situation is perhaps even more pronounced
for translation between spoken languages and sign
languages. Sign languages are not just spoken lan-
guages produced with the hands: the grammar of
sign languages is shaped by the nature of the visual-
spatial modality (Meier et al., 2002). While utter-
ances produced by non-native signers tend to re-
semble the syntax of the region’s spoken language,
native signing often expresses concepts in a funda-
mentally different way that is richly grounded in
spatial world understanding and, more importantly
here, the discourse context. When deprived of that
context, the viewer may catastrophically fail to un-
derstand the meaning of an utterance and therefore
be unable to translate it. We describe some linguis-
tic phenomena relevant to cross-modal translation
in Section 3.

To the best of our knowledge, no sign language
MT benchmarks provide baselines for human per-
formance that actually ask humans to perform the
same task that they expect of the model. Reference
translations are given in the dataset by construction,
either as the source text or by discourse-level trans-
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lation. Human judgments are used at the discourse
level to quality-check preprocessing or to evaluate
model-generated outputs, but not to sanity check
the task framing itself.

We therefore provide in Section 4 the first such
human baseline, for American Sign Language
(ASL) to English translation on the How2Sign
dataset (Duarte et al., 2021), as a case study.
How2Sign consists of informal instructional (“how
to”) narratives, which is a particularly illustrative
domain. Before even scoring results against ground
truth references, we find that for 33.3% of instances
in our sample, our fluent Deaf signer annotators
felt that they could not fully perform the transla-
tion given only the sentence-level clip—but could,
given additional discourse-level context. Most of
these errors were due to features of sign languages
that lack direct analogues in spoken languages.
When we do compute metrics, we get a surprisingly
low score of 19.8 BLEU (56.6 BLEURT) for the
sentence-level task, which increases with additional
context but only to 21.5 (59.5). We disaggregate
these results for each of five distinct interpreters in
the How2Sign test set, and find that sentence-level
results vary from 5.2 BLEU (45.7 BLEURT) to
39.5 (70.0) across individuals. Scores are higher
for interpreters who stay closer to English; context
is more important for those who don’t.

We hope that these results and analysis will en-
courage the sign language MT field to reconsider
whether computational benefits of the sentence-
level task framing outweigh its quality and align-
ment limitations, and to continue to pare back
unfounded modeling assumptions by understand-
ing datasets more deeply and crafting benchmarks
more deliberately.

2 Background & Related Work

2.1 Sign Languages

See Bragg et al. (2019), Yin et al. (2021), Coster
et al. (2023), and Desai et al. (2024) for excellent
surveys of the social and technical aspects of sign
language processing.

In brief, in contrast to spoken languages, which
are articulated with the vocal tract, sign languages
are articulated with the upper body (including the
face). These two modalities impose different con-
straints on the grammar of languages within them.
Sign languages are minority languages primarily
used by the Deaf/Hard of Hearing communities of
various regions; they are natural languages that are

genealogically unrelated to but often considerably
influenced by the dominant spoken language of the
region. Within a single sign language, there is a
great deal of variation due to geographic and social
factors.

For example, in the US and Canada there is a
diglossic spectrum from American Sign Language
(ASL), a fully-fledged independent language; to
Manually Coded English (MCE), a system used to
transcribe spoken English into the sign lexicon of
ASL; with Conceptually Accurate Signed English
(CASE) vaguely in between (Supalla and McKee,
2002; Rendel et al., 2018). Across all of these,
there is regional variation in vocabulary, analo-
gous to “soda” vs. “pop” in American English but
perhaps more pronounced (Shroyer and Shroyer,
1984). And there is social variation, like Black
ASL, analogous to Black English (McCaskill et al.,
2011). Less than 6% of deaf children in the US
and less than 2% of deaf children worldwide are
exposed to a sign language in early childhood (Mur-
ray et al., 2019), so there are also different levels of
proficiency even among Deaf signers. MT should
handle all these dimensions of variation.

2.2 Sign Language Translation
Because the full task involving video to text trans-
lation was unapproachable at the time, early work
on sign language translation focused on generation
cascaded through glosses, which are nonstandard-
ized linguistic annotations representing signs. This
allowed the task to be formulated as a special case
of (sentence-level) text-to-text translation and reuse
methods from mainstream MT (Chapman, 1997;
Veale et al., 1998; Zhao et al., 2000).

Unlike MT for written languages, translation
from sign language glosses as a source represen-
tation is not immediately useful, because signers
in general do not use them—only linguists and
to some extent students do. Therefore the other
half of the cascaded sign language understanding
pipeline is sign language recognition (SLR), the
task of predicting glosses from videos of people
signing. Isolated SLR classifies a single gloss from
a short clip (Charayaphan and Marble, 1992; Joze
and Koller, 2019; Li et al., 2020; Desai et al., 2023;
Starner et al., 2024), and continuous SLR predicts
a sequence of glosses from a clip of an entire sen-
tence (Koller et al., 2015; Cui et al., 2017). This
sentence granularity is inherited from translation
above and by analogy to automatic speech recog-
nition (ASR), but is not especially harmful here:
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context is not strictly necessary because the task is
to transcribe form, not understand meaning.

The modern framing for end-to-end video-to-
text sign language MT originates in Camgoz et al.
(2018). The paper does not phrase the sentence-
level framing as an explicit decision point but rather
inherits it again from mainstream machine trans-
lation and continuous SLR. Because videos (and
more generally, long sequences) are computation-
ally difficult to work with/learn from, there is also
an unstated pressure to use shorter clips. The pro-
vided dataset, RWTH-PHOENIX-Weather 2014T,
is constructed on top of an existing (sentence-level)
continuous SLR dataset (Koller et al., 2015) of
weather forecasts interpreted into German Sign
Language. There is no human baseline provided
for the task, but if there were, it would likely be
uneventful due to the dataset’s limited domain and
non-native interpreters.

As subsequent datasets have expanded into more
sign languages and broader domains (and de-
emphasized glosses, because they are a lossy bot-
tleneck with limited availability), the datasets have
retained the sentence-level framing—despite be-
ing constructed from long video corpora, where
full discourse context is available and where there
is not necessarily a sentence-level correspondence
between the speech and sign tracks. Human anno-
tations have been used to preprocess/quality check
the dataset (Camgoz et al., 2021; Albanie et al.,
2021; Shi et al., 2022; Joshi et al., 2023; Shen et al.,
2023; Uthus et al., 2023) or evaluate model out-
puts (Müller et al., 2022, 2023; Duarte et al., 2021),
but not to explore the sentence-level framing itself.
See Appendix A for a dataset-by-dataset analysis.

While surveying gloss-based translation meth-
ods, Müller et al. (2022) note that only sentence-
level systems had been studied at the time, and they
give spatial indexing as one example of a grammat-
ical feature that may be truncated in sentence-level
systems. We are aware of only one work that has
studied sign language translation beyond the sen-
tence level since then, Sincan et al. (2023). Their
work examines the empirical gains from provid-
ing models with prior text context—either full sen-
tences or sign spottings—without specific sign lin-
guistic motivation. Quality improves significantly
but is still extremely low in absolute, so it is pos-
sible that the context is being used as a shortcut
rather than an essential part of the task framing.
Our work is complementary in that we analyze a
wide variety of linguistic phenomena, and study a

setting (human performance) where we are not bot-
tlenecked by limitations of current training datasets
and can more easily interpret results qualitatively.

2.3 Document-Level Translation

While much work on machine translation has fo-
cused on (and has been very successful within)
the sentence-level task framing, there is a growing
body of work that highlights the aspects that are
lost between sentences. Automatic reference-based
metrics are relatively insensitive to discourse-level
problems that stand out to human raters (Hard-
meier, 2012; Läubli et al., 2018), such as is-
sues with lexical consistency, formality, and gen-
der/number agreement (Voita et al., 2019; Fernan-
des et al., 2023). Therefore several works create
contrastive test sets where several candidate trans-
lations are ranked with respect to each other, rather
than translations being generated from a blank slate,
to measure these properties (Bawden et al., 2018;
Müller et al., 2019; Nagata and Morishita, 2020).
These works mostly evaluate model outputs rather
than ideal (human) performance, but, e.g., Mat-
suzaki et al. (2015) provides a human baseline for
English→Japanese translation of short dialogues,
in which the rate of correct translations is 18 per-
centage points higher given full document context
vs. only an isolated sentence. We extend this
line of work to sign languages by surveying extra
linguistic phenomena related to the visual-spatial
modality, then evaluate the empirical importance of
discourse-level effects in this domain using a com-
bination of automatic metrics and human ratings in
the ideal (human) setting.

Historically, the bottleneck for training
document-level MT was the availability of
document-level parallel corpora (Voita et al., 2019;
Al Ghussin et al., 2023); only a small fraction
of translation data was natively document-level,
such as video content with subtitles in multiple
languages (Lison et al., 2018; Duh, 2018).1 The
situation is markedly different for sign languages:
virtually all sign language corpora are natively
discourse-level (with minor exceptions like
SP-10 (Yin et al., 2022) and WMT-SLT Signsu-
isse (Müller et al., 2023), which contain dictionary
example sentences), but they are preprocessed into
isolated clips. Why not use this extra structure?

1Now in the age of LLMs (i.e., self-supervision on abun-
dant document-level monolingual data), document-level MT is
a hot area for high-resource translation (Siddhant et al., 2020;
Wang et al., 2023).
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THAT CAUSE PRESSURE CL-[move joystick] WILL CL-[wing flap moves]

Figure 1: Example of the interaction between classifiers and long-range context. It isn’t clear in isolation that
the fist moving back and forth represents a fist controlling a joystick, or that the arm represents the plane’s wing
and the hand represents a flap (aileron) on the wing. Interpreter’s head omitted here for privacy.

3 Long-Range Linguistic Dependencies

In this section, we outline a number of long-range
dependencies in the grammar of sign languages, pri-
marily ASL, which may be truncated with sentence-
level clipping. These features are not necessarily
universal to all sign languages, but they are rela-
tively common insofar as they are motivated by the
visual-spatial modality (Meier et al., 2002; Aronoff
et al., 2005).

We create example figures using clips from the
How2Sign dataset (Duarte et al., 2021); we omit
the signers’ faces in the figures for privacy but note
that facial expressions and mouthing are important
in sign language.

3.1 Spatial Referencing
Perhaps the most salient feature that distinguishes
sign languages from spoken languages is the ability
to use space in a way that is grammatically struc-
tured (as opposed to in co-speech gesture) (Em-
morey, 1996).

Pronouns
Whereas spoken languages use third-person pro-
nouns to refer to entities that were previously intro-
duced in the discourse, sign languages use spatial
indexing, i.e., they establish that a locus in space
refers to a particular entity and then reference that
entity by pointing (Emmorey, 1996; Liddell, 2003).
Because spoken languages tend to have a small set
of third-person pronouns, they become ambiguous
as the number of entities under discussion grows.
But the number of unambiguous referents in sign
languages may grow as space and memory permit,
especially when using more complex forms of ref-
erence than pointing (Ferrara et al., 2023).

So it may be the case that a spatial index in a sign
language should be translated into a named entity
in a spoken language (rather than a pronoun), or
vice versa—but without context, it’s impossible to
know what name corresponds to that spatial index,
or where that named entity lies in space. This is
like a more severe version of translation between

languages that have gendered vs. ungendered (or
omissible) pronouns (Frank et al., 2004; Savoldi
et al., 2021).

Directional Verbs
Some verbs in sign languages are directional, i.e.,
their movement is inflected to agree with the spatial
loci of their arguments (Liddell, 1990). This is
analogous to polypersonal agreement in spoken
languages (verb agreement with respect to multiple
arguments), but more flexible (and more context-
dependent) for the same reason as pronouns above.

Classifiers
In certain spoken languages, the term “classifiers”
refers to words that agree with nouns of different
semantic categories, and are often obligatory when
counting nouns with numerals (Allan, 1977). In
sign languages, classifiers are more expansive: like
with spoken classifiers, different handshapes rep-
resent different categories of objects, but they can
also be inflected in classifier predicates, where the
location and movement of the classifier take on an
extremely flexible, iconic predicative meaning (Fr-
ishberg, 1975; Liddell, 1980). A classic example
is the 3 handshape in ASL (extended thumb, in-
dex, and middle finger) oriented with the thumb up,
which represents a number of vehicles, especially
cars. The classifier can be repeated across space
to describe a packed parking lot, swerved side to
side to depict a car driving down a winding road,
crumpled to represent a car crash, etc.

Because classifiers can refer to many objects in a
particular category, and the referent needs only be
clear from context (either explicitly introduced or
just implied by the situation), the subject or entire
meaning of a classifier predicate may not be clear
in isolation. For example, in Figure 1 it is only
clear from context that the classifiers are referring
to a joystick & wing flaps in an airplane.

Role Shift
When describing interactions between two or more
characters, signers will often role shift, i.e., they
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physically embody and act out the different char-
acters (Padden, 1986). This is analogous to quotes
in spoken languages, except that turn-taking is
not marked explicitly with words like “he said”:
instead, it’s marked by shifting the body’s an-
gle/position and demeanor. In sentence-level clips,
it may not be clear who is referenced by each role—
or even that role shift is being used at all—because
each turn in the role shift is considered its own
sentence and clipped in isolation.

3.2 Out-of-Vocabulary Terms

With languages in the same modality, it is usu-
ally straightforward to translate out-of-vocabulary
terms like proper nouns by copying them directly
from the source into the target context (perhaps
with some phonological tweaks and transliteration,
complicated somewhat by acronyms). But this strat-
egy breaks down across modalities.

Because spoken languages are socially dominant
over sign languages, virtually every sign language
can productively borrow terms from spoken lan-
guages, through fingerspelling (spelling the word
with a manual alphabet) or mouthing (silently say-
ing the word while producing a related sign). But
the reverse isn’t true: spoken languages have no
mechanism for borrowing signs. Context is impor-
tant for strategies that reconcile this mismatch.

Abbreviated Fingerspelling

When introducing a fingerspelled term for the first
time in a discourse, signers will spell it clearly to
make sure that it can be understood. But when
returning to that term later, they may speed through
it amorphously to save time, with the understanding
that the viewer can recognize the shape of the word
in context. For example, in Figure 2 the letters of
the word “basil” are fingerspelled simultaneously
and out of order. This is described as “careful” vs.
“rapid” fingerspelling in the literature (Patrie and
Johnson, 2011; Thumann, 2012; Wager, 2012).2

If the signer anticipates that they will refer to the
term repeatedly, especially for proper nouns, they
may even declare a temporary acronym upfront
and use it for the remainder of the discourse. For
example, in an instance from the human baseline
the trading card “Whalebone Glider” is abbrevi-
ated “WG” after its first mention. Absent context,
it is difficult or impossible for someone viewing

2A similar reduction happens for repeated spoken words
too, but the effect is smaller (Jacobs et al., 2015).

B A I S L

B A/I A/I/L L/S

Figure 2: Example of the interaction between rapid
fingerspelling and long-range context. Top is the first
“basil” in the narrative (itself spelled slightly out of or-
der), and bottom is the version from the test sentence:
highly coarticulated, with multiple letters produced si-
multaneously. The labels indicate the relevant letters
given the ground truth, but without context other letters
such as Y, X, and T could be perceived.

sentence-level clips to know what these abbrevi-
ated terms refer to, and copying the abbreviations
directly would be unnatural in the target spoken lan-
guage. The other translation direction is perhaps
less problematic, because one could guess whether
a proper noun is being used for the first time based
on local cues and translate appropriately.

Name Signs
In American Deaf culture, in addition to their full
legal names, signers use sign names given to them
by other members of the Deaf community. If their
name is short enough, a person’s sign name may be
a fingerspelled version of their first name, but oth-
erwise it is an idiosyncratic sign based on factors
like their personality, appearance, and interests;
name signs are perhaps even more idiosyncratic
than names in spoken languages (Supalla, 1992).
When talking to an unfamiliar audience, a signer
will often fingerspell a person’s name and give their
name sign, then refer to them using their name sign
for the rest of the discourse. Training on isolated
clips that include name signs will encourage the
model to hallucinate. Challenges with name signs
are not necessarily universal across sign languages;
for example, in Japanese Sign Language, name
signs are often a function of the kanji in a signer’s
legal name (Nonaka et al., 2015), and therefore
could more easily be translated without context.

Nonstandard signs
For a variety of historical reasons—lack of a writ-
ing system, the very recent development of video
calling, historical exclusion of sign languages from
education—ASL lacks standardized vocabulary in
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certain academic fields (McKee and Vale, 2017).3

When introducing a nonstandard or niche sign, the
signer will often fingerspell it to ensure that it is
understood by a less familiar audience. When trans-
lating from a sign language into a spoken language,
like with name signs the model may be able to
guess the meaning but is generally encouraged to
hallucinate. When translating from a spoken lan-
guage into a sign language, if the model knows mul-
tiple nonstandard signs it is unclear how it could
coordinate their usage across independently trans-
lated sentences, as seen with lexical cohesion issues
in MT for written languages (Voita et al., 2019).

3.3 Generic Context Dependence
In addition to the aforementioned features specific
to sign languages and the visual-spatial modality,
sign languages can be context-dependent in similar
ways to spoken languages. For example, in terms
of grammar: ASL can drop pronouns (Lillo-Martin,
1986) and has a variety of strategies for expressing
tense (Jacobowitz and Stokoe, 1988) and definite-
ness/indefiniteness (Irani, 2019). In terms of vocab-
ulary: lexical signs can be ambiguous or dialectal,
making them harder to understand without context.

4 Case Study

In order to explore how these phenomena surface in
real sign language translation datasets, we perform
a human baseline for ASL to English translation
on How2Sign (Duarte et al., 2021) across differ-
ent amounts of provided context. To the best of
our knowledge, this is the first time human perfor-
mance has been measured for the sentence-level
sign language machine translation task.

How2Sign was constructed by having 11
signers—5 Hearing, 4 Deaf, and 2 Hard
of Hearing—watch English-captioned instruc-
tional “how to” videos from the earlier How2
dataset (Sanabria et al., 2018) a first time to under-
stand the content, then a second time at 0.75x speed
while performing a live interpretation. The captions
(from the original speech track) were manually re-
aligned to the signing, with an average sentence
duration of 8.67 seconds.

4.1 Setup
First, we describe the human baseline test instances
and settings. Here in the context of ASL to English

3There are efforts underway to invent standardized vocab-
ulary, but currently each school or even each class tends to
invent its own signs as needed.

translation, we use s to refer to the source ASL
clips for a particular video and t to refer to its tar-
get English captions. i is the index of a particular
clip/caption within that video. We collect transla-
tions across four different context settings:

• si: The source clip alone. This is the classic
sign language machine translation framing.

• si−1:i: The source clip extended backwards to
include the previous clip.

• si−1:i, ti−1: The previous and current source
clip, plus the ground truth text for the previous
clip.4

• si−1:i, t0:i−1: The previous and current source
clip, plus the ground truth captions for the
entire video up to this point.

Note that each of these settings strictly expands
upon the prior one, so it is valid for a single annota-
tor to perform all four in sequence. (Some of these
translations may be identical to those for prior set-
tings, if the annotator does not want to adjust their
translation in light of new context.) However, it
is not valid for an annotator to translate multiple
clips i within a single video due to leakage. On top
of these four translation settings, we also ask the
annotators to describe how well they understood
the sentence in isolation vs. after seeing additional
context, and to rate the naturalness of the signing
on a scale from 0-2, where higher is more natural.5

To select our human baseline instances we start
with How2Sign’s test set, which consists of 184
ASL translations of 149 How2 narratives, sliced
into 2,322 clips. We discard narratives that are
translated multiple times by different signers (to
avoid cross-instance leakage) and videos that seem
generally malformed (e.g., large spans of the video
lack captions or captions extend beyond the dura-
tion of the video). For each remaining narrative,
we sample a clip uniformly at random, excluding
the first clip in each narrative because results for
the context settings would be trivial.6 Some clips
within narratives are not contiguous because the

4Using the ground truth is slightly unrepresentative of what
is possible at test time; the ideal would have been to translate
using the entire source video up to this point as context, but
evaluating this setting would have been prohibitively time-
consuming. These settings that condition on previous captions
are more similar to how we expect machine learning prac-
titioners to incorporate context in light of sequence length
constraints initially, like in Sincan et al. (2023).

5Specifically, they were asked to answer “Is it natural
ASL?”, with 0=“no”, 1=“eh”, and 2=“yes” as the options.

6This means that our metrics will slightly overestimate the
effect of context, because they ignore initial sentences that are
meant to be understood without context.
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signer made an error between sentences, which
breaks the si−1:i condition; we reject these cases
and resample until success. The result is a set of
102 test instances, at most one per narrative.

Second, we describe the actual execution of the
human baseline: Our annotators were the two mid-
dle authors, who are Deaf signers who use both
ASL and English as primary languages;7 the other
authors set up the test instances. Each annotator
spent several hours performing the translations and
ratings for a random nonoverlapping split of the
data, leaving additional commentary as they went
for use in our qualitative analysis. The annotators
were allowed to slow down or repeat the video, but
were told not to agonize over it frame by frame.
See Appendix B.1 for annotator instructions.

4.2 Results

Following prior works that evaluate on
How2Sign (Álvarez et al., 2022; Lin et al.,
2023; Tarrés et al., 2023; Uthus et al., 2023),
we report BLEU (Papineni et al., 2002) and
BLEURT (Sellam et al., 2020) as our quantitative
metrics. We compute BLEU using SacreBLEU
(Post, 2018) version 2 with all default options,
and BLEURT using checkpoint BLEURT-20 (Pu
et al., 2021). See Table 1 for scores, Table 2 for
ratings, and Appendix B.2 for the complete set of
translations comprising the human baseline.

Effect of context. Human performance on the
sentence-level translation task is 19.8 BLEU (56.6
BLEURT) and increases monotonically with extra
context, but only up to 21.5 BLEU (59.5 BLEURT).
This consistent but relatively small difference in
automatic metrics belies the annotators’ perception
of the gap: for 33.3% of test instances, the anno-
tators judged that they were unable to understand
key details of the signed content from the sentence
in isolation which they later understood from addi-
tional context (verified with their actual translations

7Note that these annotators are not professional transla-
tors, which may harm the quality of the translated outputs
(and automated metrics computed on them). However, the
English captions in How2Sign (originally from How2) are not
especially polished themselves, since they are transcriptions
of spontaneous speech with disfluencies etc., so we expect
this to be less of an issue than if we were comparing to ref-
erence translations by professional sign language interpreters
of originally signed content. These annotators also know the
research purpose (and could have inferred it from the sequence
of context settings, even if they hadn’t had foreknowledge),
which may bias the translations and ratings. We were more
concerned with getting a good qualitative understanding of
the data amongst the authors.

BLEU si si−1:i si−1:i, ti−1 si−1:i, t0:i−1

Average 19.8 20.4 21.1 21.5

Interpreter A 5.2 6.0 6.1 6.3
Interpreter B 18.4 19.1 20.5 21.0
Interpreter C 7.4 7.2 8.2 8.7
Interpreter D 39.5 40.9 41.3 41.1
Interpreter E 19.4 19.5 19.8 20.7

BLEURT si si−1:i si−1:i, ti−1 si−1:i, t0:i−1

Average 56.6 58.1 59.4 59.5

Interpreter A 45.7 48.7 49.3 48.6
Interpreter B 57.3 57.1 57.6 58.1
Interpreter C 47.7 50.0 54.3 55.0
Interpreter D 70.0 70.6 71.1 70.3
Interpreter E 59.7 61.3 61.3 61.8

Table 1: BLEU (top) and BLEURT (bottom) scores (↑)
for the human baseline for ASL to English translation,
across different amounts of provided context and differ-
ent interpreters featured in the videos.

across settings compared to the ground truth).8 Of
these failure cases, 47% featured classifiers with
unclear referents, 38% grammatical features like
prodrop/lack of overt tense markings, 26% rapid
fingerspelling, 9% acronyms, 6% ambiguous signs,
and 6% dialectal sign variation.9

In addition to translations that improved given
past context, there were several examples where
the translation was incorrect across all settings be-
cause future context was needed to understand the
sentence. We did not anticipate this, so there was
no experimental setting to measure it.

Variation across interpreters. We observe qual-
itatively that there is enormous variation in signing
style between the five interpreters (which we label
A-E) featured in the test videos, across the spec-
trum from ASL to CASE to MCE. It is hard to
disentangle this from the shallow translations that

8These absolute scores are also relatively low compared to
typical BLEU/BLEURT scores in MT generally, but this seems
to be a property of the round-trip English→ASL→English
construction of the references rather than an issue with the
zero-shot predicted translations or metrics. For example, the
same kinds of filler words relevant to “reduced BLEU” in Tar-
rés et al. (2023) are often omitted in zero-shot translations
from ASL to English, which creates superficial differences
with the source reference but does not affect meaning.

9We didn’t come across any How2Sign instances of several
linguistic phenomena described in Section 3, for a variety of
presumed reasons. Spatial indexing, directional verbs, and
role shift are relevant when discussing third-person characters
(especially multiple ones interacting), but How2Sign is largely
first-person or second-person given the instructional narrative
domain. Name signs are generally only used in originally
produced Deaf content. Nonstandard signs are used primarily
by domain experts, so they are unlikely to be introduced in
content translated from English without much preparation.
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are typical of live interpreting. Inspired by prior
work which disaggregates evals (Buolamwini and
Gebru, 2018; Raji and Buolamwini, 2019; Baro-
cas et al., 2021; Kaplun et al., 2022), we therefore
break down our results by interpreter.

We find that the human baseline metrics match
our subjective impressions: they vary from 5.2
BLEU (45.7 BLEURT) for Interpreter A to 39.5
(70.0) for Interpreter D. The interpreters with lower
scores perform deeper translation closer to ASL,
and those with higher scores border on MCE
(which inflates n-gram overlap, because the task ap-
proaches sign recognition rather than translation).
The interpreters signing with more English influ-
ence also tend to mouth more prominently, so some-
times the translation is clear from lipreading even
when the signing itself is odd and hard to under-
stand. The annotators rated the average naturalness
of the content at 1.05 on a scale from 0-2 (↑), rang-
ing from 1.93 for Interpreter A to 0.64 for Inter-
preter D; generally, the more natural the content,
the worse the sentence-level translation metrics.10

When we look at the other three settings, we see
that context has a proportionally larger effect for
interpreters where the translation metrics were orig-
inally lower (and naturalness is rated higher): Inter-
preter A increases from 5.2 BLEU (45.7 BLEURT)
to 6.3 (48.6) and Interpreter C from 7.4 (47.7) to
8.7 (55.0), vs. Interpreter D from 39.5 (70.0) to
41.1 (70.3). This bears out in the annotator ratings
as well: translation failed due to missing context
73.3% of the time on Interpreter A and 44.0% of
the time on Interpreter C, but only 13.6% of the
time on Interpreter D. This confirms our suspicion
that the effect of discourse context is obscured by
evaluating on live (and especially hearing) inter-
preters. Even though there is a clear improvement
in metrics due to context, the average effect size is
obscured by the fact that we are essentially evaluat-
ing on multiple domains at once.

Misalignment. Despite How2Sign’s use of man-
ually realigned captions (and despite us having ex-

10We emphasize that these naturalness judgments are sub-
jective from the perspective of the annotators. This may
be biased by social factors like the perception that a hyper-
correct “pure” form of ASL is the most prestigious, as op-
posed to signing with more influence from English—or vice
versa (Stokoe Jr, 1969; Vicars, 2023). Sign language transla-
tion models should still understand this content (especially to
the extent that this reflects real variation in how people sign,
as opposed to performance effects of live interpreting), but it
is important to know what we are actually evaluating so that
we do not e.g. test on artificially easy content and overstate
performance for actual Deaf signers.

% ctxt failure naturalness (0-2, ↑)

Average 33.3 1.05

Interpreter A 73.3 1.93
Interpreter B 14.3 1.00
Interpreter C 44.0 1.24
Interpreter D 13.6 0.64
Interpreter E 26.9 0.73

Table 2: Annotator ratings for the human baseline—
% of instances where they failed to understand key de-
tails from the sentence in isolation but later succeeded
with context, and naturalness of the signed content on
a scale from 0-2 (↑)—broken down by interpreter.

cluded apparently malformed videos earlier), 5% of
the sentence-level clips in our baseline still do not
contain the relevant content. Even more clips lack
significant parts of the ground truth translation or
have extra content beyond it. On top of this, the on-
set of a sentence usually begins earlier on the face
than the hands, so with even with “accurate” clip-
ping the sentence may either start with a leftover
handshape from the previous sentence or truncate
the start of the sentence on the face. These all com-
bine to make it difficult for annotators (or models)
to know which parts of the input clip they should
and shouldn’t translate. In a discourse-level fram-
ing, misalignment matters less because the offset is
a smaller fraction of the overall content—or there
is no misalignment at all if the entire discourse is
in the translation context.

5 Conclusion

In this paper, we argued that the costs of the
sentence-level sign language MT task framing are
higher than many might expect, with many rele-
vant discourse-level phenomena being related to
the visual-spatial modality and cross-modal trans-
lation. We supported this with a case study: the
first human baseline for sentence-level sign lan-
guage MT, from ASL to English on the How2Sign
dataset. We found that discourse context was nec-
essary to fully understand and translate a large frac-
tion of sentences (33.3%), and this effect is itself
attenuated by the prevalence of signing data that
does not represent the more challenging aspects
of ASL due to its use of non-native or live inter-
preters. We hope that this inspires more in-depth
analysis grounded in firsthand experience with sign
languages, to avoid perpetuating systemic bias in
the way we conceptualize sign language tasks (De-
sai et al., 2024).

6269



Limitations

Our results are limited in that we empirically eval-
uate one language pair (ASL and English), one
translation direction (ASL to English), and one do-
main (instructional narratives from the How2Sign
dataset). Extrapolating from our analysis in Sec-
tion 3:

• We expect the aforementioned long-range de-
pendencies to exist in other sign languages,
because they are generally motivated by fea-
tures of the visual-spatial modality.

• We expect English to ASL translation (trans-
lation from a spoken language into a signed
language) to suffer similar problems. Some-
times, source sentences would not include
enough grounding to perform a natural trans-
lation with classifiers. And even when source
sentences do include all necessary information
to perform a faithful translation, even a per-
fect sentence-level translation model would
result in unnatural discourse-level translations
when concatenating clips due to inconsistent
use of space and other discourse phenomena
across sentences.

• Direct translation between two sign languages
may be less problematic than translation be-
tween a sign language and a spoken language,
because similarities in use of space or classi-
fiers may allow for a shallower translation.

• Results from How2Sign may not be represen-
tative of results on other domains. Informal in-
structional narratives are relatively well-suited
to showing the inadequacies of sentence-level
translation, because they are grounded in a sin-
gle scene for the duration of the narrative and
use relatively short sentences. However, they
are also light on description of multiple third-
person entities interacting with each other,
which use other context-dependent structures
described above. We expect stories/ASL lit-
erature to require more context, and content
with stronger influence from English (or the re-
spective dominant spoken language for other
regions) to require less.

Ethics Statement

The ethical considerations of this work are those for
sign language processing as a whole. Namely, ma-

chine understanding of sign languages would im-
prove access to information, communication, and
other technologies for underserved signing commu-
nities. However, there is a risk that—rather than
supplement existing resources to strictly improve
access—entities who currently provide services in
sign languages might replace a high-quality so-
lution that uses human interpreters with a lower-
quality automated one. This work tries to expose
deficits in the current task framing so that automatic
solutions will be less flawed. Inclusion in modern
NLP also brings with it a number of well-known
risks (misinformation, bias, etc. at scale). Future
works that release trained models should mitigate
these potential harms.
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A Human Annotations in Sign Language
Translation Datasets

In this section we provide more analysis of the
human annotations used to construct a variety of
sign language translation datasets:

• Content4All (Camgoz et al., 2021) is a collec-
tion of news broadcasts interpreted into Swiss
German Sign Language (DSGS) and Flem-
ish Sign Language. The broadcasts contain
weakly aligned captions by construction, and
human annotators manually align a subset of
captions with discourse-level context.

• The WMT-SLT datasets (Müller et al., 2022,
2023) are built on several sources of news
broadcasts in Swiss German Sign Language,
some produced in DSGS and others inter-
preted. Competition entries are rated by hu-
mans, and the reference translations are scored
in the same human evaluation framework as a
baseline, but “human translation” and “refer-
ence translation” are treated interchangeably.
WMT-SLT23 finds that the references in one
test set are rated worse than the others, and
raises the possibility that this is related to dis-
course context but does not explore it further.

• BOBSL (Albanie et al., 2021) is a dataset
composed of BBC programs interpreted into
British Sign Language. Human annotators are
used to evaluate preprocessing decisions and
clean up the test set.

• How2Sign (Duarte et al., 2021) is an Ameri-
can Sign Language dataset containing studio
translations of “how to” videos. Human anno-
tations are used to align captions and evaluate
the intelligibility of skeletons vs. generated
videos.

• OpenASL (Shi et al., 2022) is an American
Sign Language dataset consisting of videos
mined from several YouTube channels. Hu-
man ratings are only used to evaluate how well
the caption tracks attached to these videos are
aligned to their content.

• ISLTranslate (Joshi et al., 2023) is built from
children’s educational content produced in In-
dian Sign Language. A signer performs a hu-
man baseline given full discourse context to
validate the quality of the reference captions,
not to sanity check the task framing.

• Auslan-Daily (Shen et al., 2023) is a dataset
composed of of Australian Sign Language TV
programs. Human experts are used to per-
form fine-grained annotations and check each
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other’s work given full video context, but not
check the task framing itself.

• YouTube-ASL (Uthus et al., 2023) is a corpus
of captioned American Sign Language videos
drawn from YouTube. Human annotators are
used only to filter out videos with low-quality
signing or captions.

• JWSign (Gueuwou et al., 2023) is a dataset of
Bible translations into many sign languages.
No human annotators were used when con-
structing the dataset, since it is constructed
from preexisting clean data.

The fingerspelling recognition (not sign lan-
guage translation) datasets ChicagoFSWild (B. Shi
and Livescu, 2018) and ChicagoFSWild+ (B. Shi
and Livescu, 2019), which consist of clips extracted
from continuous signing data, do provide refer-
ences for human performance within the clip-level
task framing. They observe that the baseline scores
are lower than inter-annotator agreement between
the ground truth annotators (who had access to
the surrounding video), meaning that something
is lost without context. This task has even less
context than sentence-level translation, and could
be seen as a manifestation of rapid fingerspelling,
described in Section 3.2. However, it is not clear
whether the ground truth annotators had access to
captions, which could improve results beyond what
is actually possible given the entire video (but only
the video) as context (like the si−1:i, ti−1 and si−1:i,
t0:i−1 settings in our How2Sign human baseline).

B How2Sign Human Baseline

B.1 Annotator Instructions
"""
For each video id (sentence) there are 4 experimen-
tal conditions:

1. Translate from a source clip

2. Translate from a source clip, extended back-
wards in time to include the previous sentence
as context

3. Translate from the above clip, but also with
the ground truth English translation for the
previous sentence as context

4. Translate from the above clip, but also with
the ground truth English translation for the
entire narrative up to that point as context

Each of those gives strictly more context than
the previous one, so it should be legitimate for a
single person to do all of them in sequence for a
single sentence. But that means it’s important that
you don’t see the extra context too soon. This is
why certain cells are redacted (filled in with black).
You can unredact the cell by resetting the fill.

So for each sentence/video id, you should do the
following:

1. Open the first video link. This is a clip contain-
ing only the sentence in question. Translate
it into English and write the result in the first
row under "your translation goes here".

2. Open the second video link. This clip also
includes the sentence before the sentence in
question. Use this extra context to improve
your translation of the sentence in question
(if it makes a difference) and write it in the
second row under "your translation goes here",
but do not translate the extra sentence included
in the video. It’s just for context.

3. Using the same video link (second), reveal the
contents of the first context cell. This is the
English translation of the previous sentence
(the one included in the extended video). Use
this extra context to improve your translation
(if it makes a difference) and write it in the
third row.

4. Using the same video link, reveal the contents
of the second context cell. This is the En-
glish translation of the entire narrative up to
this point. Use this extra context to improve
your translation (if it makes a difference) and
write it in the fourth row. (In some cases, the
narrative up to this point only consists of the
previous sentence, so #3 and #4 have exactly
the same context. Just copy/paste your trans-
lation from above for this case.)

Afterwards, you can reveal the ground truth sen-
tence. There are three more annotations that I’d
like to get (put it on the same row as the ground
truth sentence):

1. How well could you understand the sentence
in isolation? Pick one of "not at all", "some-
what", "mostly", "completely"

2. Is the clip signed in natural ASL? Pick one of
"no", "eh", "yes". (For example, SEE would
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be considered "no". PSE might be considered
"meh".)

3. Is this an interesting example? You can leave
a note here if this sentence might be an inter-
esting example for the paper (i.e. it depends
on long term context in a way that is interest-
ing/exemplary)

As a general note: when you translate, if there is
ambiguity just give your best guess. Pretend that
you’re confident (though you might hedge by using
pronouns, etc.). This is necessary in order to get a
like-for-like comparison with machine translation
results.

Let me know if you have any questions (or if any
of the clips seem misaligned, links are broken, etc.).

PS: Here is a sample of sentences from the
dataset so you can get a sense of the style/tone
for your translations. It’s drawn from a collection
of "how to" instructional narratives.

• My name is Daniel King, and I’m an experi-
enced pattern maker, designer and sewer.

• So thanks a lot for joining us here, I appreciate
it.

• There’s an old saying that I think is real im-
portant to remember when we’re talking about
criticism, whether it’s written or whether it’s
spoken.

• But the most important thing is by using your
legs, a lot of time you see players come up
and shoot their free throw and they stay flat
footed and then end up hitting the ball on the
front of the rim.

• Sometimes it gets a little stuck, always wipe
the edge though of your exacto blade off, that
blade is going to end up tending to be a blade
that your not really going to be able to use for
cutting much anymore, so you may want to
have two of the tools available to you so that
in case one of them, you want to just keep that
open for cutting and the other one you can
use for lifting the materials up when they get
stuck.

• Fold this bottom up to the center, like so.

• I want to form an after school program that
involves at risk teens be able to overcome their

differences so that we can bridge the gaps of
our society and our future.

"""

B.2 Baseline Results
See Table 3 for the complete set of translations
comprising our human baseline.
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Table 3: Complete set of translations comprising our human baseline, alphabetized by video id. “-” means that
the translation is the same as in the previous setting.

video id interp setting translation

-fZc293MpJk-1 A ground truth By moving the stick, you cause pressure to increase or decrease the angle
of attack on that particular raising or lowering the wing.

si That causes pressure, when moving the joystick side to side, it rocks side
to side on the surface.

si−1:i That causes pressure, moving the joystick side to side makes the wings
rock side to side.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

-g0iPSnQt6w-1 A ground truth And I’m actually going to lock my wrists when I pike.
si Introduce wrist clamp, locked clamp.

si−1:i Underneath, leg clamped, locked clamp.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

-g0sqksgyc4-2 B ground truth In boxing you always want to be trying to be moving forward, you want
to be trying to be pushed to fight, always trying to be moving forward.

si Boxers always want to try to move closer, you want to try to push the fight,
try to move closer.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

-g45vqccdzI-1 A ground truth And we can get a little bit of a jump here and here we are on the other side
of that door.

si Riding on it, when you arrive, jump into it.
si−1:i -

si−1:i, ti−1 We ride on it, and when we arrive, we jump into the portal.
si−1:i, t0:i−1 We ride on the transport plate t oreach the place where we can jump in.

37ZtKNf6Yd8-1 A ground truth Now the tuning of this instrument, you have the same string on the top
and bottom and then you have a three and a five of the mayor scale on the
inside of the instrument.

si Hear drums, hear guitar, top and bottom same. You have three to five ayer
between scalex inside things.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 Hear adjustments, listen to a few strums, adjustments at top or bottom
have same effect, three to five major between scales inside things.

3ddzkmFPEBU-1 A ground truth One would be a string winder, which is used on the tuning machine to
wind it as you’re putting the string on, make it much quicker than turning
by hand.

si A string winder helps tune machine guitar, it will help adjust tune while
you listen - will help do it faster than winding at the end, meh.

si−1:i One is a string winder that helps machine-tune a guitar, it will help adjust
tune while you listen - will help do it faster than hand-winding at the
guitar’s end, no need for that.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

8kAWy2YodzQ-1 A ground truth And checking out the second one.
si Playing guitar.

si−1:i Testing a couple of strokes on guitar.
si−1:i, ti−1 -

si−1:i, t0:i−1 Test a couple of strokes on one string of the ukulele.

92V3oH63zbQ-1 A ground truth We’ve talked about hitting inside pitches.
si Now inside do clomp.

si−1:i Now inside cast the fishing line.
si−1:i, ti−1 Now inside is one kind of baseball pitch.

si−1:i, t0:i−1 -

FZCF7kPIyOk-1 A ground truth It’s not really going to add to the reception of your script.
si I don’t know... maybe that will help people listen and accept something

on credit.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 I’m not sure, but this advice should help people listen and accept your

script.
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video id interp setting translation

FZLxEwsoc1c-8 C ground truth That’s basically the explanation of a nap.
si That’s the basic explanation of an app.

si−1:i That’s the basic explanation of an ap.
si−1:i, ti−1 That’s the basic explanation of a nap.

si−1:i, t0:i−1 -

FZNuNG9UBnw-1 A ground truth Hi, I’m Captain Joe Bruni, and what I want to talk about is how to visually
identify prescription drugs.

si I’m Captain Ernie, I want to discuss how to visually identify an Rx drug.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

FZbyRzy4huk-8 C ground truth We cook it for 1 1/2 to 2 hours once it’s ready you can see it’s nice and
soft, we’re going to drain it and we’re going to continue to the next step.

si Give it an hour and a half to two hours, when it looks ready, it will be soft
and heavy, then drain the water, then continue to the next one.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

FZd8Iv9ACVw-8 C ground truth Ok, first of all we can demonstrate with two of these snow tires the little
different, the little cuts in the tires are called sipes.

si Two different ones have red cuts called spies.
si−1:i -

si−1:i, ti−1 Two different snow tires, one has red cuts called spikes.
si−1:i, t0:i−1 -

FZrU_mEryAs-2 B ground truth That’s a really good way for a child, a younger child to be able to point to
a stranger how they can contact you.

si Good way for a younger child to show a stranger their bracelet so they can
contact you.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

FZrWOf-oGDk-8 C ground truth And then either continue back to the back of the hook or up to the front.
si

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

Fz-N1S0swh8-8 C ground truth I loved it, it actually tasted really good.
si Spanish ox

si−1:i -
si−1:i, ti−1 Spanish or Mexican

si−1:i, t0:i−1 -

FzAIlhumvMA-2 B ground truth There’s also information on here about mailing the sample to a laboratory
for confidential confirmation.

si Also the information here - mailed sample to the lab for confidentiality -
promise.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

FzOQMA-CVPc-2 B ground truth So, just try and come up with a budget for your party and you want to
have this much money for food and for decorations and just split it up.

si Just try to come first budget for party you want to have this much money
for food and for decorations, split.

si−1:i -
si−1:i, ti−1 Just try to first come up with a budget for the party - you want to have this

much money for food and for decorations, split.
si−1:i, t0:i−1 -

FzQPg4aqNYc-1 A ground truth That’s how I serve that.
si How I give tea to the customer.

si−1:i That’s how I give tea to the customer.
si−1:i, ti−1 -

si−1:i, t0:i−1 That’s how I stick in the leaf and then give it to the customer.
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video id interp setting translation

FzUdcaxw_vs-2 B ground truth Come on; let’s get ironing.
si Come on, just iron it.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

FzWvE__PamM-2 B ground truth Another great way to spruce your page is add video to your page and to
do that you want to look to the top right.

si The other way to show adding a video to a page. Move your video over to
your page, then we want to look at the top right.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

FzaQ-Q5gSmI-1 A ground truth And this is the base plate.
si On the bottom it has a strip called the base. It’s a plate.

si−1:i -
si−1:i, ti−1 The bottom of the saw has a strip called the base. It’s a plate.

si−1:i, t0:i−1 -

Fzj3jz2Imf0-1 A ground truth We’re going to do some hand vibrato exercises, finger vibrato exercises,
as well as arm vibrato exercises so that you can decide for yourself which
type of vibrato you’d like to use and you’ll have all the information that
you need to get started.

si Notice we’ll discuss this more, like practice hand vibrato - also practice
arm vibrato – then decide for yourself which you prefer, it’s important to
have all the information needed to start playing violin.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

FzmL8SL6Bow-8 C ground truth So just go in and you can even take this guy here and go in there, flatten it
down, real nice.

si Take a scoop of it, put it in it, that helps shape it to be a square box and
flat.

si−1:i Take a scoop of clay, put it in the bowl, that helps flesh out the shape and
make the bottom flat.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

FzoUVr98JmQ-8 C ground truth Salt, about 1 teaspoon full, add a little bit of chili powder; it depends if
you want it very spicy, you can go for more.

si Around a teaspoon of salt, add some chili flakes, if you like it hot, add
more.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G-0gYel1YA8-2 B ground truth Some people get kind of confused about the time that it takes for their
piercings to close up because most people are used to having their eyes
pierced and they’re used to having them pierced for a long time and those
most of the time don’t close up.

si Why do piercings close up? People are confused about the timing when
you take piercings off, because people tend to have...

si−1:i Why piercings close up. Some people get confused about the timing when
removing their piercings because people tend to have...

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G05uFub3YFc-2 B ground truth We’re going to drop that elbow down as we lift the top arm up at least to
the ceiling, and if you’re feeling really open and really comfortable with
this pose you can reach it up alongside the ear, but don’t let the shoulders
creep up.

si Keep one elbow down and bring the other one around above your head,
at least try to touch the ceiling. If you feel really comfortable, you can
stretch futher, but keep your neck loose, don’t squeeze your arm to your
ear.

si−1:i Keeping that elbow down, move the other one around above your head,
at least try to touch the ceiling. If you feel really comfortable, you can
stretch futher, but keep your neck loose, don’t squeeze your arm to your
ear.

si−1:i, ti−1 -
si−1:i, t0:i−1 -
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video id interp setting translation

G06Irzcwxiw-1 A ground truth You enjoy the moment of what you’re doing.
si Need to enjoy that moment.

si−1:i You need to enjoy each moment.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G095RWKQ39g-1 A ground truth But as you can see, because of the small size, if I’m going to use this red
dot finder and I’m under six foot, I’ve got to get down here and locate my
objects.

si There’s a little red divider that says 6ft. Do I still have to bend under it to
see it? I don’t know.

si−1:i There’s a little red dot finder. I’m 6 feet tall, so do I still have to bend
down to see the crosshairs? I’m not sure.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G0MjvzT_UqM-2 B ground truth Ready, inhale.
si Ready? Breathe in your kee.

si−1:i Ready? Breathe in. Your knee - breathe in.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G0PNAsonBGk-2 B ground truth Now we’re going to turn, instead of bringing the hand up, we leave the
hand down, just like this.

si Now turn your hands up - like, leave your hands down, like this.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G0Q6AlvH96I-2 B ground truth Here, two, three, four, elbow and follow wherever you’re going to go, like
the knee to the groin and your elbow.

si Here, two, three, four, elbow follows you wherever you go, like your knee
or organs, your elbow.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G19uBylwQww-2 B ground truth Hi, my name is Robert Segundo and today I’m going to teach you how to
make one of my favorite paper airplanes, the simple one.

si My name is Robert Segundo and today is about expert community, my
favorite way to play is making paper airplanes.

si−1:i My name is Robert Segundo and today is about the expert community, my
favorite way to play is making paper airplanes.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G1GUMky8kWc-2 B ground truth One and two and three and four.
si And one, two, three, four. And one.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G1LiGqM3FhM-8 C ground truth If you wanted to do something minor, you could make cross cuts like this.
si If you want something small, you can make roosevelt to show.

si−1:i If you want something small, you can make roosevelt for example.
si−1:i, ti−1 If you want something small, you can make a crosscut for example.

si−1:i, t0:i−1 -

G1QiXuldOxM-8 C ground truth Make sure you’re wedging properly.
si Look.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -
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G1hb5HugzVk-8 C ground truth A nice item to serve with that spaghetti would be a green salad and maybe
some garlic bread, a nice simple garlic receipt would be to take some
butter and mix it with some garlic salt or garlic powder but you want that
salty that is in there.

si Nice things, maybe put the pasta and the green salad, maybe garlic bread,
it’s a simple garlic recipe: butter, garlic salt or garlic powder. You want
that salty taste.

si−1:i We can have some nice spaghetti and green salad. Maybe garlic bread, it’s
a simple recipe: butter and garlic salt or garlic powder - you want it to
have that salty taste.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G1jsDl1mVvk-1 A ground truth Sometimes it could be, you know, the black and white stripes.
si Sometimes you can have a solid color shirt with stripes.

si−1:i Sometimes they will have a solid color shirt with stripes on it.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G1lNlhjWC1I-8 C ground truth But one other tip when choosing eye shadow color is actually take a look
at color of there eyes.

si A tip when picking the color of your eyeshadow - really look at the color
of your eyes.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G1nq4fYZiyQ-8 C ground truth She’s going to take this it reach forward press firmly into the outer edges
of the block and with her inhale, she’s going to reach her arms up.

si Go ahead and press it firmly on either side. At the same time breathe in,
and it will grow in height.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 Go ahead and press it firmly on either side. At the same time breathe in,
and bring your arms above your head.

G21Gx_C18IA-2 B ground truth Once again, this is Gabriela Garzon at G.G.
si Once again my name is Gabriel La Garrlon, or G.G.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 Once again, my name is Gabriela Garzon with G.G.

G23JltC2N8g-5 D ground truth But for safety purposes if that’s necessary bring yourself against the wall,
and bring yourself right back, and bring your feet up.

si Core of your body - the center part of your body, but you’re not using it
well, but it’s for safety.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G2Go6a76xd0-5 D ground truth You need to consider whether the horse has an illness or an injury.
si Consider if either of your horses have illness or injury.

si−1:i Consider whether your horses have illness or injury.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G2VAlFdgof4-5 D ground truth That is how we do the second line in our heart pulse and monitor design.
si How are we doing the second line in our heart pulse and monitor design.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G2dND014Ps4-5 D ground truth This lever is very important when you want to open up your scooter
because you can’t ride it like this.

si Really important - you want to open up your scooter because you can’t
ride like this.

si−1:i That’s really important. So I want you to open up your scooter because
you can’t ride it like this.

si−1:i, ti−1 -
si−1:i, t0:i−1 -
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G2hnUeetWcc-5 D ground truth Look up.
si Look up.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G2lEchCCRAo-5 D ground truth So you can see in comparison in size they are comfortable so when you
are looking at a teapot or a sugar bowl with a set like this you want to
make sure that the sizes are appropriate for what you are buying.

si See that they are comparable in size and that they are comfortable, so
when you are looking at teapots or sugar bowl sets like this you want to
make sure that the sizes are right for what you are buying.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G2sD7N53ju8-5 D ground truth If you delete the wrong thing, you can always undo it by pressing Apple Z
as well.

si If you do the wrong thing you can always undo it by pressing the apple Z.
si−1:i If you do the wrong thing you can always undo it by pressing the apple

button and Z.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G2uKe6hCNSo-5 D ground truth You can get these mostly at a good paper supply or art supply places will
cost you a little bit more, so look for a paper supply.

si A few paper supply or art supply places will charge you a little more so
look for paper supplies.

si−1:i Got a few good paper supply places - art supply places will charge you a
little bit more so look for paper supply.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G38DbiHHTW0-5 D ground truth So I’m holding it naturally like I was going to do the basic cradle, right,
and I’m just, I’m moving my arms all the way across, so I’ve got my right
arm across my body, I turn my stick out so it’s flat and I’m going to pass
the ball like that, alright?

si So I’m holding it naturally like I was going to do with the base handle.
Right. And I’m going to move it over here. So I have my right arm low
and I’m going to raise it so it’s in front and then turn it over. I’m going to
pass the ball like that, alright?

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G3CyVk6dizw-5 D ground truth That’s basically what we mean when we say we’re dubbing the body.
si That’s what we mean when we say we are dubbing the body.

si−1:i -
si−1:i, ti−1 That’s basically what we mean when we say we are dubbing the body.

si−1:i, t0:i−1 -

G3EE6yhl1vk-5 D ground truth You don’t want to hit it to where you restrict it because then, you’re
definitely going to come up with a cracked cymbal somewhere along the
line and if you’re paying for them yourselves, you’ll understand that a
couple hundred of dollars a cymbal is not cheap.

si But you dont want to hit where R-B limit. Why? Because then you are
definitely going to come up with a cracked cymbal somewhere on the line.
You will understand that’s a few hundred dollars of cymbal, it’s not cheap.

si−1:i But you dont want to hit where the rubber restraint is. Why? Because then
you are definitely going to come up with a cracked cymbal somewhere on
the line. You will understand that’s a few hundred dollars of cymbal, it’s
not cheap.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G3EYpadwqck-5 D ground truth You want to make sure that the liquid is clear and color free.
si I want you to make sure that the liquid is clear and color-free.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -
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G3GcPpidwxk-5 D ground truth It always looks like a tuxedo.
si Always looks like a tux.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 Bow ties will always fit the look of a tuxedo

G3HKHxevpFI-5 D ground truth Any facial scrub you don’t want to use it more than about three times per
week.

si You don’t want to use that other face scrub more than three times a week.
si−1:i You don’t want to use a face scrub more than three times a week.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G3IJAoK0uSE-5 D ground truth I’ve used a portion of the back scenery here, a little; just a small clip of
the city.

si Have used a portion of the back scenery here, a small metal movie city.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G3bMqicS4bQ-5 D ground truth It’s got 102 different classes, and this is where you really need to take your
specific car, go to the rule book, go to, you know, go online and find out
where your car falls in that because that’s going to give you your handicap.

si Have 102 different categories and this is where you really have to know
your specific car and the rulebook, and find out where your car falls in that
because that’s going to give you your HC.

si−1:i Have 102 different categories and this is where you really have to know
your specific car and the rulebook, go online and find out where your car
falls in that because that’s going to give you your HC.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G3g0-BeFN3c-5 D ground truth Any type of modeling.
si All types of models.

si−1:i All kinds of modeling.
si−1:i, ti−1 All kinds of modeling.

si−1:i, t0:i−1 -

G3gm_C5UueQ-5 D ground truth So, I’m going to turn on my sequencer and I’m just going to press play
and you can just go to each one and just hear a different presets.

si I’m going to turn on my sequencer and I’m going to push play and you
can say go to each one and listen to different presets

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

G3k86AVFwVs-5 D ground truth If the partial which rests on the tooth, is held up by the plastic portion, or
the metal portion, not allowing the partial to completely cede against the
tissue.

si If the part which rests on the tooth is held up by the plastic part or the
metal part... Not allow the part to be complete ede against the tissue.

si−1:i If the part which rests on the tooth is held up by the plastic part or the
metal part, it won’t allow the part to be completely ceded against the
tissue.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

G3qZW-hZXaQ-5 D ground truth So if someone is coming at you with a knife and they stab straight in it is
best to turn out of the way.

si If someone comes close to you with a knife and stabs you directly...
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

_G0MZFLIHa0-5 D ground truth So first thing’s first.
si First things first.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

_fZbAxSSbX4-5 D ground truth If you miss one, try to regroup and try to keep throwing.
si If you miss one, try to regroup, and try to keep throwing.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 - 6283
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fZgWKh3ENoE-8 C ground truth It helps supplements all this, by discarding Destiny Hero Disk Commander
to the graveyard with Destiny Draw and then drawing cards.

si Help supplement all of this by discarding DH disk on mine. Crosses on a
grave with destiny drov, and drawing cards.

si−1:i Help supplement all of this by discarding DH disk on my Commander.
Crosses on a grave with destiny drov, and drawing cards.

si−1:i, ti−1 -
si−1:i, t0:i−1 Help supplement all of this by discarding Destiny Hero disk to my grave-

yard with destiny drov, and drawing cards.

fZgbCwSG3Hc-8 C ground truth Once again. most creatures in most decks, except for blue, will not come
with flying. So, if you are having trouble with flying creatures, you should
put a couple Whalebone Gliders in your creature deck.

si Most creatures - most tiles except blue does not come with flying. If
you’re struggling with flying creatures you should go ahead and add WG
on your creature.

si−1:i Most creature cards except for blue don’t come with flying. If you’re
struggling with flying creatures you should go ahead and add WG on your
creature.

si−1:i, ti−1 Most creature cards except for blue don’t come with flying. If you’re
struggling with flying creatures you should go ahead and add Whalebone
Glider on your creature.

si−1:i, t0:i−1 -

fzXgYPSnaDs-8 C ground truth All you do, you take your maggot, you can use meal worms, as well, which
are much bigger, which are probably more well suited for this because this
is a rather large hook.

si Okay so what are you all doing now? Maggots or mealworms may be
more suited for this since it’s large.

si−1:i Okay so what are you all doing now? Maggots - or mealworms may be
more suited for this since it’s a large hook.

si−1:i, ti−1 -
si−1:i, t0:i−1 -

fzXsxNFczRA-8 C ground truth So that it is a two piece gourd rather than just a simple bowl.
si It’s missing something cool, rather than just having the bowl.

si−1:i - parts, very cool. Better than just having the bowl.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

fzcsY2gm7t0-8 C ground truth Composition is what is going to control the flow of the viewer’s experience
in the space.

si What controls the flow of the viewing experience.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

fzncPNr2Sc0-8 C ground truth You’ll click on that and then they’ll want you to sign in and the first
time that you try to do it, there’s a process of signing in, and creating a
password.

si Touch the button and a window will pop up for you to sign in. If it’s the
first time you’ll have to go through the process of setting up a username
and password.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g05yGRoZE10-8 C ground truth This one’s very nicely used.
si Kind of used often.

si−1:i Already well-used.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g0S7FAqIweA-8 C ground truth To place the waist strap in place, we snap the buckle, and locate the ends
of the strap, to tighten the SCBA unit, on to the waist.

si Buckle the seatbelt and tighten it.
si−1:i -

si−1:i, ti−1 Buckle the waist strap and tighten it.
si−1:i, t0:i−1 -
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g0TkUiO7t4I-8 C ground truth Cause wrinkle is the problem with the dry skin.
si The rash is a problem with dry skin.

si−1:i -
si−1:i, ti−1 Wrinkles are a problem with dry skin.

si−1:i, t0:i−1 -

g0fgci8L_rc-8 C ground truth No big deal.
si Water.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g0iNy-yPisM-8 C ground truth So, when you’ve completed making all of your edits, and mind you, you
can use HTML, if you like.

si When you’re finished editing you can use HTML if you want
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

g0pRnlPR-K0-8 C ground truth Right now we’re discussing setting the water level on your machine.
si Right now I’m discussing setting up the water level of your machine.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g0t4Wz5qsT8-8 C ground truth So, for the sake of comedy let’s see what happens.
si For the goal of it, I’ll go ahead and show you, see what happens

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g1HXoDkax5A-3 E ground truth I could try to drive up the nose; it’s very effective.
si Up the nose.

si−1:i Undercut and strike up at the nose.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g1HvmBOR7Y4-3 E ground truth Put it over their head, give them a treat.
si Put the collar on then give them treats.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g1uA0f9I0Sg-3 E ground truth If you are looking to buy hosiery for open toe shoes, be it if they are
peep toe shoes or if you are looking to wear hosiery with a sandal in the
wintertime your best options are to go with hosiery that doesn’t have any
hem lines or any type of reinforcements.

si If you want peep toe shoes or sandals in winter, you should still pick hoir
with no lines or reinforcement

si−1:i Whether you want to wear open toed shoes like sandals or winter shoes,
you should still pick hosery with no lines or reinforcement

si−1:i, ti−1 Whether you want to wear open toed shoes like sandals or winter shoes,
you should still pick hosiery with no lines or reinforcement

si−1:i, t0:i−1 -

g1vUH8Iy4vw-3 E ground truth We’ll start with your feet comfortable, a little wider than your hips maybe.
si Start with your feet comfortable, a little wider than your hips.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g1xdqxCZxTg-3 E ground truth I thing that would be awesome.
si Calm down.

si−1:i Whoa.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g1z6HOJ0yRw-3 E ground truth They’re just supporting me.
si Support alone.

si−1:i Support only.
si−1:i, ti−1 -

si−1:i, t0:i−1 -
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g2NA_eBUcH8-3 E ground truth You’re not playing with any other player.
si Not against any of them.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g2QdwYqm8pg-3 E ground truth This time it is going to be a white face.
si Now white face.

si−1:i Now my face is white.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g2SdWBPoXZ0-3 E ground truth So, for example, if I’m going to build up into a backcross pattern, I don’t
want to just go here and immediately start throwing backcrosses.

si For example, if I’m building to a back cross pattern, I don’t want to just
go along and then back cross.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g2eTD-1Jcro-3 E ground truth To do the butterfly breath flow, it helps you think about the alignment and
also makes you think about your breath.

si Straighten your spine and breathe.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

g2iFC1st7zQ-3 E ground truth And there you go.
si There you go.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g2nvBjp0loQ-3 E ground truth Reach up to the fingers, to the side, I’ve got my sides here, this way, then
the lower back.

si Up, fingers, this side, other side, this way, then lower back.
si−1:i First stretch your arms and fingers up and to the side, other side, this way.

Then lower back.
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g2o-GFdGOJE-3 E ground truth Probably not going to catch a flush with a three to it.
si Not getting a flush with three.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g2v-M6EXcUE-3 E ground truth Basil is best harvested when there’s a lot of leafy stuff right at the tip, but
not a flowering stalk yet.

si Best to harvest when there’s a lot of leaves on the top but not yet any
flowers.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 Basil is best to harvest when there’s a lot of leaves on the top but not yet
any flowers.

g38AmwPAYvg-3 E ground truth And, take them out and take some pictures of them in the sunlight and
see how the sun reflects on their skin and how the camera reacts with that,
then grab a white piece of paper and hold it up and reflect the light back
onto their skin.

si Go outside and take some pictures with the sun. See how the sun reflects
on skin and how the camera reacts to that. Then get a white paper, hold it
up, and reflect light back on the skin.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g3Cc_1-V31U-3 E ground truth I kind of like that.
si You love me? OK.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -
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g3DkYITeIy0-3 E ground truth The custom trays are wonderful.
si Wonderful.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g3PBeTb1TCw-3 E ground truth So one more time.
si One more time.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g3V0BsmDUgY-3 E ground truth My name is Sylvia Russell and this is how you choose a hair style for your
face shape.

si My name is Sylvia Russel and that’s how to pick a hairstyle for your face
shape.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 My name is Sylvia Russell and that’s how to pick a hairstyle for your face
shape.

g3X3XE6M2_A-3 E ground truth This is where he’s strong.
si That’s where strong.

si−1:i -
si−1:i, ti−1 That’s where strength.

si−1:i, t0:i−1 -

g3ZgF8gdfLo-3 E ground truth You then add the top of the condenser, which fastens on with three clips,
or clamps.

si Then you add the lid and clip the three latches on.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

g3jQ5ecjGz8-3 E ground truth So I’ll just go ahead and use the pistol that we picked up from the gangster
downstairs, and shoot the chemist.

si I picked up this gun from the gangster downstairs. They are shooting
chemists!

si−1:i I pick up this pistol from the gangster downstairs, then I shoot the chemist!
si−1:i, ti−1 The pistol that I picked up from the gangster downstairs. Then I shoot the

chemist!
si−1:i, t0:i−1 -

g3kFAmcBpFc-3 E ground truth This is a shampoo by Verback.
si This shampoo from Verback.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g3pXM5X3_Xw-3 E ground truth Needle tool.
si Needle tool.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -

g3sLd8JupoQ-3 E ground truth I’ll measure down two inches and put a mark, and then on two inches on
the other side and put a mark.

si Measure 2 inches then mark it. Then 2 inches on the other side and mark.
si−1:i -

si−1:i, ti−1 -
si−1:i, t0:i−1 -

g3ushtMfLiY-3 E ground truth In order to have your veil in the middle of the choreography, before you
get on stage you are going to get your veil and you are going to place it on
your hips like this.

si If you want a veil in the middle of the show/dance, before you arrive on
stage, get your veil and put it on your hips like that.

si−1:i -
si−1:i, ti−1 -

si−1:i, t0:i−1 -
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