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Abstract

Large Language Models (LLMs) have been
shown to effectively perform zero-shot docu-
ment retrieval, a process that typically consists
of two steps: i) retrieving relevant documents,
and ii) re-ranking them based on their relevance
to the query. This paper presents GENRA, a
new approach to zero-shot document retrieval
that incorporates rank aggregation to improve
retrieval effectiveness. Given a query, GENRA
first utilizes LLMs to generate informative pas-
sages that capture the query’s intent. These pas-
sages are then employed to guide the retrieval
process, selecting similar documents from the
corpus. Next, we use LLMs again for a second
refinement step. This step can be configured for
either direct relevance assessment of each re-
trieved document or for re-ranking the retrieved
documents. Ultimately, both approaches ensure
that only the most relevant documents are kept.
Upon this filtered set of documents, we perform
multi-document retrieval, generating individual
rankings for each document. As a final step,
GENRA leverages rank aggregation, combin-
ing the individual rankings to produce a sin-
gle refined ranking. Extensive experiments on
benchmark datasets demonstrate that GENRA
improves existing approaches, highlighting the
effectiveness of the proposed methodology in
zero-shot retrieval.

1 Introduction

Recent studies in zero-shot retrieval have demon-
strated remarkable advancements, significantly im-
proving the effectiveness of retrievers with the use
of encoders like BERT (Devlin et al., 2018) and
Contriever (Izacard et al., 2022). With the emer-
gence of Large Language Models (LLMs) (Brown
et al., 2020; Scao et al., 2022; Touvron et al., 2023),
research focused on how to leverage LLMs for
information retrieval tasks, such as zero-shot re-
trieval. Early zero-shot ranking with LLMs relied
on methods that score each query-document pair

(a) Typical retrieval

(b) GENRA retrieval

Figure 1: GENRA retrieval can capture both relevance
and validity of the documents.

and select the top-scoring pairs (Liang et al., 2022).
Researchers have attempted to boost these methods
by enriching contextual information to help LLMs
understand the relationships between queries and
documents. This often involves using LLMs to
generate additional queries, passages, or other rele-
vant content (Mackie et al., 2023; Li et al., 2023a).
These enhancements have significantly improved
retrieval performance, especially for unseen (zero-
shot) queries.

In a typical retrieval setting, as shown in Fig-
ure 1a, queries and documents are embedded in
a shared representation space to enable efficient
search. The success of the entire approach de-
pends strongly on the quality of the results of the
retrieval step. However, LLMs can generate po-
tentially non-factual or nonsensical content (e.g.
"hallucinations"), and their performance is suscep-
tible to factors like prompt order and input length,
which can hurt the performance of the retriever (Yu
et al., 2022b).

To address this problem, some studies (Liang
et al., 2022; Thomas et al., 2023) propose employ-
ing LLMs as relevance assessors, providing individ-
ual relevance judgments for each query-document
pair. These approaches aim to enhance trustwor-
thiness by leveraging the LLM’s strengths in un-
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derstanding nuances and identifying potentially ir-
relevant content. Additionally, recent work (Sun
et al., 2023; Pradeep et al., 2023) suggests incorpo-
rating re-ranking models into the retrieval process.
Such models process a ranked list of documents
and directly produce a reordered ranking.

However, most existing methods focus solely
on retrieval without a separate relevance assess-
ment step, which could be beneficial. To address
this gap, our approach utilizes rank aggregation
techniques to combine individual rankings gener-
ated by separate retrieval and relevance assessment
sub-processes. This allows our method to combine
the strengths of the two stages, leading to a more
refined and accurate final ranking of documents.

While combining multiple rankings (rank ag-
gregation) has proven highly effective in various
domains, like bio-informatics(Wang et al., 2022)
and recommendation systems (Bałchanowski and
Boryczka, 2023), its use with LLMs in zero-shot
retrieval has not been explored thus far.

Our method (Figure 1b), named GENRA, first
utilizes the LLM to generate informative passages
that capture the query’s intent. These passages
serve as query variants, guiding the search for sim-
ilar documents. Next, we leverage the LLM’s ca-
pabilities to further refine the initial retrieval. This
can be achieved through either direct relevance as-
sessment (generating ‘yes’ or ‘no’ judgments) or by
employing a re-ranking model to optimize the doc-
ument order and select the top-ranked ones. This
step acts as a verification filter, ensuring the candi-
date documents can address the given query. Using
each verified document as a query, we retrieve new
documents from the corpus, generating document-
specific rankings that capture diverse facets of the
query. By combining these individual rankings
through a rank aggregation method, we mitigate
potential biases inherent in any single ranking and
achieve a more accurate final ranking.

Thus, the main contributions of the paper are the
following:

• We propose a new pipeline for zero-shot re-
trieval, which is based on the synergy between
LLMs and rank aggregation.

• We confirm through experimentation on sev-
eral benchmark datasets the effectiveness of
the proposed approach.

GENRA can be combined with different LLMs
and different rank aggregation methodologies.

2 Related Work

Zero-shot retrieval has experienced great advance-
ments in recent years, largely driven by the de-
velopment and adoption of pre-trained models
(Karpukhin et al., 2020; Chang et al., 2020; Singh
et al., 2021). Researchers have explored a di-
verse range of approaches, including contrastive
pre-training (Gao and Callan, 2021; Izacard et al.,
2022), contextualized models (Khattab and Zaharia,
2020), and hybrid settings (Gao et al., 2021; Luan
et al., 2021).

With the emergence of LLMs, research focused
on the capabilities of generative models to improve
the query representation, through query genera-
tion and rewriting (Feng et al., 2023; Jagerman
et al., 2023; Yu et al., 2022a), or context gener-
ation (Mackie et al., 2023). In the same line of
work (Bonifacio et al., 2022) and (Ma et al., 2023a),
LLMs are used to create synthetic queries for docu-
ments. These artificial query-document pairs serve
as training data for retrievers or re-rankers, aiming
to enhance retrieval effectiveness. Similarly, HyDE
(Gao et al., 2022) employs LLMs to enrich queries
by generating hypothetical documents.

Beyond retrieval, LLMs have also been em-
ployed for relevance assessment, helping to filter
out irrelevant or off-topic documents generated at
the retrieval stage. The goal of LLM assessors is to
provide a relevance label to each query-document
pair. Such methods (Liang et al., 2022) and (Sachan
et al., 2023) have been used to refine the retrieved
document sets and enhance relevance. Other re-
cent work (Li et al., 2023b; Zhuang et al., 2023)
proposes the use of more fine-grained relevance
judgements instead of binary filters. Moreover
(Faggioli et al., 2023) suggest to incorporate these
fine-grained relevance judgements into the LLM
prompting process.

Taking fine-grained relevance judgments one
step further, re-ranking models (Sun et al., 2023;
Ma et al., 2023b) have been shown to achieve im-
proved retrieval performance with the use of pop-
ular generative models like chatGPT and GPT-4
(Achiam et al., 2023). In the same line of work
(Pradeep et al., 2023) utilize passage relevance la-
bels, obtained either from human judgments or
through a GPT-based teacher model. However, the
computational cost associated with these models
can be significant, requiring substantial resources
for both training and inference. Furthermore, re-
lying on black-box models poses significant chal-
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lenges for academic researchers, including substan-
tial cost barriers and restricted access due to their
proprietary nature.

Previous studies have also explored methods for
aggregating query or document representations to
improve performance in zero-shot document re-
trieval (Naseri et al., 2021; Li et al., 2020). How-
ever, the question of how to effectively aggregate
per-document rankings has received limited atten-
tion. While various rank aggregation techniques
exist (Bałchanowski and Boryczka, 2023), their po-
tential in the context of zero-shot retrieval has not
been explored.

Our study bridges this gap, by incorporating
different rank aggregation strategies within the
GENRA pipeline. Drawing inspiration from and
building upon previous work, GENRA introduces
an effective approach to zero-shot document re-
trieval, and demonstrates the potential of incorpo-
rating rank aggregation techniques for improved
retrieval results.

3 Preliminaries

Given a query q and a set of documents D =
{d1, d2, .., dn} the goal of retrieval is to rank D
in descending order of relevance to query q. Sparse
retrieval methods, like BM25 (Robertson et al.,
2009), rely on keyword-based similarity to esti-
mate relevance. The similarity metric, denoted
by sq,d, is typically based on term frequencies
and document lengths, ignoring semantic relation-
ships between terms. On the other hand, dense
retrieval leverages embedding similarity to assess
the relevance between a query q and document
d. Using an encoder ϵ, queries and documents
are converted into vectors, vq and vd, respectively.
The inner product of these vectors serves as the
similarity metric sq,d = ⟨ϵ(q), ϵ(d)⟩. Upon in-
ferring the similarity scores for each document,
we can readily construct a ranked document list
σn
q = {{di}ni=1; sq,d1 > sq,d2 > ... > sq,dn}. In

zero-shot retrieval, the whole process is performed
without the aid of labeled training data, posing a
significant challenge.

4 Methodology

In Figure 2, we present the proposed GENRA ap-
proach, which consists of three main steps. The
initial step aims to retrieve potentially relevant doc-
uments from a large collection. The retriever at
this stage is assisted by a LLM that generates pas-

sages, based on the query. In the second step, the
relevance of each retrieved document is further
assessed and only highly-relevant documents are
kept. This is achieved either by asking a LLM to
filter-out irrelevant documents or by employing a
pre-trained model to re-rank the documents and
keep the top most-relevant ones. Once the relevant
documents are selected, similar documents are re-
trieved, generating a ranking per document. In the
third and last step of GENRA, a rank aggregation
method combines the individual rankings into a sin-
gle more accurate ranking. Each of the three steps
is detailed in the following subsections. Notably,
the method relies solely on LLM inference, without
the requirement for dedicated training.

4.1 Passage Generation

Our method draws inspiration from related work
(Gao et al., 2022; Mackie et al., 2023) that demon-
strates the significant benefits of enriching query
and document vector representations with gener-
ated contexts. Taking a similar approach, we seek
to expand the query beyond its original text by
incorporating complementary information.

The proposed method, GENRA, achieves this
by instructing a LLM to generate a set of infor-
mative passages P = {p1, p2, .., pn} that cap-
ture the context and intent behind the query as
P = LLM(instruction, q). Our prompt template
for generating the passages is depicted in Figure
2a.

Subsequently, we encode these generated pas-
sages using a pre-trained encoder ϵ to obtain a
dense vector representation for the query as vq̂ =
1
n

∑n
i=1 ϵ(pi), similar to Gao et al. (2022). This

vector, encompassing the aggregated knowledge of
the generated passages, serves as the query repre-
sentation for the initial retrieval processes. With
this enhanced query representation, we retrieve the
k most relevant documents Dk = {d1, d2, .., dk},
with σk

q̂ = {{di}ki=1; sq̂,d1 > sq̂,d2 > ... > sq̂,dk},
ensuring the most promising candidates are priori-
tized for further analysis. As an alternative to the
query encoder, we use BM25 on the concatenated
passages generated by the LLM.

4.2 Relevance Assessment

Recent studies (Liang et al., 2022; Sachan et al.,
2023) have highlighted the potential benefits of
leveraging LLM insights for enhancing the rele-
vance of retrieved documents. In line with these
findings, we incorporate a relevance assessment
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Figure 2: The key steps of GENRA: In step (a), LLMs generate informative passages that capture the intent of
the query. These passages are then used to guide the retrieval process, selecting relevant documents from a large
collection. In step (b), LLMs assess the relevance of each retrieved document, keeping only the m most relevant
results. Finally, step (c) employs a rank aggregation technique combining the individual rankings into a single one.

step. This step enables users to select between
LLM-based relevance judgments or a pre-trained
re-ranking model.

LLM-based filtering Given the ranking σk
q̂ , we

select a subset of documents, while maintaining
their relative order. Our key objective is to en-
sure that documents containing the correct answer
are included and prioritized within this filtered
set. To achieve this we instruct a LLM to com-
pute a relevance judgement (yes or no) for each
document. In other words, given the query q, we
examine whether each d ∈ Dk can support an-
swering q with ρq,d = LLM(instruction, q, d) =
(yes,no). Note that the LLM’s relevance judg-
ments are based on the original query q, to ensure
direct alignment with the query’s intent. While
it is common to instruct LLMs to provide rele-
vance assessments for multiple documents simul-
taneously, recent research by Liu et al. (2023) and
Wang et al. (2023) revealed that LLMs tend to lose
focus when processing lengthy contexts and that
the order of prompts can significantly impact their
responses. Motivated by these insights, we opt to
process each document independently, in order to
produce more accurate judgements. Additionally,
relevance judgements are generated sequentially
and in a zero-shot fashion without any fine-tuning.
The instruction is simply concatenated with the
document. Eventually, the documents judged to be
relevant make it to the next stage. If the number of
these documents exceeds a user-defined threshold
m, the top-m are kept.

Re-ranking As an alternative to the LLM-based

relevance judgments, GENRA employs a pre-
trained re-ranking model for refining the initial
retrieval results. Given the ranking σk

q̂ , a new rank-
ing σ̂k

q̂ is generated by the RankVicuna method
(Pradeep et al., 2023). From the re-ranked list of
the documents, the top-m ranked ones proceed to
the next stage.

4.3 Rank Aggregation

With the help of passage generation and relevance
assessment, a refined document set Dm ⊂ Dk is
generated, comprising highly relevant real docu-
ments. For each of these documents, our method
produces a separate set of relevant documents from
the collection (ranking) and all the rankings are
aggregated into a single high-quality one.

In this way, we aim to improve the diversity of
the rankings and reduce the impact of documents
incorrectly placed at high rank positions by an in-
dividual ranker (Alcaraz et al., 2022). We have
tested several aggregation methods, including Out-
rank (Farah and Vanderpooten, 2007) and Dibra
(Akritidis et al., 2022), and we found that a simple
linear approach (Renda and Straccia, 2003), which
aggregates multiple rankings by summing the in-
dividual normalized scores of each item across all
rankings, performed best.

An overview of GENRA is also given in Algo-
rithm 1 (Appendix A.1). It is worth noting that,
the zero-shot nature of each individual step enables
our pipeline to operate across diverse document
collections, without the need for dataset-specific
models or tuning.
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5 Results and Analysis

5.1 Setup

In line with previous studies, we evaluated our
method on the TREC 2019 and 2020 Deep Learn-
ing Tracks (DL19 and DL20) (Craswell et al., 2020,
2021), and five datasets from the BEIR benchmark
(Covid, News, NFCorpus, Signal, and Touche)
(Thakur et al., 2021). We directly assess our
method’s performance on the respective test sets.
Following established practice, we report MAP,
nDCG@10, Recall@10, and Recall@100 metrics
for DL19 and DL20, and nDCG@10 for the BEIR
datasets.

In our experiments, we utilize the pre-built in-
dexes of the aforementioned datasets, extracted
from the Pyserini toolkit (Lin et al., 2021). For
initial retrieval in step (a), we experimented with
BM25 and Contriever, and chose the retrieval size
to be k = 100. Regarding the choice of LLMs,
we opted for open-source ones that are publicly
available through Huggingface (Wolf et al., 2019).
Specifically, we conducted experiments using So-
lar1 (Kim et al., 2023) and Mistral2 (Jiang et al.,
2023). We set the maximum number of new tokens
for each generated passage to be 512.

Given our focus on zero-shot retrieval, our pri-
mary baselines consist of retrieval methods that
do not require labeled data. Specifically, we use
BM25 and Contriever as zero-shot lexicon-based
and dense retrieval baselines, respectively. To
strengthen our evaluation, we also include HyDE
(Gao et al., 2022), a state-of-the-art approach in
LLM-based retrieval, and RankVicuna (Pradeep
et al., 2023), a state-of-the art re-ranking model.
For these models, we used the default settings sug-
gested by their authors.

We conducted our experiments using two Nvidia
RTX A6000-48GB GPUs on an AMD Ryzen
Threadripper PRO 3955WX CPU. We used Py-
Torch (Paszke et al., 2019), RankLLM3 and
PyFlagr4 to implement GENRA and relevant base-
lines. Our code is available at https://github.
com/nneinn/genra.

1https://huggingface.co/upstage/SOLAR-10.
7B-Instruct-v1.0

2https://huggingface.co/mistralai/
Mistral-7B-Instruct-v0.2

3https://github.com/castorini/rank_llm/
4https://github.com/lakritidis/FLAGR

5.2 Ablation Study

In order to assess the importance of different fea-
tures of the proposed approach, we ran a set of
experiments on the DL-19 and DL-20 datasets.

5.2.1 Number of Passages Generated
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Figure 3: Impact of the number of passages.

First, we conducted experiments varying the
number of passages generated per query (1, 2, 5, 10,
20). Each passage set underwent the same encod-
ing and rank aggregation process within GENRA.
We then evaluated the retrieved documents on the
test data using nDCG@10.

Our results in Figure 3, reveal an initial perfor-
mance boost as more passages are used, capturing
more diverse information. However, this improve-
ment plateaued beyond 10 passages for DL-19 and
5 passages for DL-20. This result aligns with find-
ings from previous studies, which suggest that in-
formation diversity in query representations can
enhance retrieval performance, but excessive re-
dundancy can ultimately hinder it (Mallen et al.,
2023). Determining the optimal number of pas-
sages depends on the specific information retrieval
context and the desired balance between accuracy
and efficiency. In the rest of the experiments we
generate 10 passages per query.

5.2.2 Number of Relevant Documents
Next, we assessed how the number m of docu-
ments selected at the relevance assessment step, in-
fluences the overall retrieval effectiveness. We con-
ducted experiments varying the number of relevant
documents using 1, 5, 10 and 20 per query. Each
configuration undergoes the complete GENRA
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pipeline, including passage retrieval, relevance as-
sessment, and rank aggregation. We evaluated the
final ranking using nDCG@10.
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Figure 4: Impact of the number of relevant documents

Based on the results presented in Figure 4, we
observe a performance improvement as the num-
ber of relevant documents increases. However, this
benefit diminishes beyond 5 documents. While
verified passages can enhance trust and potentially
improve relevance, incorporating too many can ex-
pose the method to possible misjudgements made
by the LLM, leading to a decline in performance.

5.2.3 Different Aggregations
In this section we investigate the impact of different
rank aggregation methods on GENRA’s retrieval
performance. We utilize various approaches avail-
able in PyFlagr, including Linear, Borda, Outrank
and DIBRA. For comparison, we also include mod-
els that don’t use any rank aggregation, named
w/oRA. These models follow the initial two stages
of GENRA, but employ simple retrieval in the last
step, using the aggregated document representa-
tions (Dm) as a query. The rankings produced by
each method were evaluated using the nDCG@10
and MAP metrics.

As shown in Table 1, the Linear method consis-
tently outperformed the other methods, achieving
the highest NDCG and MAP scores in most cases.
Interestingly, the other rank aggregation methods
did not improve the model without rank aggrega-
tion. The Linear method’s effectiveness might be
attributed to the fact that it uses the actual ranking
similarity scores, in contrast to positional methods,
such as Borda and Outrank. Furthermore, the more
sophisticated DIBRA method might require more
careful tuning for each dataset, in order to achieve
optimal results. Exhaustive parameter tuning of
each rank aggregation method could have produced
different results, but it would hurt the generality
of the GENRA method. Overall, the effect of the

GENRA DL19 DL20
MAP nDCG MAP nDCG

+Judgements

+w/oRA 35.2 (42.0) 56.1 (62.2) 33.6 (33.2) 50.5 (52.9)

+borda 32.9 (36.5) 49.5 (52.8) 30.3 (25.7) 44.4 (39.7)
+dibra 32.3 (37.1) 49.7 (53.1) 26.5 (24.8) 39.9 (36.3)
+outrank 33.8 (37.6) 52.2 (53.9) 30.9 (27.3) 45.6 (42.2)
+linear 35.5 (42.3) 57.2 (62.8) 34.2 (34.7) 52.0 (53.3)

+RankVicuna

+w/oRA 32.9 (32.5) 67.1 (67.2) 38.0 (35.3) 65.5 (63.2)

+borda 32.2 (33.7) 55.4 (61.1) 31.2 (34.1) 50.6 (55.1)
+dibra 28.3 (30.7) 52.9 (58.5) 26.4 (29.3) 46.4 (51.3)
+outrank 33.9 (34.1) 56.8 (61.4) 32.9 (34.8) 53.4 (57.1)
+linear 35.7 (36.4) 63.4 (68.4) 38.0 (39.6) 64.8 (65.5)

Table 1: Evaluation of different rank aggregation methods
within the GENRA pipeline. The scores represent the results
of each model using BM25 for retrieval (scores in parentheses
correspond to the results using Contriever). The best result is
indicated in bold.

linear rank aggregation seems positive, improving
the results obtained without it.

5.2.4 Model Efficiency
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Figure 5: Average time (seconds) required for process-
ing a query.

Beyond effectiveness, it is crucial to consider the
computational cost associated with the use of mul-
tiple retrieval steps. Each step requires resources
and can impose additional time constraints on the
retrieval process. This effect is highlighted in Fig-
ure 5, which presents the average processing time
(in seconds) required for different models to pro-
cess a single query on datasets DL19 and DL20.
As expected, HyDE has the lowest processing time
across both datasets, making it suitable for scenar-
ios where efficiency is important. On the other
hand, GENRA combined with relevance judge-
ments is slower than HyDE but faster than RankVi-
cuna. This suggests that GENRA+judgements
might be a reasonable compromise between effi-
ciency and potential effectiveness for some retrieval
tasks.
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DL19 DL20
MAP nDCG@10 R@10 R@100 MAP nDCG@10 R@10 R@100

BM25 30.1 50.6 17.8 45.2 28.6 48.0 16.9 55.8
Contriever 24.0 44.5 14.1 48.9 24.0 42.1 23.1 51.4

HyDE+mistral 38.2 54.8 22.5 57.4 33.0 49.5 26.8 59.6
GENRA+mistral

+BM25 38.4 60.4 23.5 55.4 32.4 52.1 26.5 60.9
+Contriever 39.1 56.6 22.7 57.5 33.8 51.5 29.7 60.4

HyDE+solar 37.4 55.4 22.3 56.9 32.7 52.8 30.2 62.3
GENRA+solar

+BM25 35.5 57.2 20.3 55.9 34.2 52.0 26.9 62.3
+Contriever 42.3 62.8 25.4 58.5 34.7 53.3 28.5 61.4

RankVicuna 32.9 67.1 24.9 49.1 38.0 65.5 34.4 55.9
GENRA+RankVicuna

+BM25 35.7 63.4 25.5 57.9 38.0 64.8 32.6 65.8
+Contriever 36.4 68.4 25.5 54.3 39.6 65.5 35.4 63.3

Table 2: Results on DL19 and DL20. The best result is shown in bold. The second-best is underlined for comparison.

5.3 Passage Ranking

Having examined the role of each different compo-
nent within GENRA, we then assessed its perfor-
mance in a number of different retrieval tasks.

TREC datasets As shown in Table 2, GENRA
consistently outperforms the baseline methods
across both TREC datasets, DL19 and DL20. Ad-
ditionally, GENRA achieves a significant improve-
ment of 0.5 to 7.4 percentage points in MAP and
nDCG@10, over its LLM-based competitor, HyDE.
Additionally, the combination of GENRA with
RankVicuna brings considerable improvements of
1.6 to 9.9 percentage points in MAP and R@100,
over the vanilla RankVicuna model, while maintain-
ing or improving the scores of nDCG@10. Overall,
GENRA consistently improves baseline systems
leading to a boost in retrieval effectiveness across
various metrics. These results highlight the effec-
tiveness of combining relevance assessment and
rank aggregation.

BEIR datasets The situation is similar in the
BEIR datasets (Table 3). GENRA consistently out-
performs the other baselines across all datasets,
HyDE approaches the performance of GENRA
in some cases (notably in the NFCorpus). Also,
RankVicuna performs well on the Covid dataset,
but GENRA achieves a higher performance on
average (+2 percentage points). Comparing the
results of different retrievers within GENRA, it
seems that BM25 leads more consistently to good
results. GENRA with Contriever performs very

nDCG@10 Covid News NFCorpus Signal Touche Avg

BM25 59.4 39.5 30.7 33.0 44.2 35.2
Contriever 27.3 34.8 31.7 23.3 16.6 26.7

HyDE+mistral 55.9 34.3 30.8 21.6 14.9 31.5
GENRA+mistral

+BM25 61.2 40.9 31.5 33.4 44.7 42.3
+Contriever 58.4 40.7 26.7 17.9 18.3 32.4

HyDE+solar 56.7 35.1 31.3 21.5 15.0 31.9
GENRA+solar

+BM25 61.5 41.2 32.3 33.6 45.4 42.8
+Contriever 63.4 41.4 31.9 18.1 18.9 34.7

RankVicuna 81.1 46.9 33.0 33.2 29.6 44.7
GENRA+RankVicuna

+BM25 78.0 47.1 33.2 33.4 41.7 46.7
+Contriever 70.2 43.3 30.4 25.6 24.5 38.8

Table 3: Results on BEIR. Best performing are marked bold.

well in some datasets, but not so well in others.
Among the tested LLMs, Solar achieved

marginally better overall performance compared
to Mistral. This could potentially be attributed to
its larger size, consisting of 10 billion parameters
compared to Mistral’s 7 billion.

5.4 Summarizing Crisis Events

Moving beyond the standard benchmarks, we eval-
uated our method on the CrisisFACTS 2022 task
(McCreadie and Buntain, 2023). This task focuses
on summarizing multiple streams of social media
and news data related to a specific short-term crisis
event, aiming to include factual information rele-
vant to pre-defined queries. Given a set of queries
Q and documents D, the goal is to return a list
of k most-relevant text snippets (namely "facts")
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along with their importance scores, forming a daily
summary.

The CrisisFACTS dataset offers multi-stream
data, tagged with ground truth summaries sourced
from ICS-2009, Wikipedia, and NIST annotations.
Following (McCreadie and Buntain, 2023), we
used Rouge-2 F1-Score and BERT-Score metrics
to evaluate the performance of GENRA on the task.
For comparison, we selected the top-performing
methods from the CrisisFACTS 2022 challenge,
namely unicamp and ohmkiz. In our method, we uti-
lized Contriever for retrieval and Solar as the LLM,
generating 10 candidate passages for each query.
We set the LLM relevant documents to m = 5, and
employed the linear rank aggregation method.

WIKI NIST ICS
BERT Rouge BERT Rouge BERT Rouge

unicamp 53.2 02.8 55.7 13.3 45.9 05.8
ohmkiz 56.4 03.6 56.4 14.7 45.0 05.1

HyDE 53.2 03.0 53.4 11.1 44.4 04.0
GENRA+judgements 54.0 03.1 56.1 12.6 46.1 04.5
GENRA+RankVicuna 54.2 03.2 56.0 12.3 46.5 04.6

Table 4: Results on the CrisisFACTS 2022 dataset. The best
performing result is indicated in bold. The second-best is
underlined for comparison.

As illustrated in Table 4, our approach produces
summaries with fluency and factual accuracy com-
parable to the best methods, as measured by BERT-
Score and ROUGE-F1 scores. This level of perfor-
mance is maintained across all ground truth sum-
maries, even outperforming all other methods in
some cases. Furthermore, in contrast to ohmkiz,
which requires fine-tuning on question-document
pairs, and unicamp, which utilizes proprietary Ope-
nAI API calls, GENRA operates entirely unsuper-
vised, leveraging readily available, open-source
LLMs. This distinction eliminates the need for
additional training data, and promotes usability.

6 Conclusion

In this work, we have introduced GENRA, a new
approach to information retrieval that leverages
LLMs and rank aggregation to enhance the ef-
fectiveness of zero-shot document retrieval. Our
method involves three main steps. First, GENRA
utilizes LLMs to create informative passages that
serve as refined query representations. Then, the re-
trieved documents undergo a LLM-based relevance
assessment, keeping only highly relevant ones. Fi-
nally, multi-document retrieval generates individ-
ual rankings for each verified document, which are

further refined through rank aggregation, leading
to the final ranking.

Extensive experiments on benchmark datasets
demonstrated that GENRA consistently outper-
forms existing zero-shot approaches, in some cases
achieving considerable improvements. Further-
more, the modular nature of GENRA facilitates
further experimentation with different, possibly bet-
ter, LLMs and rank aggregation methods.

In addition, we will be investigating alternative
ways to incorporate relevance judgments into the
passage generation instructions. Finally, we are
interested in ways to improve the computational
efficiency of GENRA, particularly for large-scale
retrieval.
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Limitations

Our study focus on zero-shot retrieval with open-
source LLMs, and shows that the combination of
relevance assessment and rank aggregation can im-
prove the quality of the retrieval. However, the
computational cost of GENRA is relatively high
due to the need for multiple iterations of LLM-
based inferences and document retrieval. This
could compromise its usability in very large-scale
scenarios, or when using systems with restricted
computational resources.

While incorporating relevance judgments
demonstrably enhances retrieval performance, our
methodology utilizes only binary assessments.
Recent research suggests that finer-grained
relevance levels could yield further improvements.
Therefore, while our approach prioritizes simplic-
ity, it may sacrifice some potential performance
gains compared to approaches using more granular
relevance scales.

Our work prioritizes open-source LLMs to fos-
ter open and reproducible research within the aca-
demic community. This approach contrasts closed-
source commercial APIs, like ChatGPT, which may
achieve higher performance. Therefore, we ap-
preciate the value of a broader benchmarking of
GENRA’s performance across various LLM mod-
els.
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A Appendix

A.1 GENRA Algorithm

Algorithm 1 GENRA
Require: query q, documents D, ϵ, generation in-

struction Ig, judgement instruction Ij , number
of retrieved documents k, number of verified
documents m, number of generated passages n

Ensure: ranking σk
q

procedure PASSAGE GENERATION

Generate passages P = LLM(Ig, q)
Enrich query vq̂ =

1
n

∑
ϵ(P )

Retrieve top documents σk
q̂

end procedure
procedure RELEVANCE ASSESSMENT

procedure RE-RANKING

Re-order documents σ̂k
q̂ = LLM(σk

q̂ ).
Add top-m documents in Dm

end procedure
OR
procedure LLM-BASED JUDGEMENTS

for d = 1, 2, .., k do
Obtain ρq,d = LLM(Ij , d).
if ρq,d=yes then Add d in Dm

end if
end for

end procedure
end procedure
procedure RANKING AGGREGATION

S=[]
for d = 1, 2, ..,m do

Retrieve top documents σk
d̂

Add σk
d̂

in S
end for

end procedure
Obtain final ranking σk

q = agg(S)
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A.2 Datasets Statistics
Table 5 presents the statistics of the TREC, BEIR
and CrisisFACTS datasets.

Dataset Domain #Query #Documents

TREC

DL19 Web 43 8,841,823
DL20 Web 200 8,841,823

BEIR

Covid Bio-Medical 50 171,332
NFCorpus Bio-Medical 323 3,633
News News 57 594,977
Signal Twitter 97 2,866,316
Touche Misc. 49 382,545

CrisisFACTS Social Media 52 468,788

Table 5: Statistics of datasets.
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