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Abstract

Tools for translating natural language into code
promise natural, open-ended interaction with
databases, web APIs, and other software sys-
tems. However, this promise is complicated
by the diversity and continual development
of these systems, each with its own interface
and distinct set of features. Building a new
language-to-code translator, even starting with
a large language model (LM), typically re-
quires annotating a large set of natural lan-
guage commands with their associated pro-
grams. In this paper, we describe ICIP (In-
Context Inverse Programming), a method for
bootstrapping a language-to-code system us-
ing mostly (or entirely) unlabeled programs
written using a potentially unfamiliar (but
human-readable) library or API. ICIP uses a
pre-trained LM to assign candidate natural lan-
guage commands to these programs, then iter-
atively refines the commands to ensure global
consistency. Across nine different applica-
tion domains from the Overnight and Spi-
der benchmarks and text-davinci-003 and
CodeLlama-7b-Instruct models, ICIP outper-
forms a number of prompting baselines. Indeed,
in a “nearly unsupervised” setting with only a
single annotated program and 100 unlabeled
examples, it achieves up to 85% of the perfor-
mance of a fully supervised system.

1 Introduction

Even with the growing capability and flexibility
of language models (LMs), many tasks in NLP
are best solved by translating language into a pro-
gram or another formal representation. The pro-
gram might query a database (Zelle and Mooney,
1996), carry out a request (Semantic Machines
et al., 2020), call an external tool (Schick et al.,
2023), or assist with a programming task (Maddi-
son and Tarlow, 2014). Modern LMs can predict
programs from natural language amazingly well
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Figure 1: Overview of our approach. Starting with zero
or more seed programs labeled with natural language
commands, and a collection of unlabeled programs, we
label programs with commands using a pre-trained lan-
guage model, choosing commands that lead the LM
to re-generate the target program with high probabil-
ity. These automatically labeled programs are used as
input to the next round of labeling, and finally used as
in-context examples for a semantic parser.

when these programs look like ones that appeared
in the training data (Chen et al., 2021; Chai et al.,
2023). LMs can even learn new language-to-code
mappings in context, given enough labeled data to
prompt them with examples that demonstrate the
relevant associations (Austin et al., 2021).

However, program generation is a moving tar-
get: APIs, databases, and even programming lan-
guages themselves are constantly changing, and we
often find ourselves without convenient natural lan-
guage descriptions or instructions for a given task,
even if we have examples of working programs or
an API reference. For example, we might wish
to enable users to interact with new databases, or
enable developers to equip LMs with new tools,
or enable code autocomplete with a newly devel-
oped library, without requiring database-, tool-, or
language-specific data annotation. How can we
automate language-to-code translation for an unfa-
miliar type of code?

This paper introduces ICIP (In-Context Inverse
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Programming), a method for using LMs to perform
“nearly unsupervised” language-to-code translation
for new APIs and libraries. The key insight
motivating ICIP is that most code is meant to be
readable, and human programmers can often un-
derstand and describe an unfamiliar program even
before they have the skills to write that program on
their own. By using an LM to generate candidate
natural language commands of a large collection
of programs, then refining these commands toward
global consistency, it is possible to bootstrap a large
library of (language, program) pairs even when
starting with mostly unlabeled programs as input
(Fig. 1). Once labels are inferred, these labeled
programs may be used to prompt or fine-tune an
ordinary LM-based language-to-code model. More
formally, ICIP treats natural language commands
as latent variables, and performs local search to
incrementally optimize the joint likelihood of a
collection of programs under a prompted LLM.

ICIP builds on a large body of semi-supervised
approaches to semantic parsing (Yin et al., 2018;
Zhong et al., 2020). Like them, it uses cycle-
consistency losses to assign consistent natural lan-
guage labels to unlabeled programs. But large-
scale LM pre-training enables qualitatively differ-
ent learning procedures for new languages and li-
braries. First, the non-parametric nature of learning
in prompted LMs means that improved program
labels immediately translate into improved label-
ing and parsing of other examples; second, LMs’
ability to generate plausible program descriptions
in a zero-shot fashion means that we can start with
considerably less labeled data than past work.

Results on two English language-to-code
benchmarks spanning nine application domains
(Overnight, Wang et al., 2015, and Spider, Yu
et al., 2018) and two LMs (text-davinci-003,
Brown et al., 2020 and CodeLlama-7b-Instruct,
Roziere et al., 2023) show that ICIP improves over
ordinary one- and many-shot prompting by as much
as a factor of four, achieving as much as 85% of
the accuracy attained by a fully supervised model
when starting with only one labeled example and
100 unlabeled ones. ICIP is robust to several vari-
ations in the problem setting: it gives reasonable
performance even with no unlabeled examples, and
with drastic changes to program syntax.

In summary, this paper describes (1) a new
method for “nearly unsupervised” text-to-code
translation in LMs based on iterative refinement of
generated commands, and (2) a set of experiments

showing that this method is empirically effective,
giving substantial improvements across two models
and two semantic parsing benchmarks. Our results
corroborate the effectiveness of pretrained LMs in
bootstrapping their own supervision (Zheng et al.,
2023; Li et al., 2023b; Zelikman et al., 2022).

2 Background

Translating natural language into code (or other for-
mal representations) is a key sub-task in natural lan-
guage processing, with applications spanning com-
putational linguistics, natural language interfaces,
and dialog systems. Historically, many language-
to-code systems were based on explicitly struc-
tured, compositional models (Wong and Mooney,
2007; Zettlemoyer and Collins, 2005; Kwiatkowski
et al., 2011). More recent systems have generally
used a combination of neural sequence models,
large-scale pre-training, and constrained decoding
(Dong and Lapata, 2016; Roy et al., 2022).

Large datasets of natural language text and code
are widely available, but paired language–program
data is comparatively rare. As a result, there has
been long-standing interest in building language-
to-code systems with less data. One prominent
line of work focuses on weak supervision—using
natural language questions paired with answers to
automatically infer programs that produce the right
result when executed (Clarke et al., 2010; Liang
et al., 2011; Artzi and Zettlemoyer, 2013; Grand
et al., 2023).

Most relevant to the this paper, another line of
research focuses on semi-supervised approaches,
which learn from a mixture of paired language and
program data as well as unpaired data in one or both
modalities. These approaches typically combine
supervised learning with a cycle-consistency objec-
tive, alternating between optimizing a language-to-
code model on annotated programs, then assigning
unlabeled programs natural language descriptions
that produce the right code when translated (Yin
et al., 2018; Zhong et al., 2020). ICIP extends these
approaches along several axes—it generalizes se-
mantic parsing with cycle consistency to the in-
context learning setting, and our best-performing
model variant (MaxRT below) employs a filtering
criterion not used in previous work. Together, these
enable ICIP to obtain significantly improved sample
efficiency.

Outside the domain of language-driven program
synthesis, semi-supervised learning procedures
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based on enforcing cycle-consistency have been
used (for pre-training, fine-tuning, and prompting)
in tasks spanning machine translation, instruction
following, and open-ended text generation (Li et al.,
2011; Sennrich et al., 2016; Li et al., 2023b,a). We
expect that future work might apply ICIP-type ap-
proaches to these problems as well. In a similar
spirit to the present work, Keskar et al. (2019) also
leverage LMs’ ability to perform an “easy” recog-
nition problem (labeling text with control codes)
to bootstrap supervision for a hard inverse problem
(controllable text generation).

3 Approach

3.1 Data
We wish to learn a mapping from natural language
commands ℓ to programs π. To guide learning,
we assume we have access to two sources of infor-
mation: (1) a dataset DLΠ of labeled command–
program pairs (ℓi, πi) (which might contain zero or
one examples); and (2) a dataset DΠ of unlabeled
programs πi.

3.2 Base Models
In addition to these data sources, we assume access
to a language model pLM, which has been pre-
trained on general language and program data, but
not the specific language or library APIs used in
π. Crucially, we assume that pLM is capable of
in-context learning; i.e., when conditioning on
a sequence of labeled (command, program) pairs
followed by an unlabeled program,

pLM(πn | ℓ1, π1, . . . , ℓn−1, πn−1, ℓn)

assigns high probability to programs πn likely to
be associated with ℓn. Similarly,

pLM(ℓn | π1, ℓ1, . . . , πn−1, ℓn−1, πn)

assigns high probability to plausible natural lan-
guage labels ℓn for πn.

In practice, LMs condition on sets of programs
like {(ℓi, πi)} above via a prompt, which concate-
nates them into a single string. When the number
of labeled examples is large, prompt construction
may additionally involve a retrieval step, in which
initial examples (ℓi, πi) are sub-selected from the
full example set based on similarity between ℓi
and ℓ. Our approach is generally compatible with
many approaches to prompt construction, so in this
section we will write pLM(π | D, ℓ) to represent

the distribution over programs given a prompt built
from a set of labeled examples D and an input com-
mand ℓ. We will similarly write pLM(ℓ | D,π) for
a distribution over commands given examples and
input programs. Prompt construction details for
our experiments are discussed in Section 4.

3.3 Learning
Given M labeled programs DLΠ and N unlabeled
programs DΠ as defined above, our goal is to con-
struct a set of automatically labeled command-
program pairs D̂LΠ, by inferring a command
ℓ̂i for every πi ∈ DΠ.1 Once we have these
programs, we can immediately use them to con-
struct language-to-code model for our target do-
main by conditioning pLM on a prompt derived
from DLΠ ∪ D̂LΠ.

To do so, we initialize D̂LΠ = ∅, then alternate
between two steps:

Sampling. For each unlabeled program πi in DΠ,
sample a set of candidate natural language
commands that should correspond to πi:

L′
i = {ℓ̂1i . . . ℓ̂ki } ∼ pLM(ℓ | DLΠ ∪ D̂LΠ, πi)

We may then define a dataset of candidates:

D′
LΠ =

⋃

i

{(ℓ̂ji , πi) : ℓ̂
j
i ∈ L′

i}

Intuitively, the sampling step uses the labeled
and (possibly empty) unlabeled programs to
guess a plausible natural language command
for πi.

Filtering. For each L′
i, select a subset:

L̂i = {ℓ̂ji ∈ L′
i : filter(ℓ̂

j
i , πi, DLΠ ∪D′

LΠ)}

where filter is a criterion for rejecting low-
quality candidates (e.g. which fail to round-
trip, or which are classified by another LM as
incorrect, as in Li et al., 2023b), which will
be described in more detail below.2 Finally,

1Semi-supervised learning problems of this kind often
arise in natural language processing tasks. For example, Meri-
aldo (1994) performed semi-supervised learning of part-of-
speech tagging HMMs using Expectation–Maximization.

2It may be surprising that this step uses the unfiltered
dataset D′ from the current iteration, rather than the filtered
dataset from the previous iteration. This choice makes it pos-
sible to use more than just the seed set to guide filtering in the
first iteration. Unfiltered examples improved performance in
the first iteration, and did not meaningfully affect performance
(relative to using filtered examples) in later iterations.
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SELECT name…

List all cities…

SELECT * FROM city WHERE pop > 10000 AND county = “Jefferson”

Sampling step (LM labeling) Filtering step (LM parsing)

Find cities in Jefferson county with population over 10,000.

Labeled data  DLΠ
π1

ℓ1

Auto-labeled data  D̂LΠ

Unlabeled data  DΠ

COUNT(id)…

How many…

π2
̂ℓ2

SELECT * FROM…

Find cities in …

π3

̂ℓ3

COUNT(id)… p( ̂ℓ ∣ π1, ℓ1, π2, ̂ℓ2, π3)p( ̂ℓ ∣ π1, ℓ1, π2, ̂ℓ2, π3)
maxRT hardRT/

L̂′ L̂3/

Figure 2: Details of the proposed learning algorithm. During the sampling step, the current set of seed labeled
and automatically labeled examples is used to generate a set of candidate natural language commands associated
with each unlabeled program. During this step, the LM is prompted with seed labels and automatically generated
labels from the previous iteration. During the filtering step, this set is sub-selected to include only those that will be
parsed into the original program with high probability, again using previously labeled examples in the prompt.

update:

D̂LΠ ←
⋃

i

{(ℓ̂ji , πi) : ℓ̂
j
i ∈ L̂i}

Intuitively, this step filters down the set of
generated labels for correctness, then updates
the auto-labeled set D̂LΠ to include labeled
pairs that passed the filter.

Together, the two steps implement a form of re-
jection sampling, with pLM as the proposal distribu-
tion and filter as (a discriminator for) the target
distribution. The full ICIP procedure is described
formally in Algorithm 1 and visualized in Fig. 2.
The sampling and filtering steps may be iterated, in
which case labels inferred at early timesteps can in-
form the choice of labels for other examples at later
timesteps. This two-step procedure has an intuitive
similarity to more famous alternating optimization
algorithms like expectation–maximization (EM;
Dempster et al., 1977) and mean-field variational
Bayes (e.g., Jordan et al., 1999). The sampling
and filtering steps together accomplish something
roughly analogous to the E step in EM. The result-
ing filtered program-command pairs can be viewed
as a particle-based approximate representation of
the distribution of latent commands. While the M
step of EM would ordinarily retrain explicit model
parameters to maximize their expected likelihood
given the distribution of latents produced in the E
step, our model has no such tunable parameters.
Instead, our equivalent to the M step is performed
implicitly as the pretrained LM’s behavior updates
through in-context learning from the examples gen-
erated in the E step. While we do not optimize any

explicit parameters, recent work suggests that in-
context learning in sufficiently large transformers
may, in fact, behave akin to optimization (Akyürek
et al., 2023; Von Oswald et al., 2023).

The choice of an appropriate filter is crucial
to the quality of the in-context demonstrations that
act as supervision for this step. We consider two in
our experiments:

Hard Round Trip (HardRT). This version of
ICIP accepts any command that, when translated by
the LM into a program given the current example
set, yields the right program:

filter(ℓ̂, π,D) = 1[π = argmax
π′

pLM(π′ | D, ℓ̂)]

This filter may produce zero, one, or multiple com-
mands for each program. “Hard” cycle consistency
constraints of this kind were also used by Zhong
et al. (2020) for learning semantic parsers. The
idea of filtering out possibly incorrect imputed val-
ues has also appeared in confidence-thresholded
variants of EM (e.g., Yarowsky, 1995).

Max Round Trip (MaxRT). This version of ICIP

accepts the command that, when passed as input
to the LM, causes the LM to assign the highest
possible probability to the target program (even if
it does not generate the target program as output):

filter(ℓ̂, π,D) = 1[ℓ̂ = argmax
ℓ′

pLM(π | D, ℓ′)]

This filter always produces exactly one command
for each program.

What are the tradeoffs between HardRT and
MaxRT? HardRT keeps more commands for pro-
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Algorithm 1 In-Context Inverse Programming
1: DLΠ ← labeled seed programs
2: DΠ ← unlabeled programs
3: D̂LΠ ← ∅ // holds auto-labeled programs
4: for 1 ≤ t ≤ Niters do
5: T ← ∅ // holds in-progress labels
6: for πi ∈ DΠ do
7: L′

i ∼ pLM(ℓ | DLΠ ∪ D̂LΠ, πi)

8: for ℓji ∈ L′
i do

9: if filter(ℓji , πi, DLΠ ∪ D̂LΠ) then
10: T ← T ∪ {(ℓji , πi)}
11: D̂LΠ ← DLΠ ∪ T

grams πi that are easier to translate, and drops pro-
grams πi that are hard to translate. This shifts
the distribution of D̂LΠ toward the former type of
program, perhaps harming the system’s ability to
produce the latter. MaxRT ensures more uniform
coverage of the space of programs, at the cost of
potentially giving πi a label for which πi is not the
correct semantic parse.

The argmax in both the HardRT and MaxRT
filters involves an intractable search over all pro-
grams or labels. In HardRT, we approximate it by
performing greedy decoding from pLM. In MaxRT,
we approximate it by choosing the highest-scoring
element in the set of candidate labels L′

i.
We remark that other filters are possible in prin-

ciple. For example, for each unlabeled program πi,
we could use normalized importance sampling to
estimate the posterior distribution over its candi-
date labels D′

LΠ: weight each ℓ̂ji proportionately to
pLM(ℓ̂ji ) pLM(πi | ℓ̂ji ) / pLM(ℓ̂ji | πi), then sample
from this distribution, as in Monte Carlo EM.

4 Experimental Setup

Datasets. In our main experiments, we evaluate
semantic parsing on two English-language bench-
mark datasets: Spider (Yu et al., 2018), a text-to-
SQL task, and Overnight (Wang et al., 2015), a
benchmark evaluating semantic parsing for ques-
tion answering in eight application domains span-
ning calendaring, restaurant search, spatial reason-
ing, and more. . Both datasets contain several thou-
sand labeled program-utterance pairs. The Spider
and Overnight test splits contain 1,034 and 2,740
examples respectively. All of our test numbers
report average accuracy over the entire test split.3

3While complete training sets for the GPT and Llama mod-
els used in this paper are not publicly available, a Github

To create the small training sets required to run
our method and baselines, we sample M +N ex-
amples from the training split, without replacement,
using the first M and last N respectively for the
labeled set DLΠ and the unlabeled set DΠ. For
each condition (M +N) that we report on, there
is some variance in the results due to the particular
draw of (DLΠ, DΠ); thus Table 1 reports the mean
over three draws, ±1 standard deviation.

Metrics. We report two measures of program re-
covery performance: (1) program accuracy, the pro-
portion of predicted programs that exactly match
the reference programs associated with a set of test
utterances, and (2) answer (or “denotation”) ac-
curacy, the proportion of predicted programs that
return the same result as their utterance’s reference
program when executed. In Overnight, execution
occurs against a fixed model; in Spider, each query
is executed against a query-specific database.

Modeling details. We conduct experiments us-
ing two language models: text-davinci-003, a
proprietary model developed by OpenAI and tai-
lored for general text instruction-following, and
CodeLlama-7b-Instruct, a public model with 7
billion parameters produced by continuing the pre-
training of a Llama 2 model (Touvron et al., 2023)
on the code subset of its training corpus, then fine-
tuning it to add instruction-following capability.

We implement parsing and labeling with few-
shot prompting. We construct a prompt by concate-
nating an instruction and a set of labeled or unla-
beled exemplars (as described below), then sample
continuations from the language model conditioned
on this prompt. When labeling programs, we pro-
vide the instruction Explain each of the following
programs with a natural language string. When
parsing, we use the instruction Let’s translate what
a human user says into what a computer might say.

When generating multiple candidate labels, we
draw samples from the model with softmax tem-
perature 1.0 and output distribution truncated to
probability mass 0.95 (Holtzman et al., 2020) in
order to encourage diversity while maintaining co-
herence. We sample 8 candidate labels per pro-
gram in ICIP +MaxRT; in preliminary experiments,
sampling more candidates did not yield further im-

search for Overnight examples in the pre-processed form used
for our main experiments returned no search results. We are
thus reasonably confident that models were exposed to these
datasets for the first time during evaluation. Section 5.3 shows
that results are robust to dramatic obfuscation of the datasets.
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System M+N Overnight Blocks
Prog Ans

Few-shot (1+0) 6.5±2.4 16.6±9.5
Few-shot (8+0) 19.5±3.3 35.0±4.5
Few-shot + unl. (1+100) 18.9±2.6 31.2±3.6

ICIP + MaxRT (0+100) 25.9±1.6 36.7±2.1

ICIP + HardRT (1+100) 26.8±0.8 39.7±1.4
ICIP + MaxRT (1+100) 29.1±2.2 42.7±3.4

Fully labeled (100+0) 33.2±1.9 49.7±2.3

(a) text-davinci-003

System M+N Overnight (All) Spider
Prog Ans Prog

Few-shot (1+0) 4.3 7.1 0.8±2.2
Few-shot (8+0) 23.6 36.2 10.0±3.1
Few-shot + unl. (1+100) 19.7 30.1 9.6±2.8

ICIP + MaxRT (0+100) 16.9 26.1 6.8±5.4

ICIP + HardRT (1+100) 29.9 41.7 11.6±2.3
ICIP + MaxRT (1+100) 25.4 37.6 11.7±3.2

Fully labeled (100+0) 44.9 61.4 13.0±2.0

(b) CodeLlama-7b-Instruct

Table 1: Results on the Overnight and Spider datasets. Metrics are described at the start of Section 4. The
M+N column indicates the number of labeled and unlabeled examples used to construct prompts. Prog indicates
exact-match percentage of programs on held-out test examples. Ans indicates answer (or denotation) accuracy: the
percentage of programs which yield the same result as the corresponding gold program when executed. Subscripts
indicate standard error across seeds. These are not calculated for the Overnight (All) condition, which shows average
performance across both seeds and datasets; see Appendix A for results and measures of variation in each domain.

provement. When generating parses, we use greedy
decoding, at each step selecting the token with max-
imum probability. We additionally ensure syntactic
correctness using speculative constrained decoding
(Shin and Van Durme, 2022).

We limit all few-shot prompts to at most 8 exem-
plars. When more than 8 examples are available,
the prompts uses the 8 that are most similar accord-
ing to the number of unigrams and bigrams shared
between the subword-tokenized input in question
and examples in the retrieval pool. Exemplars for
parsing are ranked for retrieval based on utterance
overlap, and exemplars for labeling are ranked by
program overlap. Exact matches to the input utter-
ance or program are excluded during training.

We run experiments on both datasets with the
CodeLlama-7b-Instruct model, and additionally
run text-davinci-003 on the Overnight Blocks
sub-domain (due to computational constraints).

Baselines. We compare our proposed algorithms
to a simple baseline of few-shot parsing using the
above instruction followed by labeled exemplars
from DLΠ (limited to 8 as explained above). These
are the 1+0, 8+0, and 100+0 conditions.

We also compare to an extended baseline which,
right after the instruction, inserts the text Here are
some examples of programs we might want fol-
lowed by unlabeled exemplars from DΠ (again
limited to 8), and then continues with the labeled
exemplars as before. This 1+100 condition pro-
vides a fair comparison to ICIP’s 1+100 condition.

5 Results

5.1 ICIP learns effectively from a single
labeled example

One-shot learning results are shown in the ICIP

(1+100) rows of Table 1. On both models and
both datasets, ICIP outperforms ordinary one-shot
prompting as well as prompting with one la-
beled and many unlabeled examples. With the
text-davinci-003 model and MaxRT filtering, it
substantially outperforms in-context learning with
eight labeled examples, and approaches the per-
formance of a fully supervised system with 100 la-
beled examples. While gains are not as pronounced
with the smaller CodeLlama-7b-Instruct model,
ICIP still dramatically improves upon models that
learn from the same number of labeled exam-
ples. (The difference between text-davinci-003
and CodeLlama-7b-Instruct in the fully labeled
condition indicates that differences are mainly at-
tributable to the LMs themselves, and not to ICIP.)
Table 2 shows example inferred commands.

The effectiveness of MaxRT highlights two
key technical advantages of ICIP over previous
semi-supervised semantic parsing methods such
as Zhong et al. (2020). In particular, the use of
a likelihood-based filtering criterion, rather than
the correct-output criterion used in previous work,
both improves accuracy and eliminates the need to
execute LM predictions (or even sample from the
LM). This, in turn, means that ICIP can be applied
efficiently even with very large LMs and in settings
where program execution is not possible.
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ICIP (1+100)
Program (call listValue (call filter (call filter (call getProperty (call singleton

en.block) (string !type)) (string is_special)) (string height) (string =) (number
3 en.inch)))

Round 1 find me all blocks of special type that are 3 inches tall
Round 2 find me all special blocks that have a height of 3 inches
Gold find me all 3 inch tall special blocks

ICIP (1+100)
Program (call listValue (call countSuperlative (call getProperty (call singleton en.block)

(string !type)) (string max) (string above) (call getProperty (call singleton
en.block) (string !type))))

Round 1 find me the maximum block that is above any other blocks
Round 2 find the block type with the maximum number of blocks above it
Gold find the block located on top of the highest number of other blocks

ICIP (0+100)
Program (call listValue (call aggregate (string avg) (call getProperty (call getProperty

(call singleton en.block) (string !type)) (string height))))
Round 1 This program calculates the average height of all blocks of the same type in the singleton block group.
Round 2 This program calculates the average height of the type property of the en.block singleton.
Gold what is the average height of a block

Table 2: Examples of inferred program annotations, all using text-davinci-003 on the Overnight Blocks sub-task.
Errors are shown in red. The first two groups are prompted with one labeled example, and annotations have
consistent style; the third group shows a fully-unsupervised model, which produces very different (and perhaps
lower-quality) annotations, which nevertheless yield a surprisingly effective text-to-code model (see Table 1).

1-shot ICIP
Round 1

ICIP
Round 2

0

10

20

30

40

50

Ac
cu

rac
y

Answer
Program

Figure 3: Parsing accuracy on Overnight Blocks using
text-davinci-003 and a single seed label increases
with successive rounds of ICIP +MaxRT. Shaded areas
indicate the sample standard deviation over 5 seeds.

5.2 ICIP learns effectively even with no
labeled examples

While not the primary focus of our evaluation, an
even stronger version of this result may be found
in the ICIP (0+100) rows of Table 1. These ex-
periments show that, starting only with unlabeled
programs, ICIP infers commands that, when pro-
vided in a prompt, give significant improvements
over even one-shot baselines. However, these im-
provements are smaller, and in some cases matched
by ordinary few-shot prompting.

Examples of inferred commands are shown in
Table 2. Notably, they diverge significantly from
the style and formatting of the commands in the

labeled training and test data, yet are close enough
to provide an effective prompt for mapping test
commands to programs.

5.3 ICIP is robust to variations in program
syntax and style

The pre-trained LMs we use as a starting point
have seen a significant amount of data in both Lisp
(the language in which Overnight programs are
expressed) and SQL (for Spider). Does ICIP con-
tinue to work when aspects of syntax, and not just
program vocabulary, diverge from what was seen
during pre-training?

To evaluate this, we conduct an additional set of
experiments on the Blocks sub-task from Overnight
in which we systematically transform the syntax
of program expressions themselves: using C-style
function calls (C calls), altering parentheses (Var.
braces) or removing them (No braces), reversing
the order of function and arguments (Arg. reverse)
or anonymizing the names of functions themselves
(Anon. fns.) Examples of these transformations are
shown in Table 3, and results of ICIP and a fully-
labeled oracle are shown in Table 4. These exper-
iments show that ICIP is robust to large changes
in syntax, achieving non-trivial scores, and outper-
forming non-ICIP baselines, across all transforma-
tion types.
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Command What is the length of block 1?
Original (call listValue (call getProperty en.block.block1 (string length)))
C calls listValue(getProperty(en.block.block1, string(length)))
Var. braces {call listValue {call getProperty en.block.block1 {string length}}}
No braces call listValue call getProperty en.block.block1 string length
Arg. reverse (call (call (string length) en.block.block1 getProperty) listValue)
Anon. fns. (p0 p1 (p0 p2 en.block.block1 (p4 length)))

Table 3: Examples of program transformations.

Transformation
Blocks Answer Acc.

ICIP + MaxRT Fully labeled
(1+100) (100+0)

Original 42.7 49.7
C calls 37.8 50.8
Var. braces 40.6 50.1
No braces 35.8 48.6
Arg. reverse 34.6 45.8
Anon fns. 34.6 48.6

Table 4: Results of program transformation experiments.
ICIP continues to perform nontrivially even under sig-
nificant alterations to program syntax.

5.4 ICIP iteratively improves label quality

The examples in Table 2 suggest that imputed nat-
ural language commands not only reflect the se-
mantics of their associated programs, but improve
over multiple rounds of iteration, highlighting the
role of the iterative nature of ICIP in generating
high-quality labeled examples. The overall change
in accuracy across rounds is measured in Fig. 3.

6 Analysis

We conclude with a qualitative analysis of the pre-
dictions and labels generated by ICIP. We focus
on Overnight Blocks, as it contains a large number
of programs in a single domain from which aggre-
gate statistics can be computed, and the MaxRT
filtering method, which achieves the best overall
performance in this domain.

6.1 How diverse are generated labels?

One behavior commonly observed in latent-
variable models like ICIP is mode collapse, wherein
all latent variables ℓ are assigned the same value.
This appears not to be a significant problem for
ICIP: 96.9% of predicted labels were unique (com-
pare to 99% for humans). When computing the
all-pairs self-BLEU for both sets, ICIP labels have
a score of 18.2 and human labels have a score of
7.6. Together, these results indicate that ICIP some-
times produces repetition at the token level, but still
assigns unique labels to distinct programs.

6.2 What programs are hard to predict?

Are hard programs longer than short ones?
Gold program length does not appear to meaning-
fully predict parsing difficulty: programs that ICIP

predicts correctly over a majority of seeds are on
average 21.4 ± 5.2 tokens in length, while pro-
grams ICIP predicts incorrectly are on average 23.5
± 5.2 tokens long.

Are some program features harder to trans-
late than others? We computed the program
tokens that occur more frequently (per the nor-
malized unigram distribution) in gold programs
which ICIP fails to predict correctly compared to
the cases ICIP predicts correctly. The program to-
kens that occur most frequently in incorrect cases
are: reverse, filter, string, right, above, and
left. The fully labeled (100+0) model struggles
with a very similar list of constructs: reverse,
filter, block1, above, below, and right. Thus,
the difficulty here may actually stem from the basic
difficulty of translating these types of relations into
code, rather than a specific deficiency of ICIP. More
generally, these results suggest that ICIP exhibits a
similar error distribution to supervised methods.

6.3 How do imputed commands compare to
ground-truth commands?

In ground-truth commands, the average length is
9.3 ± 3.3 words. After one iteration, ICIP’s com-
mands are 11.3 ± 3.3 words in length; after two
iterations, this grows slightly to 12.0 ± 3.3 words.
Thus, ICIP generates slightly longer annotations
on average. We hypothesize that this is because
more detailed, explicit commands are selected in
the filtering step, as they are more likely to enable
an accurate reconstruction of the input program.

7 Conclusion

We have presented In-Context Inverse Program-
ming (ICIP), a “nearly unsupervised” procedure for
building language-to-code models for new libraries,
data sources, or languages starting with a collection
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of unlabeled programs and as few as one labeled ex-
ample. ICIP works by iteratively predicting natural
language commands for unlabeled programs that
enable reconstruction of the original program with
high probability. Experiments on multiple datasets
and models show that this procedure is effective,
substantially outperforming one- and many-shot
prompting methods in low-data regimes.

Our results highlight the fact that pre-trained
LMs’ ability to perform easy tasks, like labeling
programs with descriptions, can be used to boot-
strap models for harder tasks by encouraging both
local consistency (via round-trip constraints) and
global consistency (via in-context learning from
inferred demonstrations).

Limitations

While ICIP is “one-shot” in the sense of leveraging
a single labeled example in the target domain, it re-
lies critically on very large-scale pretraining of the
base LM—enough to support both in-context learn-
ing and zero-shot annotation of unfamiliar program
constructs with at least plausible natural language
commands. ICIP thus relies on some degree of
similarity between new domains and existing ones,
and may not generalize robustly to languages in
which code is not at least partially comprehensible
to non-expert humans.

Due to the closed nature of text-davinci-003,
we cannot absolutely rule out the possibility that
versions of held-out programs appeared in the train-
ing data. Our experiments in Section 5.3 are in-
tended to address these concerns. As best as can
be determined by searching public code-bases, nei-
ther the original or transformed overnight programs
have never appeared in any form in a public LM
training set.

After creating up to 100 synthetic labeled ex-
amples, we used only 8 of them at a time during
semantic parsing. We did not investigate parameter-
efficient fine-tuning of the LM on all of the syn-
thetic examples, which can be even more effective.
Performance might also be improved further by
creating a much larger synthetic dataset.

Finally, we note that experiments in this paper
use English-language data for all commands. The
behavior of ICIP in other languages (and especially
low-resource natural languages) has not been eval-
uated.

Ethical Considerations

We do not anticipate any ethical concerns associ-
ated with this work.
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A Overnight Results by Domain

calendar
Prog Ans

Few-shot (1+0) 4.6 ± 3.6 9.1 ± 2.4
Few-shot (8+0) 22.0 ± 8.4 34.1 ± 12.6
ICIP + MaxRT (0+100) 17.1 ± 3.8 29.2 ± 3.6
Few-shot + Unl. (1+100) 22.0 ± 3.1 32.9 ± 6.1
ICIP + HardRT (1+100) 29.6 ± 5.6 44.0 ± 5.1
ICIP + MaxRT (1+100) 30.8 ± 3.6 43.3 ± 3.6
Fully Labeled (100+0) 47.6 ± 3.3 65.9 ± 2.9

blocks
Prog Ans

Few-shot (1+0) 2.5 ± 0.9 3.0 ± 1.1
Few-shot (8+0) 12.5 ± 2.1 25.6 ± 2.8
ICIP + MaxRT (0+100) 8.7 ± 0.8 14.6 ± 1.0
Few-shot + Unl. (1+100) 13.8 ± 2.9 22.9 ± 7.7
ICIP + HardRT (1+100) 19.7 ± 1.3 27.3 ± 1.8
ICIP + MaxRT (1+100) 16.0 ± 2.9 25.2 ± 4.2
Fully Labeled (100+0) 26.4 ± 1.7 42.0 ± 2.8

socialnetwork
Prog Ans

Few-shot (1+0) 2.4 ± 1.0 3.4 ± 1.0
Few-shot (8+0) 12.9 ± 2.2 26.9 ± 3.2
ICIP + MaxRT (0+100) 6.4 ± 0.9 12.3 ± 3.6
Few-shot + Unl. (1+100) 7.9 ± 0.7 18.4 ± 0.2
ICIP + HardRT (1+100) 9.4 ± 3.3 15.3 ± 2.8
ICIP + MaxRT (1+100) 8.6 ± 1.3 17.4 ± 1.3
Fully Labeled (100+0) 35.9 ± 1.3 50.9 ± 0.8

restaurants
Prog Ans

Few-shot (1+0) 4.6 ± 3.4 8.8 ± 5.8
Few-shot (8+0) 24.2 ± 1.1 42.3 ± 2.0
ICIP + MaxRT (0+100) 21.3 ± 4.2 34.0 ± 7.1
Few-shot + Unl. (1+100) 25.3 ± 2.1 41.1 ± 3.0
ICIP + HardRT (1+100) 32.0 ± 1.0 50.9 ± 2.2
ICIP + MaxRT (1+100) 28.9 ± 2.6 45.8 ± 2.3
Fully Labeled (100+0) 44.1 ± 2.1 69.8 ± 1.3

basketball
Prog Ans

Few-shot (1+0) 9.6 ± 1.1 9.9 ± 1.4
Few-shot (8+0) 45.7 ± 9.5 52.8 ± 8.3
ICIP + MaxRT (0+100) 29.8 ± 6.9 33.2 ± 7.6
Few-shot + Unl. (1+100) 23.6 ± 2.6 26.6 ± 2.9
ICIP + HardRT (1+100) 55.8 ± 4.9 60.1 ± 5.2
ICIP + MaxRT (1+100) 39.0 ± 11.6 42.4 ± 14.0
Fully Labeled (100+0) 69.7 ± 1.7 74.0 ± 2.1

housing
Prog Ans

Few-shot (1+0) 4.8 ± 1.8 10.4 ± 3.8
Few-shot (8+0) 15.3 ± 1.9 31.6 ± 8.3
ICIP + MaxRT (0+100) 13.1 ± 1.2 28.4 ± 0.8
Few-shot + Unl. (1+100) 16.4 ± 3.7 29.5 ± 12.7
ICIP + HardRT (1+100) 22.9 ± 0.3 44.4 ± 4.8
ICIP + MaxRT (1+100) 23.1 ± 3.9 45.5 ± 3.7
Fully Labeled (100+0) 35.3 ± 2.4 61.4 ± 1.1

publications
Prog Ans

Few-shot (1+0) 1.9 ± 1.9 4.3 ± 1.9
Few-shot (8+0) 25.5 ± 5.6 38.9 ± 9.3
ICIP + MaxRT (0+100) 15.1 ± 2.9 25.9 ± 4.2
Few-shot + Unl. (1+100) 19.5 ± 2.9 30.4 ± 2.7
ICIP + HardRT (1+100) 26.5 ± 3.4 40.0 ± 2.0
ICIP + MaxRT (1+100) 20.7 ± 2.9 35.0 ± 3.9
Fully Labeled (100+0) 41.0 ± 2.2 56.9 ± 2.2

recipes
Prog Ans

Few-shot (1+0) 3.9 ± 1.4 7.4 ± 2.6
Few-shot (8+0) 30.4 ± 9.1 37.3 ± 8.3
ICIP + MaxRT (0+100) 23.9 ± 1.0 31.5 ± 1.2
Few-shot + Unl. (1+100) 29.3 ± 3.3 39.2 ± 4.6
ICIP + HardRT (1+100) 43.7 ± 6.0 51.5 ± 5.6
ICIP + MaxRT (1+100) 36.6 ± 7.2 46.3 ± 4.6
Fully Labeled (100+0) 59.1 ± 3.9 70.4 ± 4.0
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