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Abstract

Advances in multimodal models have greatly
improved how interactions relevant to various
tasks are modeled. Today’s multimodal models
mainly focus on the correspondence between
images and text, using this for tasks like image-
text matching. However, this covers only a
subset of real-world interactions. Novel inter-
actions, such as sarcasm expressed through op-
posing spoken words and gestures or humor
expressed through utterances and tone of voice,
remain challenging. In this paper, we intro-
duce an approach to enhance multimodal mod-
els, which we call Multimodal Mixtures of
Experts (MMOE). The key idea in MMOE is
to train separate expert models for each type
of multimodal interaction, such as redundancy
present in both modalities, uniqueness in one
modality, or synergy that emerges when both
modalities are fused. On a sarcasm detection
task (MUStARD) and a humor detection task
(URFunny), we obtain new state-of-the-art re-
sults. MMOE is also able to be applied to vari-
ous types of models to gain improvement.

1 Introduction
Recent advances in the design and pretraining of
vision-language models have enabled significant
progress in capturing the correspondences between
images and text (Zhu et al., 2023; Li et al., 2023;
Liu et al., 2023). These models have seen suc-
cesses in image captioning (Xu et al., 2015), text-
to-image generation (Saharia et al., 2022), multi-
modal retrieval (Mithun et al., 2018), multimodal
classification (Li et al., 2021), and more. At its
core, these methods aim to capture overlaps in se-
mantic content between images and text, making
a strong multi-view redundancy assumption (Tian
et al., 2020; Liang et al., 2023b; Zbontar et al.,
2021). However, redundancy is only one type of
interaction seen between two modalities (Williams
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Figure 1: A single model cannot handle all types of
multimodal interactions well for hard multimodal
prediction tasks. For example, to predict sarcasm, AL-
BEF can have ∼89% F1 when modalities contain redun-
dant information (e.g., both the text and the image are
sarcastic), but drops to ∼24% F1 when there is synergy
between modalities (e.g., the image shows a cold winter
scene and the text says it is a happy spring, indicating
the user’s sarcastic intent about the weather).

and Beer, 2010; Liang et al., 2023a; Marsh and
Domas White, 2003). Instead, it might hinge on
unique details from either modality (e.g. detecting
laughter from someone not observed) or the result
of synergistic fusion of both modalities, producing
insights absent when either modality is considered
in isolation (e.g., sarcasm and humor discerned
from incongruent speech and gestures). Synergy is
particularly interesting because it often arises when
the predictions from different modalities are contra-
dicting, or incongruent with one another (Bateman,
2014; Kruk et al., 2019; Zhang et al., 2018).

The diversity of possible real-world multimodal
interactions poses a challenge to today’s multi-
modal models. Empirically, we find that one single
model may not be the most suitable in capturing all
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types of interaction at the same time. For example,
models trained to learn the correspondences be-
tween words and image regions (e.g., for retrieval)
will struggle when there is unique information in
one modality (Liang et al., 2023b; Winterbottom
et al., 2020), or when the image and text provide
contradicting information that must be contextual-
ized together (Hessel et al., 2022). We show an ex-
ample of this failure in Figure 1, where ALBEF (Li
et al., 2021) can easily detect sarcasm when it is
present in both modalities (redundancy), but fails
when the sarcastic intent arises from the synergis-
tic fusion of both image and text. Quantitatively,
ALBEF has a performance drop of up to 60% on
data with synergistic interactions compared with
those with redundancy interactions.

To tackle this problem, we propose MMOE, by
leveraging the key insight that different interactions
require different modeling paradigms. A natural
way to model these differences is to use a mixture
of multimodal experts with one specialized expert
model for each interaction. Each expert model can
be specialized based on the unique training data
they see or a special training objective. Further-
more, there is evidence that the brain also uses
separate expert regions during the multisensory in-
tegration process, depending on the types of input
modalities and multimodal contexts present during
perception (Stein et al., 2020). During inference on
unseen data points at testing time, MMOE relies on
specific fusion methods to provide weights for each
expert model, combine the output of each expert
model, and obtain a final prediction.

MMOE achieves new state-of-the-art results on
one multimodal sarcasm detection dataset and one
multimodal humor detection dataset we tested on,
MUStARD and URFunny. Moreover, we show that
our approach is easy to implement on various types
of models: fusion-based vision language models
like ALBEF (Li et al., 2021), multimodal extended
large language models like BLIP2 (Li et al., 2023),
and image-captioned large language models like
Qwen2 (Yang et al., 2024a) all improve after adding
MMOE on top of them. 1

2 Related Work
We cover related work in quantifying and learning
multimodal interactions, as well as recent advances
in multimodal large language models, ensembling,
and mixtures of experts.

1Codebase and reproduction guidance are available at
https://github.com/lwaekfjlk/mmoe

Multimodal Interactions defines the degrees of
commonality between modalities and the ways
they combine to provide new information for a
task (Liang et al., 2023d). A core problem lies
in understanding the nature of how modalities in-
teract and modeling these interactions using data-
driven methods. The study of multimodal interac-
tions has involved semantic definitions based on
research in multimedia (Marsh and Domas White,
2003), human (and animal) communication (Partan
and Marler, 2005; Flom and Bahrick, 2007; Ruiz
et al., 2006), and human social interactions (Mai
et al., 2019; Jung et al., 2018). These have also
inspired statistical methods to quantify multimodal
interactions from unimodal predictions (Mazzetto
et al., 2021), trained model weights and activa-
tions (Sorokina et al., 2008; Tsang et al., 2018,
2020; Hessel and Lee, 2020), feature selection (It-
tner et al., 2021; Yu and Liu, 2003, 2004; Auffarth
et al., 2010), and information theory (Liang et al.,
2023a,c; Williams and Beer, 2010; Bertschinger
et al., 2014). Our work builds on this line of work
in quantifying multimodal interactions, particularly
the statistical definitions that enable accurate esti-
mation from large-scale multimodal datasets.

Multimodal Language Models have revolution-
ized multimodal learning since representations of
images and text can now be fed into large language
models for flexible question-answering, reasoning,
and multi-turn dialog conditioned on images. Many
of these models are built on top of multimodal ex-
tensions of the Transformer architecture (Su et al.,
2020; Liang et al., 2022; Jaegle et al., 2021; Lu
et al., 2019; Tsai et al., 2019; Tan and Bansal, 2019).
In addition to training large-scale multimodal trans-
formers natively from input modalities, another
line of work takes pre-trained language and vision
models and aims to learn a small set of adapter
parameters to align visual and language representa-
tions (Koh et al., 2023; Li et al., 2023; Zhu et al.,
2023). These approaches have shown strong per-
formance on many multimodal benchmarks, such
as in visual question answering (Wang et al., 2022),
text-to-video generation (Kondratyuk et al., 2023),
robotics tasks (Driess et al., 2023), and biomedi-
cal analysis (Acosta et al., 2022). However, these
methods train monolithic models that perform the
same computation for all types of multimodal in-
teractions, which we show to be suboptimal and
inefficient when datasets contain a mix of diverse
and complex interactions.
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Figure 2: We classify one multimodal dataset into three subsets based on their multimodal interactions: (1)
Redundancy (R), when both modalities provide the same prediction, (2) Uniqueness (U), when two modalities make
different predictions, of which one of them is correct, (3) Synergy (S), when the ground-truth multimodal labels do
not agree with either of unimodal predictions. y1 represents the prediction based on vision modality, y2 represents
the prediction from text modality, and y∗m represents the ground-truth label. {A, B, C} represents classes.

Ensembles and Mixtures of Experts are com-
monly used techniques to boost a model’s perfor-
mance using a collection of expert models each
with their specialized expertise but individually
weaker than baseline (Freund et al., 1996). Cheng
et al. (2020) utilized a voting-based method to en-
semble predictions from multiple models to pro-
vide more accurate answers. Besides discrete vot-
ing, continuous ensembles in logit space have also
been proposed (Eigen et al., 2013; Tasci et al.,
2021). In settings where it is difficult to define
which expert is correct, trainable ensemble func-
tions have been designed to automatically combine
multiple experts in an end-to-end fashion (He et al.,
2021; Shazeer et al., 2017; Du et al., 2022a). Our
work uses these ideas as a foundation to learn dif-
ferent types of multimodal interactions.

3 Multimodal Mixtures of Experts

We focus on multimodal prediction tasks: given
feature vectors from two modalities with x1 and
x2, our goal is to predict the label y using both x1
and x2. Naturally, task-related information may be
contained uniquely in one of the modalities, present
redundantly in both, or require synergistically com-
bining of information from both modalities. While
prior work has focused on designing a single multi-
modal model for all data points in a task, our key
insight is that each data point may exhibit a dif-
ferent type of interaction and therefore require a
different modeling approach. Our method, which
we call MMOE, is a natural solution to this prob-
lem in three steps (1) Categorizing: categorizing
multimodal interaction types in each data point for
the training set, (2) Training: training three expert
models to master at each type of interactions (re-
dundancy, uniqueness, and synergy), (3) Inference:
dynamically ensembling the mixture of expert mod-

els during inference on unseen new data points. We
now explain each of these three steps in detail.

3.1 Categorizing Multimodal Interactions
Prior work has provided definitions of redundant,
unique, and synergistic interactions using the lan-
guage of information theory (Williams and Beer,
2010; Liang et al., 2023a). However, estimating
information theoretic measures can be challeng-
ing for high-dimensional and continuous distribu-
tions (Pérez-Cruz, 2008). When these interactions
cannot be exactly computed, they can be approxi-
mately inferred by considering whether unimodal
models trained on each modality agree or disagree
with each other. We can formalize the concept
of modality agreement and disagreement with a
discrepancy function as follows:

Definition 1 (Prediction Discrepancy Function).
Given feature x1 ∈ X1 and x2 ∈ X2, and uni-
modal classifiers f1 : X1 → Y and f2 : X2 → Y ,
let y1 = f1(x1) and y2 = f2(x2) denote their
predictions. We define the prediction discrepancy
function δ(y1, y2) as a mapping δ : Y ×Y → R≥0

that quantifies the dissimilarity between the predic-
tions of f1 and f2. For tasks with a discrete label
space Y , the discrepancy function is defined as:

δ(y1, y2) =

{
0, if y1 = y2,

1, if y1 ̸= y2.

The binary discrepancy function indicates that
modalities agree with each other when δ = 0
and modalities disagree with each other when
δ = 1. Combining them with multimodal predic-
tions, gives us an intuitive guideline to categorize
data points based on three types of interactions:
1. Redundancy: when both modalities agree with

the multimodal prediction, two modalities con-
tain redundant information.
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Figure 5: MMOE applicability:
MMOE can be used as a drop-in
method to the training of fusion-
based VLMs, multimodal extended
LLMs, and image-captioned LLMs.

2. Uniqueness: when two modalities disagree and
one of them is aligned with the multimodal pre-
diction, two modalities contain unique informa-
tion and one is dominant.

3. Synergy: when the multimodal prediction dis-
agrees with both unimodal predictions so there
is synergistic information generated from two
modalities when predicting.
With such intuitive guidelines above, we for-

mally define the categorization process as follows:

Theorem 1 (Multimodal Interaction-based Catego-
rization). Let y1 and y2 denote the predictions from
unimodal classifiers, and let ym represent the mul-
timodal prediction from multimodal models. The
interaction discrepancy between the predictions is
defined as:

∆1,2(y1, y2, ym) = δ(y1, ym) + δ(y2, ym)

where δ(·, ·) denotes the discrepancy function be-
tween two predictions. The categorization is then
described as follows:

• ∆1,2 = 0: Redundancy, i.e., y1 = y2 = ym,

• ∆1,2 = 1: Uniqueness, i.e., y1 = ym ̸= y2 or
y2 = ym ̸= y1,

• ∆1,2 = 2: Synergy, i.e., y1 ̸= ym and y2 ̸= ym.

To illustrate the categorization rule, Figure 2
shows an example. In practice, obtaining high-
quality predictions can be challenging. Labels from
multimodal datasets, which are typically generated
by humans making multimodal predictions, can be
directly used. Also, we obtain high-quality uni-
modal predictions y1 and y2 via state-of-the-art
foundation models in the few-shot prompting style

for all training data points. For vision-only pre-
dictions, we utilize vision-language models like
CogVLM2 (Wang et al., 2023) to obtain them by
providing only the query and the image and make
sure that generated answers are conditioned only
on the vision-side information. To get text-only
predictions, we use state-of-the-art language mod-
els like Qwen2-72B-Instruct (Yang et al., 2024a)
with the query and the language information so the
model answers are conditioned only on text for pre-
diction. More information related to the collection
of unimodal labels is available in Appendix §F.

3.2 Training Expert Models for Each
Multimodal Interaction Type

Given the categorization of multimodal datasets
into subsets each with a similar interaction, this sec-
tion describes how we use these interaction-specific
subsets to train interaction-specific expert models.
Illustrated in Figure 3, there are three specialized
models, which we term fr, fu, and fs for expert
models of redundancy, uniqueness, and synergy
respectively. While these individual expert models
share the same format of inputs with image and text
data pairs, their learning outcomes can differ sig-
nificantly due to the multimodal data distributions
they are trained on.

Overall, for expert model training, we collect all
high-quality evidence of redundant interactions to
train a redundancy expert model fr. This process
is repeated for unique and synergistic interactions,
resulting in trained expert models fr, fu, and fs.
Each expert is trained only on the subset of data
points that maximally exhibit that interaction; this
specialization enables experts to be performant at
learning that specific interaction. More technical
details about the training process of expert models
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are further discussed in Appendix §G.
We also note that it is possible to design inter-

action expert models using different modeling ar-
chitectures and training objectives based on inno-
vations in multimodal machine learning. For exam-
ple, it has been empirically demonstrated that late
fusion models are more suitable when modalities
are redundant (Gadzicki et al., 2020), and mod-
els with expressive higher-order interactions (e.g.,
polynomials and tensors) are suitable when there
is synergy between modalities (Hou et al., 2019).
Moreover, multi-task training allows us to lever-
age the power of scale and learn interaction expert
models adaptable to multiple tasks simultaneously.
We leave these explorations for our future work.

3.3 Inference with Mixtures of Expert Models
The conclusion of Section §3.2 yields three expert
models each suited for a certain type of multimodal
interactions. During inference on unseen test data
points, we need to select one or more expert mod-
els that are most suitable to get the final predic-
tion. This is a challenge since the categorization
of data points during training (presented in Sec-
tion §3.1) relies on the multimodal prediction ym,
which we have during training but not during in-
ference. Therefore, we need to design a method
to provide an accurate estimation of the potential
multimodal interactions included in one data point.

Our key assumption is that categorizing mul-
timodal interactions within a data point is an es-
sential sub-task that must be completed before
the model can generate a final prediction. The
multimodal interaction type captures the informa-
tion shift between unimodal and multimodal inputs.
These interaction-type predictions emphasize more
general features compared to those needed for task
label prediction. Consequently, even if a multi-
modal model struggles to accurately predict the
task label y∗, it may still be able to determine the
interaction type of the data point (e.g., whether two
modalities provide similar, distinct, or synergistic
information). This distinction becomes particularly
relevant when the prediction task involves regres-
sion or classification with many classes.

Therefore, we approximately categorize data dur-
ing inference through a soft mixture of weights,
defined as wr, wu, and ws over the three interac-
tion types. These weights are inferred dynami-
cally for each data point using a finetuned fusion
model (e.g., BLIP2 in practice). We also test
simple model-free baselines like prior constants

based on the frequency statistics of each interac-
tion to weight each expert model and so on; see
detailed ablation studies on these fusion methods
in Section §6 and fusion model training details
in Appendix §H. Using these inferred weights for
each expert model, we obtain a final prediction
ŷ =

∑
i=∈{r,u,s}wifi(x1, x2) as the output of

MMOE.

4 Experiments
Our experiments are designed to evaluate the effec-
tiveness of our method when applied to a diverse
set of multimodal foundation model architectures
and multimodal prediction tasks.

4.1 Experimental Setup

We introduce the models and multimodal predic-
tion tasks that we consider for experiments in this
section. More information related to experimental
settings is available in Appendix §I.

Model We implement MMOE on top of three
categories of multimodal language models to show
its widespread applicability on top of many base
models (see Figure 5 for an illustration). Detailed
model information is available in Appendix §A.
These three model categories include:
1. Fusion-based vision language models (VLM)

uses cross-attention to learn multimodal in-
teractions between all regions of the image
with all words in the input text. Examples of
such models include ALBEF (Li et al., 2021),
LXMERT (Tan and Bansal, 2019) and BLIP (Li
et al., 2022).

2. Multimodal-extended LLMs (MLLM) includes
models like BLIP2 (Li et al., 2023) and FRO-
MAGe (Koh et al., 2023). It starts with an im-
age encoder and an LLM as the backbone of the
architecture. Most state-of-the-art models are
based on multimodal-extended LLMs.

3. Image-captioned LLMs (LLM) convert images
to text using an image captioning model and
uses a text-only LLM like Qwen2 (Yang et al.,
2024a) on the concatenation of captioned im-
ages and text inputs. Examples include the So-
cratic Model (Zeng et al., 2022) and the video
understanding model (Zhang et al., 2023).

Multimodal prediction task We implement our
method on three multimodal prediction tasks, in-
cluding two sarcasm detection tasks, which are
MUStARD (Castro et al., 2019) and MMSD2.0 (Qin
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et al., 2023), and one humor detection task, which
is URFunny (Hasan et al., 2019). These tasks re-
quire interaction learning to conduct prediction.
Detailed information about dataset statistic infor-
mation and their preprocessing methods are avail-
able in Appendix §C and §D.

4.2 Main Results
In this section, firstly, we study how our best
MMOE models compare to state-of-the-art base-
lines on multiple multimodal prediction tasks. Sec-
ondly, we study whether MMOE improves perfor-
mance when applied on top of all three types of
base models mentioned in Section §4.1.

Overall comparison with state-of-the-art In Ta-
ble 1, we show that MMOE can improve the state-
of-the-art performance on both the MUStARD and
URFunny datasets. Specifically, we outperform LF-
DNN-v1 (Ding et al., 2022) on the MUStARD dataset,
achieving a 1.35-point improvement in F1 score.
On the URFunny dataset, our fine-tuned BLIP2
model with MMOE surpasses FDMER (Yang et al.,
2022) with a 0.84-point gain in accuracy.

Improvement on various types of models We
first compare the performance of 3 types of mod-
els with and without MMOE on MUStARD dataset.
As shown in Table 1, all models, including AL-
BEF, BLIP2, and Qwen2, show improvements in
F1 scores. Notably, Qwen2-1.5B achieves an in-
crease of 6.96 points, establishing it as the state-
of-the-art model on this task. Additionally, on the
MMSD2.0 dataset, both ALBEF and Qwen2 demon-
strate performance gains, while BLIP2 remains
relatively unchanged. For the URFunny dataset, AL-
BEF improves accuracy by 1.14 points, and BLIP2
by 0.84 points, whereas Qwen2 experiences a slight
decline after applying MMOE. The performance
drop on URFunny may be due to the inability of
image captioning models to provide useful descrip-
tions relevant to humor detection from the TED talk
videos. As a result, text-based models like Qwen2
might struggle to achieve further improvements.

Furthermore, when comparing the performance
across the three prediction tasks and three mod-
els, we observe a general trend: incorporating the
MMOE tends to provide more robust improve-
ments on challenging datasets (e.g., MUStARD) and
weaker models (e.g., ALBEF) with low F1 scores,
which initially have lower performance. In contrast,
the improvements are less pronounced on easier
datasets (e.g., MMSD2.0) or stronger models (e.g.,
BLIP2), which already exhibit strong performance.

Model Acc (↑) F1 (↑)

MU
St
AR
D

MulT† (Tsai et al., 2019) - 64.49
LMF† (Liu et al., 2018) - 69.92
LFDNNv1† (Ding et al., 2022) - 70.99

ALBEF 54.49±3.13 48.51±2.21

ALBEF+MMOE 54.49±2.85 51.95±2.81

BLIP2 53.75±9.33 62.65±2.67

BLIP2+MMOE 59.18±2.11 64.74±2.49

Qwen2-0.5B 54.59±4.35 58.17±0.86

Qwen2-0.5B+MMOE 49.06±3.00 59.77±0.35

Qwen2-1.5B 64.79±4.11 65.38±5.16

Qwen2-1.5B+MMOE 70.69±3.28 72.34±1.50

UR
Fu
nn
y

MulT† (Tsai et al., 2019) 66.65 -
FDMER (Yang et al., 2022) 70.43 -

ALBEF 66.77±0.86 68.67±0.18

ALBEF+MMoE 67.91±0.31 69.85±0.32

BLIP2 70.43±0.99 74.31±0.04

BLIP2+MMoE 71.27±0.87 74.32±0.05

Qwen2-0.5B 69.29±0.81 70.46±0.14

Qwen2-0.5B+MMoE 69.19±0.64 68.38±1.55

MM
SD
2.
0

DynRT-Net (Tian et al., 2023) 71.40 71.34
MCLIP (Qin et al., 2023) 85.64 84.10
LLaVA-1.5 (Liu et al., 2024) 85.18 85.11

ALBEF 81.79±0.24 79.33±0.79

ALBEF+MMOE 82.30±0.27 80.63±0.52

BLIP2 84.75±0.20 83.52±0.35

BLIP2+MMOE 84.82±0.30 83.38±0.36

Qwen2-0.5B 81.87±0.54 80.17±0.14

Qwen2-0.5B+MMOE 82.27±0.14 80.67±0.20

Table 1: MMOE can beat state-of-the-art models for
MUStARD and URFunny. It can be applied to any type
of model for improvement. The numbers in the table
represent the mean values from 3 runs with 3 seeds,
with the corresponding standard variance provided. Full
results can be found in Appendix §B. † indicates that
models utilize all audio, text, and vision information
provided in the dataset while ours only utilizes text and
vision information for prediction.

5 Analysis

Based on these quantitative results, we further pro-
vide a fine-grained analysis of our method. First,
we examine the limitations of current multimodal
models by presenting empirical evidence where
a single model faces challenges in typical types
of interactions. We then explore whether special-
ized multimodal interaction expert models excel in
their respective interaction types. Furthermore, we
analyze the scaling law of expert models and dis-
cuss whether these expert models can be potentially
smaller, in contrast to typically overparameterized
models. Lastly, we provide additional details on
the unimodal predictions and emphasize their im-
portant role in the data categorization process.
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Figure 6: Multimodal models struggle with synergy
much more than redundancy and uniqueness. AL-
BEF shows significantly lower performance on syner-
gistic datapoints compared with redundancy and unique-
ness that are categorized based on our method.

RQ1. What types of multimodal interaction do
current models struggle with?

In Figure 6, we categorize all test data points
based on their corresponding interaction type us-
ing the method mentioned in Section §3.1. We
observe significant performance variations when
using the same model to predict across data
with different interaction types. Across the three
datasets—MUStARD, URFunny, and MMSD2.0 —data
points with synergy interactions show markedly
lower F1 scores compared to those with unique-
ness interactions, with performance gaps of 27.5,
9.0, and 51.6 for MUStARD, URFunny, and MMSD2.0,
respectively. Also, data points with uniqueness in-
teraction perform substantially worse than those
with redundancy interaction, with gaps of 26.1,
16.9, and 12.7 for three datasets. These trends are
not limited to ALBEF, as we observe similar pat-
terns in BLIP2 and Qwen2, highlighting that data
points with strong synergy interactions represent a
common challenge across all three types of models.

To better understand why models struggle with
synergy-type interactions, we provide a case study
in Figure 7 that highlights such failure. In this ex-
ample, both the visual input (people watching a
show and clapping) and the language input (they
think they should not leave) lack clear signals of
sarcasm individually. However, when combined,
the synergized information (where "them" refers to
a band or show and "now" refers to the beginning
or ending point of that) reveals an evident sarcas-
tic intent that is not present in the original visual
or language cues. Despite large-scale pretraining,
multimodal models struggle to capture such com-
plex interactions between modalities accurately.

They are attending a large event and everyone 
stands up to clap. They definitely should not leave 

at this point. It indicates sarcasm.

synergy Information for sarcasm detection

Yeah, I mean, it 
would be rude to 

them for us to 
leave now.

𝑋!	(Text) 

𝑌

𝑅e𝑑𝑢𝑛𝑑𝑎𝑛𝑐𝑦

𝑈𝑛𝑖𝑞𝑢𝑒𝑛𝑒𝑠𝑠 Uniqueness
Synergy

𝑋"	(Image) 

𝑋"	 𝑋!	

Figure 7: Case study on synergy interaction. Existing
multimodal models struggle to learn the situation when
both text and image modalities alone do not indicate
sarcasm, but sarcasm arises due to the synergistic infor-
mation between modalities when fused together.

RQ2. How do expert models perform on
corresponding multimodal interaction data?

While a single large multimodal model may strug-
gle, MMOE leverages specialized expert models
to handle each type of interaction. As shown in Ta-
ble 2, these expert models for redundancy, unique-
ness, and synergy outperform test data points with
their corresponding interaction types. Notably,
expert models for synergy and redundancy show
the most significant improvements in MMSD2.0:
Qwen2-0.5B gains over 30 F1 points on synergy,
and ALBEF improves by around 8 F1 points on
redundancy. In contrast, expert models for unique-
ness exhibit almost no change across different
model settings. This could be because data points
with unique interactions are more prevalent in
the dataset compared to those with redundancy or
synergy (data points with uniqueness account for
around 61%). As a result, baseline models tend
to focus on learning these features during training,
leading to similar performance with expert models.

RQ3. How small can expert models be?

It is well established that neural networks, given
enough parameters, are universal function approx-
imators. Therefore, sufficiently large multimodal
models should eventually be capable of learning all
interaction types. However, we hypothesize that ex-
pert models can be smaller and benefit more from
MMOE. To explore the scaling law of MMOE, we
conducted an empirical study using Qwen2 models
of different sizes (0.5B, 1.5B, and 7B). We ob-
served a linear relationship between model size
and performance score when plotted on a log-scale
x-axis, as shown in Figure 8.
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Model Training R U S

ALBEF w/o expert train 88.70 76.02 24.39
w/ expert train 96.66 76.33 28.95

BLIP2 w/o expert train 96.89 80.16 20.56
w/ expert train 99.10 80.16 48.98

Qwen2-0.5B w/o expert train 93.71 76.14 21.43
w/ expert train 96.54 76.16 53.66

Table 2: Performance of expert models on MMSD2.0.
Expert training based on the corresponding interaction
type improves the model’s ability to predict test data
points of the same type.
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Figure 8: MMOE gains better improvement on
smaller models. MMOE Oracle means that the model
fusion process is based on categorized test datapoints
with state-of-the-art unimodal models.

When applying MMOE to the 7B model, its per-
formance worsens compared to the single-model
baseline. However, as the model size decreases, the
benefits of MMOE become increasingly significant.
This scaling law suggests that MMOE is more ef-
fective with smaller expert models with worse sin-
gle model performance, which makes sense since
smaller models typically struggle to handle multi-
ple interaction types, and specialized expert mod-
els can address this limitation more effectively by
training on data with specific types of interactions.

Additionally, we also include the oracle perfor-
mance of MMOE when using an oracle router for
classifying interaction types in Figure 8. With such
a router, each data point is always directed to the
appropriate expert model for inference. In this set-
ting, the mixture of experts achieves significantly
higher performance compared to baseline models
and shows a steeper slope when scaling to larger
models. This finding suggests that the primary
bottleneck of MMOE lies in training an accurate
router to route data to the correct expert model for
each interaction type. Moreover, it highlights that
a model’s imbalanced ability to handle different
types of multimodal interactions persists regardless

of its size or baseline performance.

RQ4. Is the improvement of MMOE primarily
driven by model ensembling?
We investigate whether the performance gains in
MMOE are primarily driven by our proposed mul-
timodal interaction-driven data categorization (into
redundancy, uniqueness, and synergy) instead of
simple multiple model ensembling. To test this
hypothesis, we conduct an ablation study using
the URFunny dataset. In this experiment, we kept
the number of training data points for each expert
model unchanged but replaced the corresponding
data points with the ones randomly sampled from
the dataset. To eliminate any potential influence
introduced by the different fusion methods during
inference, we calculate the cross-entropy loss from
the three expert models with the smallest values
and averaged the score on the whole dataset to as-
sess the upper-bound performance of the mixtures
of experts. The metric is defined as:

CEmoe =
1

N

N∑

i=1

min
y∈{yr,yu,ys}

CE(y, y∗) (1)

where N represents the total number of the dataset,
yr, yu, and ys represents the logits from expert
models and y∗ represents the ground-truth labels.
We show that for our multimodal interaction-based
categorization, the cross-entropy loss is 0.5853
while for random sampling categorization, the
cross-entropy loss is 0.6942 (18.59% increase com-
pared with our proposed categorization). Addition-
ally, the original single model baseline has a loss
of 0.8070. It indicates that our methods help build
better models for the whole dataset.

RQ5. What do unimodal predictions look like?
The quality of unimodal partial labels is crucial
for accurate data categorization, as these labels
directly influence the categorization process. As
discussed in Section §3.1, we utilize state-of-the-
art models to generate unimodal predictions for
the training set. Table 2 demonstrates that across
all datasets—including MUStARD, URFunny, and
MMSD2.0 —there is a clear bias toward the text
modality. Text-based predictions are 16 points
more accurate than those based on visual informa-
tion. Moreover, predictions from the visual modal-
ity exhibit significantly lower confidence compared
to those from the text-based modality, indicating
that the visual side offers few reliable features for
model predictions.
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Dataset Text Modality Vision Modality

Acc F1 Conf Acc F1 Conf

MUStARD 66.96 65.45 0.93 50.87 64.72 0.57
URFunny 67.87 61.20 0.97 50.39 62.27 0.48
MMSD2.0 66.88 55.74 0.97 49.58 60.39 0.63

Table 3: Quality and confidence of unimodal pre-
diction. Conf refers to the confidence of a prediction,
calculated as the average of the maximum logits for the
tokens "Yes" and "No" from the model’s final output
logits over the entire vocabulary.

Fusion Method MUStARD URFunny MMSD2.0

Baseline 47.90 68.87 78.87

Average fusion 47.16 69.17 80.34
Maximum fusion 47.84 69.55 80.70
Weighted fusion 48.86 69.39 80.25
Model-based fusion 48.97 70.20 80.71

Oracle fusion 56.89 73.36 82.73

Table 4: Ablation study on various fusion methods
on ALBEF. Baseline indicates the single model per-
formance of ALBEF without fusion. Oracle refers to
fusion performed on the test set that has been catego-
rized using the same method applied to the training data.

6 Ablation Study

We conduct ablation studies on technical details in
stages of categorizing and inference.

6.1 Ablation study on data categorization
We find that having high-quality categorized data
is crucial for effective expert model training. Of-
ten, unimodal information alone doesn’t provide
enough useful input for predictions, leading ex-
pert models to train on noisy data. This issue is
particularly pronounced with vision-based predic-
tions, as discussed in Section §5. To ensure expert
models are trained on data that reflects unique in-
teraction type, we filter out any data points where
|p(Yes) − p(No)| < δ, with δ being a threshold
indicating the confidence of the prediction. In ex-
periments with BLIP2 on URFunny, when δ = 0,
meaning all training data is used, we achieve a
model-based fusion result of 73.64 F1 score. With
δ = 0.1, partial data points are included in the train-
ing, and the F1 score improves to 74.65. However,
when we increase δ to 0.15, the F1 score drops to
73.99, likely due to the reduction in training data.
Therefore, we keep δ = 0.1 for expert data filtering
in our main experiments.

Another technique for expert model training is
to rebalance the unimodal predictions of the data to

prevent highly imbalanced label distributions after
data categorization. Rebalancing helps avoid train-
ing collapse in expert models, especially synergy
expert models where the training data is few. Fur-
ther details on data filtering and label rebalancing
can be found in Appendix F.3.

6.2 Ablation study on expert model fusion

We also explore how different fusion strategies for
combining multiple expert models impact perfor-
mance. As mentioned in Section §5, fusion meth-
ods play a significant role during inference, sug-
gesting that each expert model focuses on differ-
ent aspects of multimodal information, and mix-
ing them up simply cannot take full use of their
prediction ability. The common fusion methods
we consider include: (1) Average Fusion: where
we simply average the softmaxed logits from the
expert models to produce the final result. (2) Max-
imum Fusion: where we select the highest logits
from all the expert models as the final prediction.
(3) Weighted Fusion: for each dataset, we assign a
fixed weight to each expert model, with the weights
reflecting the proportion of each interaction type
within the whole dataset. (4) Model-based Fusion:
where we use a BLIP2-based classifier trained to
distinguish between redundancy, uniqueness, and
synergy. This classifier dynamically adjusts the
weights for each expert model for each data point
accordingly. Based on Table 4, we find that model-
based fusion generally provides the most signifi-
cant improvement compared with other model-free
methods and single-model baseline. However, even
a simple model-free fusion can bring improvement
on URFunny and MMSD2.0 datasets, indicating the
robustness of our methods.

7 Conclusion

This paper proposes a method to enhance multi-
modal models with a new Multimodal Mixtures
of Experts structure (MMOE). The key idea is to
train separate expert models each tailored to learn a
specific type of multimodal interaction (including
redundancy, uniqueness, and synergy), which over-
comes significant shortcomings of existing models
when diverse types of interactions are simultane-
ously present. Categorizing data points into their
interactions enables the fusion of expert models
during inference, which provides improvement to
performance. MMOE also presents improved trans-
parency of the multimodal modeling process.
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Limitations

While we present a first step towards classifying
and learning multimodal interactions, our catego-
rization is still at a rather coarse level with only
three interactions. Future work should investigate
sub-categorizations of interactions, such as differ-
ent types of synergy between modalities. This can
be used to learn mixtures of interactions at a more
fine-grained feature level. Furthermore, even ap-
proximate classification of interactions can lead
to improved performance, so we expect future im-
provements in quantifying interactions to further
improve MMOE. Future work can also investigate
how to better combine multiple interactions in a
compositional, multi-step manner to learn more
complex higher-order interactions between modali-
ties. Finally, we only consider modalities that have
high-quality unimodal encoders like language and
vision, future work can extend this direction to
novel modalities such as sensors and medical data
where unimodal models might have to be learned
end-to-end with the multimodal interactions.

Ethics Statement

Multimodal AI systems can revolutionize many
areas involving sensing and prediction such as in
multimedia, healthcare, affective computing, and
education, but there are also potential negative im-
pacts involving monitoring and tracking humans
and their states. For example, emotion detection
models can be used inappropriately and invade per-
sonal privacy. Careful deployment to mitigate po-
tential risks would be important.
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A Asset

In this section, we list all the necessary information
for our use of models and data. In our paper, we
use MUStARD (Castro et al., 2019), URFunny (Hasan
et al., 2019), MMSD2.0 (Qin et al., 2023) and
MMSD (Cai et al., 2019) for our dataset usage. We
use ALBEF (Li et al., 2021), BLIP2-OPT-2.7B (Li
et al., 2023), Qwen2-0.5B-Instruct (Yang et al.,
2024a), Qwen2-1.5B-Instruct, Qwen2-7B-Instruct,
Qwen2-72B-Instruct, CogVLM2-LLaMA3-chat-
19B (Wang et al., 2023) for our model usage. We
show the required information about them and how
we follow their requirements when using them.

A.1 Model and Data License
ALBEF (download link)
License: BSD 3-Clause "New" or "Revised"
BLIP2-OPT-2.7B (download link)
License: BSD 3-Clause "New" or "Revised"
Qwen2-0.5B-Instruct (download link)
License: Apache 2.0
Qwen2-1.5B-Instruct (download link)
License: Apache 2.0
Qwen2-7B-Instruct (download link)
License: Apache 2.0
Qwen2-72B-Instruct (download link)
License: Apache 2.0
CogVLM2-LLaMA3-chat-19B (download link)
License: Apache 2.0

A.2 Data License
MUStARD (download link)
License: MIT
MMSD (download link)
License: Open source, license not specified
MMSD2.0 (download link)
License: Open source, license not specified
URFunny (download link)
License: Open source, license not specified

A.3 Model and Data Use
Personally identifiable information All of the
used datasets in this paper are derived from public
sources. Therefore, there is no exposure of any
personally identifiable information that requires
informed consent from those individuals. The used
dataset relates to people insofar as it draws text
from public sources that relate to people, or people
created, obeying related licenses.

Offensive content claim All the used datasets in-
cluding MUStARD and MMSD are already public and

widely used. While these datasets may contain in-
stances of offensive content, our work does not aim
to generate or amplify such content. Instead, we
employ these datasets to study and understand the
nature of sarcasm in text. Our use of these datasets
follows ethical guidelines, and we do not endorse
or support any offensive material contained within
them. Moreover, we have implemented measures
to mitigate the propagation of offensive content
within our research.

B Additional Experimental Results

Besides the models listed in our main sections, we
test under more experimental settings with more
models. Additionally, we include more baselines
for comparison. We also include metrics of preci-
sion and recall besides F1 and accuracy that have
already been included in the main section. Table 6
shows comprehensive experimental results on all
the settings that we run and compare.

B.1 Model Details

Model Name To simplify the terminology in
our paper, we use short names for our models.
For instance, when we mention BLIP2, we are
referring to BLIP2-OPT-2.7B. Similarly, when
we refer to Qwen2-0.5B/1.5B/7B/72B, this corre-
sponds to Qwen-2-0.5-0.5B/1.5B/7B/72B-Instruct.
Lastly, CogVLM2 refers to CogVLM2-LLaMA3-
chat-19B.

Model Size ALBEF consists of a BERT base
model with 123.7 million parameters and a ViT-
B/16 with 85.8 million parameters, bringing the
total to 209.5 million. BLIP2, on the other hand,
includes a 2.7 billion-parameter OPT model, a Q-
Former, and a ViT. Since the Q-Former and ViT are
relatively small compared to OPT, the total size of
BLIP2 is approximately 2.7 billion parameters. For
the Qwen models, the number of parameters corre-
sponds to the model names: 0.5B, 1.5B, 7B, and
72B. Lastly, CogVLM2 includes a ViT-style vision
encoder and a 19 billion-parameter LLaMA3-chat
checkpoint. Since the vision encoder and projec-
tion parameters are much smaller than LLaMA3-
chat, the total size of CogVLM2 is around 19 bil-
lion parameters.

C Dataset Details

Statistical information for the splits of 4 multi-
modal datasets included in our experiments is
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Table 5: Statistical information for 4 multimodal
datasets that we use in our experiments. † indicates
that the validation split is not provided in the original
dataset and is conducted by randomly sampling from
training data by ourselves.

Dataset #Train #Valid #Test

MUStARD 251† 83† 356
MMSD 29,040 2,410 2,409
MMSD2.0 19,816 2,410 2,409
URFunny 7,614 980 992

shown in Table 5. We introduce the basic infor-
mation for each dataset in the following.

MUStARD contains 690 videos with evenly bal-
anced sarcasm and non-sarcasm labeled points.
This dataset is based on English and mainly col-
lected from TV show clips including Friends, The
Big Bang Theory, The Golden Girls, and Sarcas-
maholics Anonymous. Its domain mainly covers
daily conversation. The annotation is conducted by
two graduate students in two steps: annotating The
Big Bang Theory first and annotating the remaining
ones. Additionally, we use the speaker-independent
training and testing splits to make sure that there
is no overlap between speakers in the training and
testing sets to avoid potential bias.

MMSD collects English tweets containing a picture
and some special hashtag (e.g., #sarcasm, etc.) as
positive examples (i.e. sarcastic) and collects En-
glish tweets with images but without such hash-
tags as negative examples (i.e. not sarcastic). Fur-
thermore, it excludes tweets with keywords like
sarcasm, sarcasm, irony, and irony. Moreover, it
discards tweets containing URLs to avoid intro-
ducing additional information and discards tweets
with words that frequently co-occur with sarcastic
tweets and thus may express sarcasm, for instance,
jokes, humor, and engagement.

MMSD2.0 is a polished version of MMSD. It re-
moves the spurious cues (e.g., sarcasm word) from
the text in the MMSD, which encourages the model
to truly capture the relationship across different
modalities rather than just memorize the spurious
correlation. Additionally, it re-annotates the unrea-
sonable data in MMSD. Therefore, the text informa-
tion in MMSD2.0 is slightly different from MMSD and
part of the labels are re-annotated.

URFunny is a collection of 1866 TED talks, as
well as their transcripts, including 1,741 speakers
and 417 topics that include speakers from differ-
ent backgrounds and nationalities and topics from
scientific discoveries to everyday ordinary events.
The laughter markup is used to filter out 8,257 hu-
morous punchlines from the transcripts. The last
sentence is assumed a punchline and similar to the
positive instances, the context is chosen.

D Dataset Preprocessing Details

Different multimodal datasets require different pre-
processing methods before conducting model train-
ing. We include the details of our preprocessing in
this section.

MMSD and MMSD2.0 We are only able to extract
a total of 24635 images from the released dataset
and thus filtered the dataset by the existence of
corresponding image IDs. The sizes of validation
and test sets are unaffected, while the number of
training instances drops to 19,816.

MUStARD and URFunny There are no existing
keyframes in the original dataset. We had to split
the videos into frames for use in our image-text
models. Typically, we find that key frames matter
a lot for the multimodal prediction. Therefore, we
used FFmpeg, where we used 1 frame per second
to split into frames. Out of the frames extracted per
video, we choose the most representative frame by
conducting facial expression recognition by Deep-
Face (Serengil and Ozpinar, 2024) and selecting the
frame with the highest emotion intensity score. We
thus created the image modality off on the original
video dataset.

E Image Description Details

To allow the applicability of our method to pure
text-based LLMs, we convert each image into de-
tailed descriptions that include task-related infor-
mation. We include the details about the process
of using CogVLM2-LLaMA3-chat-19B to achieve
this in Table 7, 8, and 9.

F Data Categorization Details

To achieve the dataset categorization based on three
types of multimodal interaction including redun-
dancy, uniqueness, and synergy. We need to finish
this in multiple steps: (1) vision-based prediction
collection (2) text-based prediction collection (3)
multimodal data categorization. In the following
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section, we include the technical details for each of
them.

F.1 Vision-based Prediction Collection

We utilize CogVLM2-LLaMA3-chat-19B as our
base model vision-only prediction collection. Typi-
cally, even though CogVLM2-LLaMA3-chat-19B
is a multimodal model, we only include image-
side information and only add task-related queries
like "Is the image sarcastic or not?" as the input
to make sure the model does not utilize text-side
information from the multimodal dataset to do the
prediction. We conduct few-shot prompting on the
train and validation split of all multimodal models.
Since MMSD and MMSD2.0 share the same set of im-
ages and conduct the same multimodal prediction
task, we show three prompts that are used for 4
multimodal datasets in Table 10, 11, and 12.

F.2 Text-based Prediction Collection

We utilize Qwen2-72B-Instruct as our base model
for text-only prediction. Typically, we only include
text-side information and task-related queries like
"Is this image sarcastic or not?" as the input to
make multimodal predictions. Even though MMSD
and MMSD2.0 do not share the same setting, most
of their data is similar. Therefore, we utilize the
same prompts for them. We show three few-shot
prompts that are used for 4 multimodal datasets in
Table 13, 14, 15.

F.3 Multimodal Data Categorization

After collecting unimodal predictions for all multi-
modal datasets, we conduct our algorithm for cate-
gorizing each data point into different multimodal
interaction types (redundancy, uniqueness, and syn-
ergy) to make sure our categorized data is suitable
for training. Typically, to achieve more robust and
effective data categorization, we design filtering
and rebalancing stages as part of categorization.

Filtering After collecting prediction logits with
the model CogVLM2-LLaMA3-chat-19B, we collect
the output logits for predictions, which reflect the
model’s confidence for “Yes” or “No” responses.
To finalize the predictions in multimodal tasks, we
apply a softmax operation on these logits to convert
them into probabilities. We observed that relying
only on vision-related information might lead to in-
accurate or uncertain predictions. Therefore, to en-
hance the reliability of the training data, we remove
any data points where the prediction confidence is

below 0.55. These low-confidence predictions are
seen as lacking clear patterns and could introduce
noise into the training process. By filtering out
these training data points, we aim to improve the
overall quality and accuracy of the model’s predic-
tions.

Rebalancing Filtering guarantees a high-quality
set of pseudo labels. However, the bias from a
single modality might cause significant bias in the
prediction. The extremely imbalanced distribution
of the pseudo labels might lead to the model overfit-
ting to the majority class. To address this issue, we
rebalance the dataset by undersampling the major-
ity class. We rank the probability of the prediction
from high to low. If the minority of the class is
more than 20% of the overall dataset number, we
keep the prediction as it is. Otherwise, we consider
it as an extremely unbalanced case and make sure
that the minority class is at least 20% of the overall
dataset to avoid extreme imbalance in the dataset.
This helps us avoid expert models (including redun-
dancy, uniqueness, and synergy) overfitting to the
majority class and ensures that the model is trained
on a balanced dataset.

Categorizing Upon finishing the filtering and re-
balancing stage, we have groups of high-quality
and balanced unimodal predictions. Therefore,
combining it with the ground-truth labels, we cat-
egorize the dataset into redundancy, uniqueness,
and synergy separately on train, validation, and test
splits. The algorithm that is used to conduct the
categorization is below.

Algorithm 1 Multimodal Categorization

Require: Text-based label y1, Vision-based label
y2, Ground-truth label y

Ensure: Interaction category: R, U , or S
1: if y1 = y2 and y1 = y then
2: return R
3: else if y1 = y2 then
4: return S
5: else if y1 = y or y2 = y then
6: return U
7: else
8: return S
9: end if

G Expert Model Training Details

To improve expert training, we find that instead of
starting from the initial pre-trained model check-
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point, it’s more effective to initialize the expert
training phase using fine-tuned baseline models.
This approach leads to faster training and better
overall results. The reasoning behind this deci-
sion is that continuing training from an already
fine-tuned model allows the model to build on its
learned features while still maintaining strong per-
formance across the entire dataset. Preserving this
capability is essential during inference because the
fusion process might assign incorrect nodes to the
wrong expert models, and maintaining some gen-
eral competency helps mitigate such errors from
the fusion model and achieve better general perfor-
mance.

H Fusion Model Training Details

To conduct a model-based fusion, we need to train
a fusion model. We use BLIP2 for classifying
multimodal interactions and focus on three key
categories: redundancy, uniqueness, and synergy.
However, these categories are often imbalanced in
datasets such as MUStARD, URFunny, and MMSD2.0,
with certain types being underrepresented. To ad-
dress this imbalance problem, we adopt focal loss
as the optimization target:

FL(pt) = −αt(1− pt)
γ log(pt)

where we set α = 1 and γ = 2.

I Experimental Details

We include all the technical details of our experi-
ments including computational requirements and
hyper-parameter settings.

I.1 Computational Costs
We utilize 5×A6000 or 1×A100 to run baseline
experiments. Expert model training approximately
requires 1.5 times longer than baseline training
since we need to train redundancy, uniqueness, and
synergy models separately. The fusion model train-
ing includes a similar training configuration with
baselines but just trains under a 3-class classifica-
tion.

I.2 Hyper-parameter Settings
We use different sets of hyperparameters for the var-
ious training settings, including baseline training,
expert model training, and fusion model training.
We do not perform hyperparameter searches but
instead tune the parameters based on the validation
set. For LoRA-based fine-tuning, we generally set

the maximum sequence length to 512, rank to 16,
scaling factor to 32, and dropout rate to 0.05.

For baseline training, the specific hyperparame-
ters are as follows:

• For MUStARD: We use 10 epochs, a learning
rate of 4e-5, evaluation steps every 100 itera-
tions, and a batch size of 40 for ALBEF and
BLIP2. For Qwen2 models, the number of
epochs is also set to 10, evaluating at the end
of each epoch, and the batch size is 1.

• For URFunny: We use 4 epochs, a learning
rate of 5e-5, evaluation steps every 100 it-
erations, and a batch size of 10 for ALBEF,
BLIP2. We use a batch size of 1 for Qwen2,
evaluating at the end of each epoch, and the
number of epochs is also set to 10.

• For MMSD2.0: We use 4 epochs, a learning
rate of 5e-5, evaluation steps every 100 it-
erations, and a batch size of 10 for ALBEF,
BLIP2. We use 5 epochs and a batch size of 1,
also evaluating at the end of each epoch, for
Qwen2.

For expert model training, we increase the num-
ber of epochs to 10, while keeping the other hyper-
parameters unchanged, to ensure sufficient training.

For fusion model training, the hyperparameters
vary across datasets when training BLIP2 on them:

• For MUStARD: We use 50 epochs, a learning
rate of 1e-4, evaluation steps every 20 itera-
tions, and a batch size of 50.

• For URFunny: We use 50 epochs, a learning
rate of 1e-4, evaluation steps every 70 itera-
tions, and a batch size of 50.

• For MMSD2.0: We use 20 epochs, a learning
rate of 1e-4, evaluation steps every 200 itera-
tions, and a batch size of 50.

I.3 Model Selection Details
In our experiments, which include baseline training,
expert model training, and fusion model training,
we consistently use the F1 score on the validation
set as the metric for model selection. For baseline
training, we select the model checkpoint with the
highest F1 score on the entire development set.
During expert model training, we choose the best
expert model checkpoint based on the highest F1
score on the specific subset of the development set
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that corresponds to the relevant type of multimodal
interaction. For fusion model training, we select
the model that has the highest 3-class F1 score.

I.4 Evaluation Details
We used the metrics module from the
scikit-learn package for evaluating our
prediction tasks. Since our tasks are binary predic-
tion tasks, we chose the binary averaging strategy
for precision, recall, and f1. Additional details can
be found in the scikit-learn documentation for
the metrics module.

I.5 Experimental Statistics
All the available results are based on three different
random seeds, with both the mean and standard
deviation reported. Typically, F1 results where
adding MMOE leads to a statistically significant
change (p-value < 0.05) are marked with a ∗ in
Table 6. F1 results have a p-value < 0.1 and are
marked with a ∗∗ in Table 6.

J AI Assistance

We did use ChatGPT as the writing assistant to
help us write part of the paper. Additionally, we
utilize the power of CodePilot to help us code faster.
However, all the AI-generated writing and coding
components assisted by AI are manually checked
and modified. There is no full AI-generated content
in the paper.
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Table 6: Comprehensive results on all types of models and different datasets. The numbers in the table represent
the mean values from 3 runs with 3 seeds, with the corresponding standard variance provided. † indicates that the
results include information from audio modality while ours does not.

Model Acc (↑) Precision (↑) Recall (↑) F1 (↑)

MUStARD

MulT† (Tsai et al., 2019) - 65.51 64.78 64.49
LMF† (Liu et al., 2018) - 70.46 70.34 69.92
LF-DNN-v2† (Ding et al., 2022) - 65.95 63.88 62.30
LMF (Liu et al., 2018) - 70.73 70.90 70.68
LF-DNN-v1† (Ding et al., 2022) - 71.55 71.52 70.99

ALBEF 54.49±3.13 47.08±3.03 50.22±3.62 48.51±2.21

ALBEF+MMOE 54.49±2.85 47.36±2.72 57.68±4.76 51.95±2.81

BLIP2 53.75±9.33 48.46±4.94 90.13±9.21 62.65±2.67

BLIP2+MMOE 59.18±2.11 51.26±1.38 87.94±6.11 64.74±2.49

Qwen2-0.5B 54.59±4.35 48.35±3.31 74.12±9.40 58.17±0.86

Qwen2-0.5B+MMoE 49.06±3.00 45.16±1.39 88.60±3.97 59.77∗∗
±0.35

Qwen2-1.5B 64.79±4.11 56.45±3.53 78.73±13.18 65.38±5.16

Qwen2-1.5B+MMoE 70.69±3.28 60.86±3.58 89.47±3.29 72.34±1.50

Qwen2-7B 72.75±0.74 63.27±1.56 86.62±4.38 72.91±0.74

Qwen2-7B+MMoE 70.41±3.23 60.64±3.57 89.04±3.38 71.78±1.47

URFunny

MulT† (Tsai et al., 2019) 66.65 - - -
FDMER (Yang et al., 2022) 70.43 - - -
MMIM+SuCI† (Yang et al., 2024b) 70.92 - - -
FDMER† (Yang et al., 2022) 71.87 - - -

ALBEF 66.77±0.24 64.29±1.08 73.74±2.90 68.67±0.79

ALBEF+MMoE 67.91±0.27 65.17±0.30 75.24±1.53 69.85∗
±0.52

BLIP2 70.43±0.20 65.14±0.23 86.60±1.07 74.31±0.35

BLIP2+MMoE 71.27±0.30 66.60±1.23 84.15±1.95 74.32±0.36

Qwen2-0.5B 69.29±0.54 67.16±1.70 74.15±1.85 70.46±0.14

Qwen2-0.5B+MMoE 69.19±0.14 69.36±0.07 67.55±0.44 68.38±0.20

Qwen2-1.5B 70.43±0.53 66.03±0.41 83.13±2.27 73.51±0.89

Qwen2-1.5B+MMoE 68.25±0.81 64.40±1.87 80.07±1.37 71.34±0.52

Qwen2-7B 72.41±0.52 68.14±0.65 82.93±0.43 74.80±0.55

Qwen2-7B+MMoE 71.88±0.51 69.18±0.67 78.16±2.56 73.29±0.86

MMSD2.0

HKE (Liu et al., 2022) 76.50 73.48 71.07 72.25
ViT (Dosovitskiy et al., 2021) 72.02 65.26 74.83 69.72
DynRT-Net (Tian et al., 2023) 71.40 71.80 72.17 71.34
Multi-view CLIP (Qin et al., 2023) 85.64 80.33 88.24 84.10
ChatGLM2-6B (Du et al., 2022b) 80.08 80.52 81.04 80.04
LLaMA2-7B (Touvron et al., 2023) 84.68 84.40 84.94 84.53
LLaVA1.5-7B (Liu et al., 2024) 85.18 85.89 85.20 85.11
LLaVA1.5-7B+DemoRetrieval (Tang et al., 2024) 86.43 87.00 86.30 86.34

ALBEF 81.79±0.86 77.58±1.35 81.23±1.59 79.33±0.18

ALBEF+MMOE 82.30±0.31 76.24±0.24 85.57±0.42 80.63∗
±0.32

BLIP2 84.75±0.99 78.08±1.65 89.78±2.71 83.52±0.04

BLIP2+MMOE 84.82±0.87 78.87±1.60 88.49±2.36 83.38±0.05

Qwen2-0.5B 81.87±0.81 75.83±1.47 85.09±1.59 80.17±0.14

Qwen2-0.5B+MMoE 82.27±0.64 76.02±1.37 85.92±4.07 80.67∗
±1.55

Qwen2-1.5B 83.24±1.32 78.81±2.33 83.54±4.51 81.10±0.94

Qwen2-1.5B+MMoE 82.76±0.63 76.70±1.28 86.21±3.37 81.16±0.76

Qwen2-7B 85.28±1.17 80.38±0.87 87.05±2.43 83.58±1.29

Qwen2-7B+MMoE 84.35±1.05 78.74±2.65 87.21±4.34 82.74±0.43
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Table 7: Prompt for generating image description of MUStARD

Role Content

System

Describe the image in detail.
If there are people, focus on their emotions, postures, facial
expressions, body language, and interactions. Based on this
information, infer what event is going on.
If there are no people, analyze the event or scene, considering
background elements and overall context to infer what event is going
on.
Provide evidence to predict if the situation is humorous.
Ensure the description is between 15 to 100 words.

Table 8: Prompt for generating image description of MMSD and MMSD2.0

Role Content

System

Describe the image in detail.
If there are people, focus on their emotions, postures, facial
expressions, body language, and interactions. Based on this
information, infer what is the event going on.
If there are no people, analyze the event or scene, considering
background elements and overall context to infer what is the event
going on.
Provide evidence to predict if the situation is sarcastic.
Ensure the description is between 15 to 100 words.

Table 9: Prompt for generating image description of URFunny

Role Content

System

Describe the image in detail.
If there are people, focus on their emotions, postures, facial
expressions, body language, and interactions. Based on this
information, infer what is the event going on.
If there are no people, analyze the event or scene, considering
background elements and overall context to infer what is the event
going on.
Provide evidence to predict if the situation is sarcastic.
Ensure the description is between 15 to 100 words.
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Table 10: Prompt for generating image-only prediction of MUStARD

Role Content

System

Please analyze the image provided for sarcastic or not. The image
is a screenshot of a TV show.
If you think the image includes exaggerated emotions (like laughing
or looking angry or raising eyebrows) or exaggerated posture (like
stretching hands), please answer ’Yes’.
If you think the image shows people discussing serious things and
just daily routines, please answer ’No’.
You need to think about what is the potential event going on in the
image.
Please make sure that your answer is based on the image itself, not
on the context or your knowledge.
There are only two options: ’Yes’ or ’No’.
If you are not sure, please provide your best guess and do not say
that you are not sure.
You should only make No judgment when you are very sure that the
image is not sarcastic. As long as you think potentially it is
sarcastic, you should say Yes.

Table 11: Prompt for generating image-only prediction of MMSD and MMSD2.0

Role Content

System

Please analyze the image provided for sarcastic or not. The image is
a screenshot of the image on Twitter. It might include a lot of text,
so you need to combine the information of the text in the image.
If you think the image includes exaggerated emotions (like laughing
or looking angry or raising eyebrows) or exaggerated posture (like
stretching hands), please answer ’Yes’.
If you think the image includes text that is sarcastic or exaggerated,
please answer ’Yes’.
If you think the image shows people discussing serious things and
just daily routines, please answer ’No’.
You need to think about what is the potential event going on in the
image.
Please make sure that your answer is based on the image itself, not
on the context or your knowledge.
There are only two options: ’Yes’ or ’No’.
If you are not sure, please provide your best guess and do not say
that you are not sure.
You should only make No judgment when you are very sure that the text
is not sarcastic. As long as you think potentially it is sarcastic,
you should say Yes.
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Table 12: Prompt for generating image-only prediction of URFunny

Role Content

System

You are looking at a screenshot of a TED talk. It is part of the
talk and it can be a slide or a speaker.
Please analyze the image provided to show whether the image is part
of a talk that is showing serious content or trying to show some
potentially funny content that can make the audience laugh.
If you are looking at a slide, please think about the content of the
slide.
If the slide is showing some very interesting and informal things,
we believe the speaker is trying to make some jokes, and please
answer ’Yes’.
If the slide is showing some very serious and formal things, we
believe the speaker is trying to show some serious content and
please answer ’No’.
If you are looking at a speaker, please think about the speaker’s
facial expression and body language.
If you think the image includes exaggerated emotions or its body
language is exaggerated, we believe the speaker is talking about
some informal things and please answer ’Yes’.
If you think the speaker in the image looks very serious and formal,
they are trying to convey their key points and please answer ’No’.
Please make sure that your answer is based on the image itself, not
on the context or your knowledge.
There are only two options: ’Yes’ or ’No’.
If you are not sure, please provide your best guess and do not say
that you are not sure.
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Table 13: Prompt for generating text-only prediction of MUStARD

Role Content

System

Please analyze the text provided below for sarcasm.
If you think the text includes an exaggerated description or includes
strong emotion or its real meaning is not aligned with the original
one, please answer ’Yes’.
If you think the text is neutral or its true meaning is not different
from its original one, please answer ’No’.
Please make sure that your answer is based on the text itself, not
on the context or your knowledge.
There are only two options: ’Yes’ or ’No’.
If you are not sure, please provide your best guess and do not say
that you are not sure.
You should only make Yes judgment when you are very sure that the
text is sarcastic.

User TEXT: Yes yes it is! In Prison!!
Assistant Yes. It expresses the speaker’s strong emotion about the situation

which indicates that the speaker is sarcastic.
User TEXT: And then and then you clicked it again, she’s dressed. She is

a businesswoman, she is walking down the street and oh oh oh she’s
naked.

Assistant No. It is a neutral statement.

Table 14: Prompt for generating text-only prediction of MMSD and MMSD2.0

Role Content

System

Please analyze the text provided below for sarcasm.
If you think the text includes an exaggerated description or its
real meaning is not aligned with the original one, please answer
’Yes’.
If you think the text is neutral or its true meaning is not different
from its original one, please answer ’No’.
Please make sure that your answer is based on the text itself, not
on the context or your knowledge.
There are only two options: ’Yes’ or ’No’.
If you are not sure, please provide your best guess and do not say
that you are not sure.

User TEXT: because lunch is more interesting than job and even tasty...
Assistant Yes. It expresses the speaker’s preference for lunch over the job

by using the word ’tasty’.
User TEXT: gameday ready’
Assistant No. It is a neutral statement.
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Table 15: Prompt for generating text-only prediction of URFunny

Role Content

System

Please analyze the text provided below for humor or not.
If you think the text includes an exaggerated description or it is
expressing sarcastic meaning, please answer ’Yes’.
If you think the text is neutral or just common meaning, please
answer ’No’.
Please make sure that your answer is based on the text itself, not
on the context or your knowledge.
There are only two options: ’Yes’ or ’No’.
If you are not sure, please provide your best guess and do not say
that you are not sure.
You should only make No judgment when you are very sure that the
text is not funny. As long as you think potentially it is funny, you
should say Yes.

User TEXT: why invite men they are the problem
Assistant Yes. It expresses that men can be problematic and the speaker is

sarcastic to make people laugh.
User TEXT: we all feel the same things.
Assistant No. It is a neutral statement.
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