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Abstract
Visual question answering (VQA) tasks, often
performed by visual language model (VLM),
face challenges with long-tail knowledge. Re-
cent retrieval-augmented VQA (RA-VQA)
systems address this by retrieving and inte-
grating external knowledge sources. However,
these systems still suffer from redundant vi-
sual information irrelevant to the question dur-
ing retrieval. To address these issues, in this
paper, we propose LLM-RA , a novel method
leveraging the reasoning capability of a large
language model (LLM) to identify key visual
entities, thus minimizing the impact of irrele-
vant information in the query of retriever. Fur-
thermore, key visual entities are independently
encoded for multimodal joint retrieval, pre-
venting cross-entity interference. Experimen-
tal results demonstrate that our method out-
performs other strong RA-VQA systems. In
two knowledge-intensive VQA benchmarks,
our method achieves the new state-of-the-art
performance among those with similar scale
of parameters and even performs comparably
to models with 1-2 orders larger parameters.

1 Introduction

Visual question answering (VQA) task involves
providing a natural language answer to a given
question based on the image (Gao et al., 2022).
Mainstream approaches utilize visual language
models (VLMs) to accomplish VQA tasks (Li
et al., 2023b; Liu et al., 2024). Previous stud-
ies suggest that VLMs struggle to capture long-
tail knowledge in the real world, such as fine-
grained entity categories and their detailed at-
tributes (Chen et al., 2023d; Mensink et al., 2023).
To alleviate this problem, plenty of works re-
trieve relevant information from external knowl-
edge sources (Gui et al., 2022; Si et al., 2023).
Such retrieval-augmented VQA (RA-VQA) sys-
tems can compensate for the limitations of VLMs

*Corresponding author.

Figure 1: Schematic illustrates how LLM assists mul-
timodal retrieval for VQA. Due to redundant visual in-
formation like "person" and "building", undesired
knowledge like "filling station" is retrieved, which
matches the high-level semantics of the image. Lever-
aging LLM’s reasoning capability, key visual entities
like "bus" and "logo" can be extracted, which is signif-
icant for obtaining the desired knowledge. C&Q: The
caption and question which is parsed as a prompt.

in modeling long-tail knowledge. For example,
some studies find that regions of interest (ROIs)
corresponding to salient objects are helpful to
knowledge retrieval (Lin et al., 2022; Sun et al.,
2023), and utilize existing object detectors to iden-
tify ROIs and employ them for retrieval.

In RA-VQA context, there are frequently key
visual entities in the images, which are impor-
tant for retrieving necessary knowledge. However,
in existing RA-VQA systems, they are not suffi-
ciently taken into account for the following rea-

10939



sons: 1) key visual entities are overwhelmed by re-
dundant visual information irrelevant to the ques-
tion. Taking Figure 1 as an example, the ques-
tion focuses on the "bus company", thus the key
visual entities being "bus" and "logo". In con-
trast, other redundant visual information, such as
"person", "road", and "building", are irrelevant
to the question and interfere with retrieval. As il-
lustrated in Figure 1, it could lead to undesired re-
trieval results. 2) Encoding of key visual entities
is prone to cross-entity interference. Following
Karpukhin et al. (2020), previous works encode
all visual representations into a one-dimensional
query for retrieval. It causes mutual interference
between key visual entities, making the retriever
insensitive to fine-grained visual information.

To address the aforementioned problems, we
propose LLM-RA, which leverages the reasoning
capabilities of LLMs to assist VLMs in key visual
entity extraction during retrieval, thereby enhanc-
ing the RA-VQA system. Broadly, the extraction
of key visual entities involves two components:
reasoning and grounding. With crafted prompts,
the LLM infers key visual entities essential for an-
swering the question based on the image descrip-
tion. These key visual entities are then parsed
into reference expressions (Liu et al., 2023b; Li
et al., 2022b) for visual grounding. In this process,
LLMs interact with VLMs, compensating for the
VLM’s lack of reasoning capability. Furthermore,
inspired by recent advanced multimodal retrieval
works (Lin et al., 2024a,b), LLM-RA indepen-
dently encodes different key visual entities when
constructing the query for the subsequent multi-
modal joint retrieval (Khattab and Zaharia, 2020).
This design enables different key visual entities to
independently contribute to the retrieval, making
LLM-RA sensitive to key visual entities.

Leveraging the reasoning capabilities of LLM
to emphasize question-relevant key visual enti-
ties during retrieval, LLM-RA achieves state-of-
the-art (SOTA) performance compared to previous
RA-VQA systems in two challenging knowledge-
intensive VQA benchmarks, OK-VQA (Marino
et al., 2019) and Infoseek (Chen et al., 2023d).
LLM-RA also achieves comparable or even bet-
ter performance than systems with 1-2 orders large
parameters (≥ 50B). We summarize our contribu-
tions as follows:

• We propose LLM-RA, an LLM-assisted
multimodal retrieval method emphasizing

question-relevant key visual entities during
retrieval, to enhance RA-VQA systems.

• We systematically explore how to better ex-
ploit the visual feature to retrieve desired
knowledge. The empirical results suggest
that emphasizing question-relevant key vi-
sual entity performs the best, compared to
other approaches.

2 Related Work

Our work is related to several recent studies in the
VLMs and LLMs field.

Knowledge-intensive VQA. Different from
traditional VQA tasks focusing on grasping high-
level image semantics (Goyal et al., 2017; Hud-
son and Manning, 2019), certain visual questions
like examples in (Marino et al., 2019; Schwenk
et al., 2022) necessitate VLMs to comprehend
world knowledge embedded within images, i.e.,
knowledge-intensive VQA (KI-VQA). In recent
years, numerous studies have focused on ex-
ploring knowledge-based VQA tasks with LLMs.
Some approaches treat LLMs as extensive knowl-
edge sources, employing methods like in-context
learning to harness internal knowledge sources
within the model (Hu et al., 2023; Shao et al.,
2023; Xenos et al., 2023). However, these ef-
forts suffer from LLMs’ limitations in modeling
long-tail knowledge. Furthermore, some works
in the KI-VQA domain highlight the importance
of retrieving information from external knowledge
sources (Gui et al., 2022; Si et al., 2023; Lin et al.,
2024a), to tackle long-tail knowledge, i.e., RA-
VQA systems. For example, datasets like Infos-
eek and Encyclopedic VQA (Chen et al., 2023d;
Mensink et al., 2023) demand models to identify
specific species, industrial products, etc. Leverag-
ing multimodal retrievers to capture information
from external knowledge bases (Ren et al., 2023;
Tang et al., 2023) can compensate for the limita-
tions of mainstream VLMs in modeling long-tail
knowledge in the real world.

Multimodal Retrieval. When tackling visual
questions with retrieval, the majority of works uti-
lize mature text retrievers (Karpukhin et al., 2020;
Khattab and Zaharia, 2020). These approaches
employ VLMs to convert images into text descrip-
tions, leveraging pre-trained retrievers on large-
scale corpora to achieve desired performance (Lin
and Byrne, 2022; Si et al., 2023). However, such
processes result in a significant loss of visual in-
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formation and represent a sub-optimal approach.
CLIP and its variants are frequently employed for
image-text retrieval to compensate for unimodal
retrievers’ limitations. However, some studies in-
dicate that the corpora used to train CLIP may
lack long-tail knowledge (Li et al., 2023a; Yu
et al., 2023a), like well-known figures, places and
events. Recent works integrate text retrievers with
CLIP-extracted visual features for joint informa-
tion retrieval, illustrating their complementary na-
ture (Salemi et al., 2023; Yu et al., 2023b). In this
work, we extend existing multimodal retrievers by
employing LLMs to filter visual information irrel-
evant to the question, thus enhancing retrievers’
performance in the VQA field.

LLM-assisted Visual Reasoning. Some re-
searchers have attempted to leverage the strong
reasoning and instruction-following capabilities of
LLMs to assist VLMs in completing complex vi-
sual tasks. LLMs serve various roles, including
task dispatchers, reasoners, or language refiners
in these works. Woodpecker (Yin et al., 2023)
utilizes LLMs’ information extraction abilities to
extract entities from image descriptions for hal-
lucination correction. REPARE (Prasad et al.,
2023) leveraging LLMs’ command-following ca-
pabilities to add the image’s relevant details in
the question, for prompt refinement. GPT4Tool
(Yang et al., 2024) utilizes open-source LLMs like
LLaMA to schedule tools such as object detectors
and image captioners, executing complex visual
tasks. These studies inspire us to leverage LLMs’
reasoning capabilities to extract key visual entities
from images based on questions, enhancing multi-
modal retrieval in RA-VQA systems.

3 Method

As shown in Figure 2, LLM-RA enhances the RA-
VQA system by improving multimodal retrieval.
It comprises two stages: 1) Key visual entities ex-
traction; and 2) Multi-modal joint retrieval. In the
first stage, the reasoning capability of LLM is har-
nessed to discern all potentially key visual enti-
ties for visual grounding. In the second stage, key
visual entities are independently encoded in the
query for joint retrieval. In principle, any VQA
answer generator concerning RA-VQA can utilize
the knowledge retrieved by LLM-RA. We employ
existing methods that use retrieval documents to
generate VQA answers (Lin and Byrne, 2022) for
outputting the final answers.

3.1 Key Visual Entity Extraction

To eliminate redundant information and highlight
key visual entities during retrieval, we leverage
the strong reasoning capabilities of LLMs to deter-
mine potentially question-relevant visual entities.

General Information from Image Captions.
We leverage the unique capabilities of large
visual-language models (LVLMs), which excel at
image captioning (Li et al., 2022a, 2023b). Such
captions encompass the significant visual details,
like entities relevant to corresponding questions
(Zhu et al., 2023; Dai et al., 2024). LLM uti-
lizes these caption and input questions to per-
form inference and determine key visual entities.
For instance, in Figure 2, the LVLM generates
the following caption: "A sunlit churchyard
features a white church with twin towers
and a statue amid graves..."

LLM-assisted Key Entity Extraction. LLM-
RA utilizes the remarkable capabilities of LLMs
in reasoning and generative information extrac-
tion (Xu et al., 2023). Specifically, we employ
in-context learning to prompt open-source LLMs
to generate structured entities and their attributes.
The utilized instruction is "Given a description
of an image, output the entities that
the question might focus on; {examples};
{question}; {caption}; output:", as detailed
in the prompt template provided in Appendix A.
With carefully crafted instructions and in-context
examples, we instruct the LLM to generate en-
tities along with their attributes potentially rele-
vant to the question, in structured formatting as
{"entity": "attribute"}. For example, in Fig-
ure 2, the question focuses on the "region". With
the generated caption, LLM would deduce that
landmarks like {"statue": "amid graves"} are
key entities helpful to identify the "region".

Visual Grounding. After obtaining key en-
tities and their attributes relevant to given ques-
tions, we utilize an existing referring expression
comprehension model (Liu et al., 2023b) to de-
termine the regions of interest (ROIs) correspond-
ing to these entities. Specifically, we employ the
template "The {entity} that {attribute}" to
parse the structured entities into referring expres-
sions. For example in Figure 2, structured entities
{"statue": "amid graves"} is parsed as "The
statue that amid graves", used as referring
expression for visual grounding.
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Figure 2: Schematic of LLM-RA. In stage 1, with image caption "A sunlit churchyard features a white
church with twin towers and a statue amid graves...", LLM would deduce that landmarks like "statue"
and "church" are key visual entities that help to identify the "region". Then visual grounding is conducted to
determine ROIs. In stage 2, ROIs of key visual entities are independently encoded for joint retrieval.

3.2 Multimodal Joint Retrieval
To eliminate cross-entity interference during re-
trieval, inspired by recent advanced multimodal
retrieval works (Lin et al., 2024a,b), we indepen-
dently encode the extracted key visual entities and
perform joint retrieval.

Independent visual representation. For the
image I and ROIs of key visual entities, we em-
ploy a CLIP Encoder Hv(·) to extract global fea-
tures and key entity-centric visual features (Rad-
ford et al., 2021). For the questions Qs, we uti-
lize a Transformer-based text encoder Hl(·) (San-
thanam et al., 2022) to extract text representa-
tions. Furthermore, we pretrain a visual mapping
network Hp(·) with contrastive loss on a large
scale of Wikipedia image-text pairs following Lin
et al. (2024a) and Wei et al. (2023), to model fine-
grained knowledge mappings between images and
documents in the context of knowledge retrieval.
This network maps input visual features to em-
beddings with the same depth as the text encoder.
Subsequently, we concatenate all visual and tex-
tual embeddings to obtain the final query

EQ =




Hl(Qs)
Hp(Hv(I))
Hp(Hv(I1))

...
Hp(Hv(INr))



∈ RNQ×dL (1)

for retrieval, where Ir is the ROI of r-th key visual
entities, and Nr represents the number of ROIs.
With text encoder Hl(·), we extract token level
knowledge representation

ED = Hl(D) ∈ RND×dL (2)

from the documents D in the knowledge base.
Joint retrieval. We adopt the similarity in

(Khattab and Zaharia, 2020) to measure the rel-
evance between the question-image pair (Qs, I)
and document D in the knowledge base, given by

S((Qs, I), D) =

NQ∑

i=1

ND
max
j=1

EQi · EDj . (3)

Unlike DPR (Karpukhin et al., 2020), which com-
presses EQ and ED into one-dimensional embed-
dings, this similarity models their relevance at the
word, phrase, and visual entity levels. It prevents
interference between different key visual entities
and textual information.

4 Experimental Setup

4.1 Implementations

The implementations of the LLM-RA and the
training setup are briefly described. More detailed
implementations are shown in Appendix C.

10942



Multimodal retriver implementation. For
detailed caption generation, MiniGPTv2 (Chen
et al., 2023a) is adopted. And the frozen LLM
of MiniGPTv2 is utilized for key entity extraction.
Then we select Grounding-Dino (Liu et al., 2023b)
for visual grounding. ColBERTv2 (Santhanam
et al., 2022) and CLIP ViT-base (Radford et al.,
2021) are adopted to initialize the text encoder and
vision encoder in the multimodal retriever. For
executing retrieval, all documents in the knowl-
edge base are indexed using FAISS (Johnson et al.,
2019), an off-the-shelf library that enables fast
vector-similarity search. We use contrastive loss
(Radford et al., 2021) for multimodal retriever
training. In-batch negative sampling is adopted
during training following Santhanam et al. (2022).

Answer generator. We adopt BLIP2-Flan-T5-
XL (Li et al., 2023b) as the answer generator. It
takes the concatenation of text embeddings (ques-
tion and retrieved documents) and visual embed-
dings (image) as input. Following Lin and Byrne
(2022), the generator outputs an answer for each
retrieved document and selects the best candidate
answer by the joint probability of retrieving and
the generated answer. We use LoRA (Hu et al.,
2021) to finetune the answer generator, while the
retriever is frozen.

4.2 Datasets
We conduct our experiments on OK-VQA
(Marino et al., 2019) and Infoseek (Chen et al.,
2023d), both of which are knowledge-intensive
VQA datasets. Details are the following.

OK-VQA. OK-VQA is a relatively large-scale
dataset that emphasizes the necessity of external
knowledge (commonsense or domain-specific) to
answer questions. The questions in OK-VQA
are not annotated with ground truth documents.
Therefore, we leverage the Google Search (Luo
et al., 2021) for OK-VQA as the knowledge base.
Google Search is a passage corpus crawled by Luo
et al. (2021) from high-frequency Google search
web pages. The advantages of this corpus include
its large scale (∼ 170K passages), public availabil-
ity, and wide coverage of knowledge types. Pre-
vious research (Luo et al., 2021; Lin and Byrne,
2022) has indicated that this corpus encompasses
a substantial amount of knowledge required to an-
swer questions in OK-VQA.

Infoseek. Infoseek is custom-built for informa-
tion retrieval questions that cannot be addressed
solely with commonsense. This dataset empha-

sizes identifying fine-grained entity classes and
their detailed attributes in images. The perfor-
mance of existing multimodal models on this
dataset is subpar (Chen et al., 2023d). Differ-
ent from OK-VQA, Infoseek offers a knowledge
base extracted from Wikipedia, supplemented by
ground truth document annotations. The released
knowledge base contains 6M Wikipedia passages.
Following the experimental setup in the original
paper (Chen et al., 2023d) and Lin et al. (2024a),
we retain the Wikipedia passages annotated as
ground truth knowledge in Infoseek VQA samples
(∼ 7K), and randomly sampled entities from the
remaining 6M Wikipedia passages to form a 100K
Wikipedia knowledge base.

4.3 Evaluation Metrics

The following metrics are adopted to evaluate the
proposed method.

Retrieval metrics. We employ Recall@K (Lin
and Byrne, 2022) to assess the retriever’s perfor-
mance. This metric measures the probability of a
positive document within the top K retrieved doc-
uments. Given the absence of ground truth docu-
ment annotations in OK-VQA, following Lin and
Byrne (2022) and Salemi et al. (2023), we con-
sider documents containing the correct answers as
positive documents.

VQA metrics. To assess the final accuracy
of VQA, we employ the VQA Score and Exact
Match (EM) metrics for OK-VQA (Marino et al.,
2019). For Infoseek, we utilize the built-in evalu-
ation metric, Infoseek Score (Chen et al., 2023d).

5 Results

5.1 Overall Performance

The comparison between our method and other
baselines is shown in Table 1 and Table 2. De-
tailed analyses are the following.

Results on OK-VQA. As illustrated in Table 1,
LLM-RA outperforms other retrieval-augmented
VQA (RA-VQA) systems. It achieves the high-
est VQA Score of 63.29 and an exact match (EM)
of 68.31, which is an improvement of 1.43 VQA
Score over the previous state-of-the-art (SOTA)
system, RAVQAv2 (Lin et al., 2024a). Addition-
ally, based on a 4B multimodal model, LLM-RA
demonstrates performance on KI-VQA tasks com-
parable to many sophisticated systems utilizing
very large base models (≥ 50B) such as Prompt-
Cap and Prophet, employing the GPT-3 with in-
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Method Knowledge Source Finetune R@5 EM VQA
VRR (Luo et al., 2021) Google Search ! 80.40 47.61 45.08
TRiG (Gao et al., 2022) Wikipedia ! - 54.73 50.50
RA-VQA (Lin and Byrne, 2022) Google Search ! 81.25 55.77 51.22
KAT (Gui et al., 2022) Wikipedia + GPT-3 ! - 57.85 54.41
TWO (Si et al., 2023) VQAv2 + Wikipedia ! - 61.32 56.67
REVIVE (Lin et al., 2022) Wikipedia + GPT-3 ! - 62.38 58.00
RA-VQAv2 (Lin et al., 2024a) Google Search ! 89.32 67.10 61.86

Systems based on very large models (≥50B parameters)

PICa (Yang et al., 2022) - % - - 48.00
Flamingo-80B (Alayrac et al., 2022) - % - - 57.80
PromptCap (Hu et al., 2023) - % - 66.07 60.40
Prophet (Shao et al., 2023) - % - 66.74 61.11

LLM-RA (RA-VQA system with LLM-assisted multimodal retrieval)

LLM-RA Google Search ! 90.37 68.31 63.29
w/o Key visual entity Google Search ! 87.24 66.43 60.98
w/o Independent VR Google Search ! 85.83 65.05 60.37
w/o Key visual entity & Independent VR Google Search ! 83.76 63.81 59.17
w/o External knowledge Google Search ! - 59.45 55.49

Table 1: Performance of the proposed method on OK-VQA. VR stands for visual representation. EM stands for
Exact Match. VQA stands for VQA Score. R@5 stands for Recall@5.

context learning paradigm (Hu et al., 2023; Shao
et al., 2023; Yang et al., 2022), and the extensive
multimodal model like Flamingo-80B (Alayrac
et al., 2022). This notable performance improve-
ment can be attributed to the innovative multi-
modal retrieval method implemented in LLM-RA,
which enhances retrieval recall by focusing on key
visual entities, in contrast to existing methods such
as CLIP (Lin et al., 2022), DPR text retrievers
(Wu and Mooney, 2022), and Wikipedia data pre-
trained multimodal retrievers (Lin et al., 2024a).

Results on Infoseek. The performance of
LLM-RA on the Infoseek dataset is presented
in Table 2. Given that the questions are de-
rived from Wikipedia knowledge, answering In-
foseek necessitates fine-grained and often long-
tail knowledge. Consequently, even meticulously
engineered large-scale multimodal models exhibit
subpar performance on this dataset. Our proposed
approach, LLM-RA, achieves a notable Infoseek
Score of 23.14, surpassing the previous SOTA
(22.1 achieved by PaLI-X (Chen et al., 2023c))
by a margin of 1.04. Remarkably, LLM-RA
demonstrates comparable performance to PaLI-
X on questions with unseen entities. Notewor-
thy is that equally requiring fine-tuning, LLM-
RA shows generalization capabilities on previ-
ously unseen knowledge, comparable to models
with 1-2 orders larger parameters.

5.2 Ablation Study

We elaborate on the contributions of each design
in LLM-RA to the final performance.

Effects of key visual entity. In our experimen-
tation, we remove the regions of interest (ROIs)
associated with key visual entities in LLM-RA
during retrieval. This setup leads to a 3.13% de-
crease in Recall@5 on OK-VQA dataset, as de-
picted in Table 1. Consequently, the final VQA
Score decreases by 2.31, and the EM decreases
by 1.88. Similarly, for Infoseek dataset, as indi-
cated in Table 2, the removal of ROIs of key visual
entities results in a 7.53% decrease in Recall@5,
leading to a reduction of 2.29 in the final Infos-
eek Score. These results underscore the signif-
icance of leveraging LLM’s reasoning capability
to eliminate redundant visual information and ex-
tract key visual entities, thereby significantly en-
hancing retrieval performance and enhancing RA-
VQA systems. The results indicate that compared
to OK-VQA, key visual entities have a more sig-
nificant impact on improving the retriever’s recall
on the Infoseek dataset, although the overall im-
provement in VQA metrics is approximately simi-
lar. We believe the actual enhancement in retrieval
performance on OK-VQA dataset might surpass
what is reported in Table 1. Unlike Infoseek, OK-
VQA does not provide golden knowledge docu-
ments but uses pseudo-relevant documents with
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Method Knowledge Source Finetune R@5 Unseen-Q Unseen-E Overall
OFA (Wang et al., 2022) - ! - 14.8 9.7 11.9
LLaVA-1.5 (Liu et al., 2023a) - ! - 19.4 16.7 17.9
PaLI (Chen et al., 2022) - ! - 20.7 16.0 18.1
CLIP + FID (Chen et al., 2023d) Infoseek ! - 20.7 18.1 19.3

Systems based on very large models (≥50B parameters)

CLIP + PaLM-540B (Chen et al., 2023d) Infoseek % - 21.9 18.6 20.1
PaLI-X-55B (Chen et al., 2023c) - ! - 23.5 20.8 22.1

LLM-RA (RA-VQA system with LLM-assisted multimodal retrieval)

LLM-RA Infoseek ! 47.31 26.12 20.90 23.14
w/o Key visual entity Infoseek ! 39.78 24.68 18.05 20.85
w/o Independent VR Infoseek ! 37.52 24.07 18.08 20.65
w/o Key visual entity & Independent VR Infoseek ! 32.47 22.40 17.25 19.49
w/o External knowledge Infoseek ! - 18.23 14.10 15.95

Table 2: Performance of the proposed method on Infoseek. VR stands for visual representation. R@5: Recall@5.
Unseen-Q stands for Infoseek Score on samples with unseen questions. Unseen-Q stands for Infoseek Score on
samples with unseen entity categories.

target answers, which may not be truly informative
for answering questions. Leveraging key visual
entities increases the likelihood of the retriever
capturing genuinely relevant knowledge. Given
that this singular comparison may not fully reflect
the advantages of LLM-RA, we further compare
different ROI extraction methods below.

Effects of independent visual representation.
We examine the impact of independent visual rep-
resentation on multimodal retrieval performance.
In contrast to the independent visual representa-
tion utilized in LLM-RA, we sum up all visual and
textual embeddings into a one-dimensional query
for retrieval, like DPR (Karpukhin et al., 2020).
As depicted in Table 1 and Table 2, the absence of
independent visual representation results in a no-
table decline in performance across both bench-
marks. Specifically, on OK-VQA and Infoseek,
there is a reduction of 4.24% and 9.79% in Re-
call@5, respectively, even falling below the base-
line system that does not incorporate ROIs of key
visual entities. These results highlight the impor-
tance of independently representing key visual en-
tities extracted based on the reasoning capability
of LLM. The lack of such independent representa-
tion leads to mutual interference between different
fine-grained visual details, resulting in degraded
retrieval performance.

Effects of external knowledge. We further
demonstrate the effectiveness of retrieval augmen-
tation by comparing the baseline model without
external knowledge with their retrieval-augmented
counterparts. As illustrated in Table 1 and Ta-

Obj. N. W/ KVE
OK-VQA (GS) Infoseek

R@5 R@10 R@5 R@10

1-3 % 88.75 94.32 41.59 49.91
! 90.65 94.52 47.89 54.19

4-9 % 87.02 92.15 39.85 48.37
! 90.23 95.16 47.23 53.63

9+ % 86.13 91.54 37.12 46.94
! 90.12 94.13 46.54 53.31

Table 3: Performance of the proposed method on a sub-
set of datasets with different numbers of objects. Obj.
N.: Object Num; W/ KVE: With key visual entity, i.e.,
using ROIs of key visual entities extracted by LLM-RA
during retrieval; GS: Google Search; R@5: Recall@5.

ble 2, when not utilizing external knowledge and
solely fine-tuned on the training set, the base-
line model achieves 53.74 VQA Score on OK-
VQA and 15.95 overall Infoseek Score, respec-
tively. With the integration of LLM-RA, the base-
line models experience enhancements of 9.55 in
OK-VQA and 7.19 in Infoseek.

5.3 Analysis

We conduct several experiments to analyze the
efficacy of the proposed method in enhancing
retrieval performance, thereby strengthening the
RA-VQA system.

Performance under different object num-
ber. We analyze the performance improvement of
LLM-RA on images with varying degrees of infor-
mation redundancy. Images that contain a greater

10945



OK-VQA (GS) Infoseek

R@5 R@10 R@5 R@10

W/o ROIs 87.24 92.78 39.78 48.62
Random ROIs 87.02 92.69 38.29 47.97
Evenly-split ROIs 87.14 92.73 38.63 48.12
All ROIs 88.29 93.76 41.78 49.73
Q-parsed ROIs 88.03 93.50 43.45 50.57
LLM-RA 90.30 94.91 47.31 53.78

Table 4: Impact of Different ROIs Extraction Strate-
gies on retriever performance. GS stands for Google
Search. R stands for Recall.

number of objects typically present more redun-
dant information in addition to the key visual en-
tities. Therefore, we divide the test dataset into
multiple subsets based on the number of objects in
the images to assess the improvement in retrieval
performance of LLM-RA across different infor-
mation redundancy levels. OK-VQA, annotated
on the MSCOCO dataset, provides object anno-
tations for each image, allowing direct access to
the object count. For the Infoseek dataset, we use
a well-performing object detector (Carion et al.,
2020) to determine the object count. As shown in
Table 3, experimental results indicate that LLM-
RA yields greater gains for subsets with a larger
number of objects. This finding aligns with our
expectation that removing redundant visual infor-
mation from images and emphasizing relevant vi-
sual details in the visual embeddings in the query
enhances retrieval performance.

Superiority of key visual detail extraction
method. To demonstrate that the performance
gain from key visual entities results from includ-
ing question-related finer-grained visual details
during retrieval, rather than merely increasing the
number of features, We compare the impact of
our method on retrieval performance with other
ROI extraction approaches. The compared meth-
ods include: 1) Randomly cropping patches larger
than 100 × 100 pixels from the image as ROIs
(random ROIs); 2) Uniformly dividing the im-
age into ROIs (evenly-split ROIs); 3) Obtaining
ROIs based on well-performing object detectors
(all ROIs); 4) Conducting visual grounding solely
based on entities parsed from the question to ob-
tain ROIs (Q-parsed ROIs); 5) Method in LLM-
RA (key ROIs). As shown in Table 4, ROIs ex-
tracted using our key visual detail extraction meth-
ods outperform the other methods. This indicates
that LLM-assisted visual details extraction effec-

OK-VQA (GS) Infoseek

R@5 R@10 R@5 R@10

Shikra-GCoT 88.17 93.65 41.93 49.87
LLM-RA 90.30 94.91 47.31 53.78

Table 5: Comparison of our pipeline-based approach,
LLM-RA, and the end-to-end approach Shikra-GCoT,
which employs Shikra (Chen et al., 2023b) to generate
bounding box of key visual entities as input of multi-
modal retriever. GS: Google Search. R: Recall.

tively removes redundant visual information from
the query while retaining question-relevant finer-
grained visual details, thereby enhancing the per-
formance of the RA-VQA system.

Comparison of pipeline and end-to-end ap-
proach. We explore the superiority of LLM-RA,
the pipeline-based approach, over the end-to-end
approach which employs VLMs to directly extract
the bounding boxes of key visual entities relevant
to the problem. We compared our pipeline ap-
proach with the end-to-end approach using Shikra
(Chen et al., 2023b), which can generate bound-
ing boxes of key visual entities as input (ground-
ing CoT), called Shikra-GCoT. The results in Ta-
ble 5 show that the pipeline approach performs
better compared to the end-to-end approach based
on Shikra. To investigate the reasons, we sample
examples from OK-VQA and Infoseek to analyze
Shikra’s output. We find that for some questions,
Shikra fails to perform grounding CoT, likely due
to the prevalence of fine-grained knowledge ques-
tions in these datasets that are out of distribution
(OOD) for Shikra. However, there is currently
limited research in the multimodal field address-
ing the OOD problem for grounding CoT. In con-
trast, The advantage of the pipeline approach is its
ability to achieve good performance by leveraging
already mature components.

Performance on human judged complex KI-
VQA samples. We further investigate the per-
formance of LLM-RA on complex KI-VQA sam-
ples. Complex KI-VQA samples are defined as
those where: 1) Humans cannot easily answer
the questions without knowledge retrieval; 2) Key
visual entities required for answering the ques-
tions are obscured by significant redundant vi-
sual information; 3) Questions do not specify the
entities they focus on, necessitating cross-modal
reasoning. We randomly select 400 VQA sam-
ples from two KI-VQA datasets, requiring hu-
man subjects to answer the questionnaire in Ap-
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OK-VQA (GS) Infoseek

Count Ratio Count Ratio

Complex samples 54 13.5% 98 23.5%

Table 6: The count and ratio of human-judged complex
KI-VQA samples among 400 randomly selected sam-
ples from OK-VQA and Infoseek. GS: Google Search.

OK-VQA∗ (GS) Infoseek∗

R@5 R@10 R@5 R@10

W/o ROIs 64.81 75.92 21.43 28.57
LLM-RA 81.48 88.89 44.90 51.02

Table 7: LLM-RA’s performance on human-judged
complex KI-VQA samples. The symbol * indicates
that the test set is a subset of OK-VQA and Infoseek
selected based on human judgment.

pendix B to identify complex KI-VQA samples.
The count and ratio of samples judged as com-
plex in the two datasets are shown in Table 6.
The performance of LLM-RA on human-judged
complex KI-VQA samples is presented in Table 7.
On OK-VQA, Recall@5 increases from 64.81%
to 81.48%, while on Infoseek, it increases from
21.43% to 44.90%. These results indicate that for
complex visual questions involving key entity rea-
soning and significant redundant visual informa-
tion, LLM-RA significantly outperforms baseline
systems that do not utilize key visual entities. This
suggests that LLM-RA has broader applications in
real-world scenarios.

6 Conclusion

In this paper, we propose LLM-RA, an LLM-
assisted multimodal retrieval approach for enhanc-
ing RA-VQA systems. Leveraging LLM, key vi-
sual entities are extracted to highlight question-
relevant visual details while removing irrelevant
redundant visual information. The independent
representation of key visual entities during mul-
timodal joint retrieval ensures there is no mu-
tual interference among key information, thereby
enhancing retrieval accuracy. Experimental re-
sults demonstrate that our approach outperforms
other strong retrieval-enhanced VQA systems and
is comparable or even superior to state-of-the-art
large-scale multimodal models with 1-2 orders of
magnitude more parameters.

Limitations

Firstly, due to computational resource constraints,
we do not conduct experiments with LLMs ex-
ceeding 13B parameters. Consequently, LLM-RA
is designed based on a 7B LLM. Secondly, our ap-
proach focuses solely on enhancing the RA-VQA
system by improving the multimodal knowledge
retriever. Further exploration is needed from other
perspectives, such as answer generation. Thirdly,
the evaluation datasets, OK-VQA and Infoseek,
include a limited number of VQA samples re-
quiring both cross-modal reasoning and long-tail
knowledge handling, despite such visual questions
being common in real-world scenarios. Conse-
quently, the performance of LLM-RA is not com-
prehensively evaluated. Therefore, it is essential
to explore evaluation methods that involve both
cross-modal reasoning and long-tail knowledge
handling in multimodal systems.
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A Prompt Templates

In this section, we provide detailed prompt tem-
plates for LLM-RA concerning processes involv-
ing LLM and LVLM, including image caption and
LLM-assisted key entity extraction. The prompt
templates are as follows:

Prompt Template For Image Caption

<Img>#I</Img> describe this picture in
detail.

Prompt Template for Reasoning

Given a description of the image, output
the entities along with their attribute
that the question might focus on, based on
the question below. Do not output entities
in the image description that are not
relevant to the problem.

Note: Output common objects and group
them into general categories that are not
duplicated, merging essentially similar
entities. Avoid extracting abstract or
non-specific entities.

Examples:
This image shows a small kitchen with
various appliances, including a microwave,
toaster, and stove. The stove has a burner
on it, and there are several cups and bowls
sitting around the countertops. There is
also a large white refrigerator in the
corner of the room.
questions: How do I open the device located
at the top of the image?
outputs: ["the device": "located at the
top of the image"]

captions: The image depicts a woman in a
tennis outfit and holding a tennis racket,
standing next to a large blue banner with
the words "JPMorgan" and "US Open" written
on it. This is likely a professional tennis
tournament where she is participating or
attending as an attendee
questions: Who won this years championship
in this sport?
outputs: ["Large Blue Banner": "Displaying
the words "JPMorgan" and "US Open.”,
"woman": "in a tennis outfit and holding a
tennis racket]

captions: The image shows a dining table
set for breakfast with several bowls and
plates on it. The table is in a cozy
room with chairs surrounding it. A lamp is
placed on a side table near the tablecloth,
adding warmth and light to the space.
questions: What is the square of cloth
under the plate called?
outputs: ["Square of Cloth": "Under the
plate on the dining table"]

Caption: #C
Question: #Q
Outputs:

In our prompt template, #I denotes the visual
embedding corresponding to the given image. #C
denotes caption of the input image, and #Q de-
notes The input question. For both the OK-
VQA and Infoseek datasets, we utilized 5 care-
fully crafted in-context examples to guide the
LLM in extracting key visual entities relevant to
the question and their attributes based on the cap-
tions. To utilize the multimodal model for gen-
erating answers based on questions and retrieved
knowledge, we adopt the following prompt tem-
plate (#Doc denotes the retrieved document from
knowledge base):

Prompt Template For Answer Generation

Question: #Q Caption: #C Kownledge: #Doc
Answer:

After tokenizing the prompt, we concatenated
visual embeddings with textual embeddings as the
input to the multimodal model. It’s noteworthy
that, due to the inclusion of captions in the an-
swer prompt template, we consistently used cap-
tions as textualized visual information in all ab-
lation experiments concerning VQA performance
evaluation to ensure fair comparisons. Addition-
ally, the RA-VQA systems selected for compari-
son also utilized captions generated by multimodal
models, with some even leveraging additional tex-
tural visual information such as OCR outputs.

B Questionnaire for Human Judgement
of Complex KI-VQA Samples

In this section, we present the questionnaire used
for complex KI-VQA sample selection based on
human judgment, which is described in Section
5.3. The questionnaire is as follows:

Prompt Template for Reasoning

<A VQA Sample>

Given the VQA sample, please answer
the following questions:

1) Without using any external tools
(such as search engines), based on the
given image, can you independently and
confidently answer the provided question?
(yes/no)
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2) Is the background in the image
excessively cluttered? (yes/no)

3) For VQA Samples, there are key
visual entities in the image related to
the question. For example, the visual
entity "brand" in the following image (a)
is helpful to answer the corresponding
question. Apart from these visual entities,
are there three or more redundant visual
entities in the image, similar in size or
even larger than the key visual entities,
unrelated to the question? (yes/no)

4) In the given question, are there
unclear references to the key visual
entities mentioned in 3) ? (yes/no) For
instance, for the visual entity "gun" in
the following figure (b), "equipment" is
an ambiguous reference.

5) For the given question, Is reasoning with
the image necessary to determine the key
visual entities mentioned in 3) ? (yes/no)
For instance, in the above figure (a),
the question does not clearly state the
visual entity of interest in the image,
requiring inference based on "bus company"
in the given question to determine that
the "brand" in the image is the key visual
entity.

For the questionnaire described above, if the an-
swer to 1) is yes, and either 2) or 3) is yes, along

Hyper-parameters Value
CLIP clip-vit-base-patch32
Nr 3
ND 512
NQ 640
dv 768
dL 128

Learning rate 10−5

Training steps 104

Batch size 30
GPUs 1

Gradient accumulation 2
Optimizer Adam

Table 8: The hyper-parameters used for the multimodal
retriever.

Hyper-parameters Value
Learning rate 10−4

Training steps 4.8× 103

Batch size 1
GPUs 1

Gradient accumulation 16
Retriever Top-K 5

Optimizer Adam

Table 9: The hyper-parameters used for the answer
generator.

with one of 4) or 5) being yes, then the sample
is considered to meet the definition of a complex
VQA sample outlined in Section 5.3

C More Experimental Details

Model Checkpoints. We utilized MiniGPT-v2
(Chen et al., 2023a) for Image Captioning and
leveraged its frozen LLM Llama-2-7b-chat-hf
for inferring key visual entities in images. Then
we select Grounding-DINO-L (Liu et al., 2023b)
for visual grounding. We adopted ColBERTv2 and
openai/clip-vit-base-patch32 checkpoints to
initialize the text encoder and vision encoder in
the multimodal retriever. For training the answer
generator that utilizes retrieval knowledge, we
employed the Salesforce/blip2-flan-t5-xl
model, which has approximately 4B parameters.
All training processes can be implemented on a
single Nvidia A100 (80G) GPU.

Hyper-paraments. The hyper-parameter set-
tings in the experiments are shown in Table 8 and
Table 9.For the CLIP visual encoder of the mul-
timodal retriever, dV = 768. The mapping net-
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work used in Section 3.2 is a two-layer multilayer
perceptron, projecting the [CLS] token output by
CLIP into Nv = 32 visual embeddings. The
depth of Visual Embeddings, dL = 128, matches
that of text embeddings extracted by the text en-
coder. The number of Key ROIs used for the OK-
VQA and Infoseek datasets is Nr = 3. Regarding
knowledge representation ED, the number of its
embeddings is ND = 512. Similarly, within the
multimodal retriever, the number of text embed-
dings NL = 512 in the query EQ. Therefore, the
total number of embeddings in query EQ is

NQ = NL + (1 +Nr)×Nv = 640. (4)

For both benchmarks, during training, we uti-
lized the Adam optimizer with a learning rate of
lr = 10−5, a batch size of 30, and trained for
10k steps with gradient accumulation steps set to
2. When training the answer generator, we em-
ployed a learning rate of lr = 10−4, a batch size
of 1, and trained for 4.8k steps with gradient ac-
cumulation steps set to 16. During the training
of the answer generator, we efficiently fine-tuned
the Salesforce/blip2-flan-t5-xl model using default
parameters from Lora. It’s worth noting that, due
to the large size of the Infoseek training set, we
randomly sampled 100k samples from the dataset
for training. During answer generation, we uti-
lized the top 5 documents with the highest simi-
larity to the query.

D Effect of different Key ROI Numbers

We also investigated the impact of different ROIs
numbers on the performance of LLM-RA. As de-
scribed in Section 5.3, we conducted retrieval us-
ing all ROIs obtained from object detectors for
comparison. The ROIs were sorted based on the
predicted probabilities from visual grounding of
key visual entities and object detection in descend-
ing order. When the number of ROIs is set to K,
it represents selecting the top K ROIs. Padding is
applied when the number of ROIs in some images
is less than K.

The performance of LLM-RA under different
ROI numbers on Infoseek and OK-VQA are il-
lustrated in Figure 3 and Figure 4. The results
indicate that our proposed Key ROI extraction
method consistently outperforms using all ROIs
obtained from object detection in both KI-VQA
benchmarks. By extracting key ROIs, redundant
information unrelated to the questions in the im-
age is eliminated. Therefore, the performance of

Figure 3: Retrieval Performance of LLM-RA on OK-
VQA with different numbers of key ROIs.

Figure 4: Retrieval Performance of LLM-RA on Infos-
eek with different numbers of key ROIs.

LLM-RA peaks when the ROI number is set to 3
compared to using all ROIs. We set the hyperpa-
rameter key ROI number to 3 based on these ex-
periments.

E Case Study

Figures 5 to 7 illustrate the Case Study for LLM-
RA. They compare LLM-RA with a baseline that
does not utilize Key Visual Entities. We showcase
the VQA outputs and various intermediate results
for both LLM-RA and the comparison methods.
We also provide explanations for each case. The
term "Grounding prompt" in Figures 5 to 7 refers
to the prompt used when adopting visual ground-
ing model to extract ROIs of key visual entities.
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LLM-RA w/o Key ROIs

Dataset: OK-VQA

Question: What airline is this?

Caption: The picture shows a large 

white airplane parked on a runway...

Grounding prompt: The airplane that  

parked on a runway.

Answer: Jal, Japan airline

hawaiian airlines, hawaii's largest and longest-serving airline, offers non-stop service to hawaii 

from the u. s.  mainland and international destinations.

airline summarythe largest airline in europe, frankfurt-based lufthansa (lh) flies non-stop to about 

215 destinations.  this includes 18 points within germany, as well as 78 countries within europe, ...

lufthansa is certified as a 5-star airline for quality of seats, amenities, catering, ife, cleanliness, and 

cabin staff and ground staff service standards.

 

LLM-RA 

about japan airlines japan airlines (jal) is the flag carrier of japan and is the second-largest airline 

in japan.  japan airlines (jal) is the flag carrier of japan and is the second-largest airline in japan...

this is jal's (japan airlines) corporate website, where you can view corporate information, safety/

flight information, and sustainability information, etc...

japan airlines (jal) will be dropping \"ladies and gentlemen\" in favor of more inclusive greetings 

like \"attention all passengers\" and \"welcome, everyone\" from october 1 on flights and in ...

alitalia

jal

Generation:

Generation:

Explanation: Based on the caption and the term "Airline" in the question, the LLM accurately identified the key visual entity "airplane" 

and performed visual grounding. Leveraging the ROI associated with "airplane", the relevant document "Japan airline" related to the 

correct answer was successfully captured.

 

LLM-RA w/o Key ROIs

Dataset: OK-VQA

Question: Where was this taken?

Caption: the picture depicts a busy 

street scene... and a sign visible above 

the street....

Grounding prompt: The sign that  

visible above the street.

Answer: colorado

phoenix (3tv/cbs5) -- phoenix police are investigating after a man was found shot in a pickup 

truck outside a circle k store.it happened sunday at around 8:40 p.m.

gunshots can be heard in video shot at the scene of sunday night's shootings near mandalay bay on 

the las vegas strip.

back to top.  taken , 740 dulaney valley road, towson, md, 21204, united states410 337-

6856welcome@shoptaken. com.  powered by squarespace.

 

LLM-RA 

history colorado's photography collection contains approximately 1 million images documenting 

the history of colorado and the american west from the 1840s to the present day...

may 4, 2020 \u00b7 the photos were taken at the store on mission gorge road in santee saturday 

afternoon.

 san francisco is a great city for photography lovers.  of course, the iconic golden gate bridge is a 

perennial favorite, but there are plenty of other great places to take pictures in sf.  

golden gate

colorado

Generation:

Generation:

Explanation: Utilizing LLM, the key visual entity "sign" was extracted from complex visual scenes, aiding the retriever in capturing the 

golden knowledge "colorado".

 

LLM-RA w/o Key ROIs

Dataset: OK-VQA

Question: What is the name of the player 

in this picture?

Caption: the image captures a man in a 

blue shirt and black shorts playing tennis 

on an indoor court...

Grounding prompt: The man that  

playing tennis on an indoor court.

Answer: roger federer

in football, all you really know about the player is their name and there number.  their face is 

hidden by a facemask.  for example, there are guys like ladanian tomlinson, ...

for those unfamiliar with the term, \u201cplayer-coach\u201d refers to a manager role that 

combines the more traditional tasks of managing a team ...

big name power forwards currently in the nhl include jamie benn, blake wheeler, and aleksander 

barkov...

 

LLM-RA 

espn summarizes, \u201cif a player does not dress to participate in a game, he must dress in a 

manner suitable for a coach...

Roger Federer (born August 8, 1981, Basel, Switzerland) is a Swiss tennis player who dominated 

the sport in the early 21st century with his exceptional all-around game.

Learn about the life and achievements of Roger Federer, the Swiss tennis legend who holds the 

record for most Grand Slam titles...

rafael nada

roger federer

Generation:

Generation:

Explanation: Based on the query focus on "player," LLM identified the entity "The man that playing tennis" of interest, leveraging the 

visual details within the ROI, enabling the retrieval of accurate knowledge related to "Roger Federer."

Correct retrieval Incorrect retrieval

Figure 5: Case study group 1. Each case is accompanied by an explanation. Please zoom in for optimal visual
clarity.
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LLM-RA w/o Key ROIs

Dataset: OK-VQA

Question: What type of resturaunt are 

these cooks at?

Caption: ...the stove has several burners 

lit, and there are several bowls and cups 

scattered around the kitchen...

Grounding prompt: The stove with 

several burners lit.

Answer: hibachi, japanese

you're craving your favorite restaurant meal, but not the drive, the wait or the bill.  make it 

yourself! home cooks are serving up their best copycat recipes, right here. 

because when it comes to restaurant floor plans, one size does definitely not fit all.but there is one 

goal all restaurateurs share: to delight guests.... 

while many restaurants use fresh food, it's not uncommon to find commercial products that are 

just made to make restaurant cooking easier.  your information has been submitted...

 

LLM-RA 

in fact, most people work as sous chefs or prep cooks in a hibachi restaurant and work their way 

up through on-the-job training...

job type: full-timejob function: cookindustry: restaurants, bars & food servicessize: 10000+ 

employeesrating highlightscompensation & benefits:...

types of cooking also depend on the skill levels and training of cooks.  cooking is done both by 

people in their own dwellings and by professional cooks and chefs in restaurants ...

restaurant

hibachi

Generation:

Generation:

Explanation: Based on intuition, the "kitchenware" used in a restaurant helps determine the type of restaurant. LLM-RA identified "stove" 

as the key visual entity, successfully retrieving knowledge related to the correct answer "hibachi."

 

LLM-RA w/o Key ROIs

Dataset: Infoseek

Question: Who is the creator of this object?

Caption: A girl with a pink shirt and a boy 

with a white shirt are looking through a 

telescope at the sky ... 

Grounding prompt: The telescope that  a  

boy are looking through.

Answer: Isaac Newton, Newton

A Schmidt camera, also referred to as the Schmidt telescope, is a catadioptric astrophotographic 

telescope designed to provide wide fields of view with limited aberrations...

The Penrose triangle, also known as the Penrose tribar, the impossible tribar, or the impossible 

triangle, is a triangular impossible object, an optical illusion consisting of an object ...

The Eye is a fictional comic book character created by Frank Thomas and published by Centaur 

Publications. The character had no origin story, and existed only as a giant, floating, ...

 

LLM-RA 

A reflecting telescope (also called a reflector) is a telescope that uses a single or a combination of 

curved mirrors that reflect light and form an image...

A Schmidt camera, also referred to as the Schmidt telescope, is a catadioptric astrophotographic 

telescope designed to provide wide fields of view with limited aberrations...

The Penrose triangle, also known as the Penrose tribar, the impossible tribar, or the impossible 

triangle, is a triangular impossible object, an optical illusion consisting of an object ...

James Gregory

Isaac Newton

Generation:

Generation:

Explanation: Based on the caption, LLM identified the unclear referent "object" in the question as the key visual entity "telescope." 

Retrieval based on the ROI of "telescope" led to the retrieval of the correct knowledge "reflecting telescope," outperforming the baseline.

 

LLM-RA w/o Key ROIs

Dataset: Infoseek

Question: Who is the owner of this place?

Caption: a large modern building with a 

helicopter hovering above it, ...

Grounding prompt: The large modern 

building that surrounded by a busy harbor.

Answer: Hamburg

The Vasa Museum () is a maritime museum in Stockholm, Sweden. Located on the island of 

Djurg\u00e5rden, the museum displays the only almost fully intact 17th-century ship...

The Port of Copenhagen () is the largest Danish seaport and one of the largest ports in the Baltic 

Sea basin. It extends from Svanem\u00f8lle Beach in the north to Hvidovre in the south...

Ta Shing Yacht Building () is a yacht builder located in Tainan, Taiwan. The company was 

founded in 1957 under the \"Shing Sheng\" brand name. Between its founding and 2015, ...

 

LLM-RA 

The HHLA Container Terminal Altenwerder (CTA) in Hamburg, Germany currently is one of the 

most modern container terminals in the world, located in the Altenwerder quarter...

The ' (; \"Elbe Philharmonic Hall\"), popularly nicknamed Elphi\"\"', is a concert hall in the 

quarter of Hamburg, Germany, on the Grasbrook peninsula of the Elbe River...

Turning Torso (the English name is used also in Swedish) is a neo-futurist residential skyscraper 

in Sweden and the second tallest building in Scandinavia... 

Berliner 

Investitionsbank

Hamburg

Generation:

Generation:

Explanation: Based on commonsense reasoning, landmarks contribute to identifying the area depicted in the image, thus aiding in 

inferring the "owner of the place." Retrieval based on the ROI of landmarks led to the retrieval of the correct entity "Elbe Philharmonic 

Hall" compared to the baseline, resulting in the correct generation of the answer by the answer generator.

Correct retrieval Incorrect retrieval

Figure 6: Case study group 2. Each case is accompanied by an explanation. Please zoom in for optimal visual
clarity.
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LLM-RA w/o Key ROIs

Dataset: Infoseek

Question: Which historic county does this 

facility belong to?

Caption: a large white church-like building 

with two tall steeples stands in the center of 

a cemetery...

Grounding prompt: The white church-

like building that among two tall steeples.

Answer: County Dublin, Dublin

Greenhaven Woodland Burial Ground is a natural burial ground located in the village of 

Lilbourne, 5 (mi) from the town of Rugby, England. It opened in 1994 and was the first... 

The Tyldesley Top Chapel () is a chapel in Tyldesley. It is a Grade II Listed building.Top Chapel 

was built in 1789 on a site of 1,300 square yards at the top of Tyldesley Banks opposite the ...

Rye Austin Friary was an Augustinian friary in Conduit Street, Rye, East Sussex, 

England.Founded at an earlier site on the East cliff in 1364, ... 

 

LLM-RA 

Mount Jerome Cemetery & Crematorium () is situated in Harold's Cross on the south side of 

Dublin, Ireland. Since its foundation in 1836, it has witnessed over 300,000 burials... 

York Cemetery is a cemetery located in the city of York, England. Founded in 1837, it now 

encompasses 24 acres (97,000 m2) and is owned and administered by The York Cemetery ... 

Wardsend Cemetery is a Victorian cemetery in the Owlerton district of Sheffield, England, 

consecrated by the Archbishop of York in 1859 and closed to legal burial in 1968. 

County Clare

County Dublin

Generation:

Generation:

Explanation: Based on the key entities inferred by LLM, such as "white church-like building" and "tall steeples," the retriever captured 

the desired knowledge "Mount Jerome Cemetery" from the ROI, thereby generating the correct answer.

 

LLM-RA w/o Key ROIs

Dataset: Infoseek

Question: What is the architectural style 

of this place?

Caption: the image shows a large, 

beautiful palace with several buildings, a 

long driveway, and a large grassy field... 

Grounding prompt: The palace that 

among several buildings.

Answer: English Baroque

Amer Fort or Amber Fort is a fort located in Amer, Rajasthan, India. Amer is a town with an area 

of 4 (km2) located 11 (km) from Jaipur, the capital of Rajasthan...

Mechouar or meshwar (; ; ) is a type of location, typically a courtyard within a palace or a public 

square at the entrance of a palace, in the Maghreb (western North Africa) or in historic ...

The Lakshmi Vilas Palace in Vadodara, Gujarat, India, was constructed by the Gaekwad family, a 

prominent Maratha family, who ruled the Baroda State. Major Charles Mant was credited ...

 

LLM-RA 

Blenheim Palace (pronounced ) is a country house in Woodstock, Oxfordshire, England. It is the 

seat of the Dukes of Marlborough and the only non-royal, non-episcopal country house ...

Osborne House is a former royal residence in East Cowes, Isle of Wight, United Kingdom. The 

house was built between 1845 and 1851 for Queen Victoria and Prince Albert as a summer...

The Lakshmi Vilas Palace in Vadodara, Gujarat, India, was constructed by the Gaekwad family, a 

prominent Maratha family, who ruled the Baroda State. Major Charles Mant was credited to be ...

Georgian 

architecture

English Baroque

Generation:

Generation:

Explanation: Given the focus of the question on "architectural style," LLM infers that the key visual entity "palace" is more relevant to 

"architectural style" compared to "tree," "grassy field," or "driveway." Using the ROI based on "palace," the desired knowledge about 

"Blenheim Palace" is successfully retrieved.

 

LLM-RA w/o Key ROIs

Dataset: Infoseek

Question: Which historic county does this 

building belong to?

Caption: A vast, open field with a large 

group of people standing in front of a 

collection of large stones...

Grounding prompt: The large  large  

stones that surrounded by people.

Answer: Wiltshire

Castell Henllys (Welsh, \"castle of the old court\") is an important archaeological site in north 

Pembrokeshire, Wales, on the A487 road between Newport and Cardigan, in the parish ...

Old Warden Castle, also known as Quince Hill, is located in the village of Old Warden, in the 

county of Bedfordshire, England.It is uncertain whether it is a motte castle or a ringwork...

Glastonbury Tor is a hill near Glastonbury in the English county of Somerset, topped by the 

roofless St Michael's Tower, a Grade I listed building. The entire site is managed by the ... 

 

LLM-RA 

Stonehenge is a prehistoric monument on Salisbury Plain in Wiltshire, England, 2 (mi) west of 

Amesbury. It consists of an outer ring of vertical sarsen standing stones, each around 13 high...

Old Warden Castle, also known as Quince Hill, is located in the village of Old Warden, in the 

county of Bedfordshire, England.It is uncertain whether it is a motte castle or a ringwork...

Byland Abbey is a ruined abbey and a small village in the Ryedale district of North Yorkshire, 

England, in the North York Moors National Park. 

Dorset

Wiltshire

Generation:

Generation:

Explanation: Utilizing LLM's reasoning capability, the ambiguous reference "building" is identified as "large stones" in the image. 

Leveraging the visual details provided by the ROI of "large stones," the multimodal retriever successfully captures the desired knowledge 

"Stonehenge on Salisbury Plain."

Correct retrieval Incorrect retrieval

Figure 7: Case study group 3. Each case is accompanied by an explanation. Please zoom in for optimal visual
clarity.
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