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Abstract

Assessing the performance of systems to clas-
sify Multi-Party Conversations (MPC) is chal-
lenging due to the interconnection between lin-
guistic and structural characteristics of conver-
sations. Conventional evaluation methods often
overlook variances in model behavior across
different levels of structural complexity on in-
teraction graphs. In this work, we propose a
methodological pipeline to investigate model
performance across specific structural attributes
of conversations. As a proof of concept we
focus on Response Selection and Addressee
Recognition tasks, to diagnose model weak-
nesses. To this end, we extract representative
diagnostic subdatasets with a fixed number of
users and a good structural variety from a large
and open corpus of online MPCs. We further
frame our work in terms of data minimization,
avoiding the use of original usernames to pre-
serve privacy, and propose alternatives to using
original text messages. Results show that re-
sponse selection relies more on the textual con-
tent of conversations, while addressee recogni-
tion requires capturing their structural dimen-
sion. Using an LLM in a zero-shot setting, we
further highlight how sensitivity to prompt vari-
ations is task-dependent.

1 Introduction

Multi-Party Conversations (MPCs) are multi-turn
discussions involving more than two participants
(Traum, 2003; Branigan, 2006), which are typical
of online platforms such as Reddit or Twitter/X
(Mahajan and Shaikh, 2021). Being able to cap-
ture the content of such discussions, when multiple
users are involved and the conversation is com-
posed of several turns, is a challenging task be-
cause both textual and structural information need
to be modeled. Indeed, designing systems for MPC
understanding is challenging not only because the
textual dimension spans multiple turns, but also be-
cause we need to capture structural aspects, such

Figure 1: A graphical representation of the experiments.
Each turn in a conversation includes a speaker, an ad-
dressee and a textual message. From the conversation,
we extract the interaction graph to diagnose model capa-
bilities by performing two tasks: addressee recognition
and response selection.

as who writes to whom. Understanding how these
two components should be integrated to classify
MPC, and how effectively LLMs can contribute to
this task, is still an open question.

In this paper, we examine the ability of an LLM
to perform MPC classification tasks in a zero-shot
setting as well as to capture relevant information
from an existing conversation. Specifically, we
address the tasks of Response Selection and Ad-
dressee Recognition and we use Llama2-13b-chat
(Touvron et al., 2023) not only to classify the last
turn of MPCs but also to summarise the previous
conversation and to describe users, so that this infor-
mation can be included in the prompts for zero-shot
classification. Our choice of these two classifica-
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tion tasks is based on the following key consider-
ations: I. the tasks deal with two specific aspects
that a model working on MPCs needs to address,
i.e. response selection for linguistic aspects and ad-
dressee recognition for structural and non-linguistic
aspects; II. these tasks can be performed on any
conversational corpus in any domain, without the
need of manual annotation. This makes our frame-
work widely applicable. In Figure 1 we report a
graphical representation of an MPC, the pieces of
information we retrieve and the tasks we perform.

Understanding the effects of conversation sum-
marisation and user descriptions is important be-
cause they could make processing more efficient,
replacing multiple turns with a more concise text
representation. Furthermore, using summarisations
and user descriptions instead of the original conver-
sations would make data sharing easier and more
privacy-preserving, addressing growing concerns
about this issue (Kim et al., 2023). For instance, it
would comply with data minimisation principles,
as required by the European General Data Protec-
tion Regulation. Replacing original conversations
with summaries and user descriptions would also
make it nearly impossible to train generative mod-
els that imitate specific users (Huang et al., 2022;
Lu et al., 2023).

Our research questions are therefore as follows:

RQ(1): How do LLMs perform in classifi-
cation tasks involving MPCs in a zero-shot
setting, using different input combinations to
capture textual and structural information?

RQ(2): What is the model sensitivity to dif-
ferent prompt formulations when classifying
MPCs?

RQ(3): How does structural complexity of
the conversation affect classification perfor-
mance?

To address RQ(1), we evaluate
Llama2-13b-chat on response selection and
addressee recognition in a zero-shot scenario
(Section 3). These tasks capture different types
of information: response selection relies on
textual information to choose the next message
in a conversation, while addressee recognition
requires more structural awareness to infer speaker
characteristics and conversation flow. For each
conversation, we design input combinations of
conversation transcripts, interaction transcripts,

generated summaries, and generated user de-
scriptions, with the latter two being generated by
Llama2-13b-chat (Section 4). We address also
RQ(2) by designing prompts of different levels of
verbosity for each combination and task. Finally
RQ(3) is addressed by designing a diagnostic
approach, where the two tasks are evaluated on
MPCs with a different number of speakers and
structural characteristics (Section 5). This allows
us to analyse the connection between task scores
and structural characteristics of MPCs.

The software to perform the experiments and the
processed data are available on a dedicate Github
repository.1

2 Related Work

Researchers have worked on MPC understanding
tasks either by trying to model an entire conversa-
tion or by focusing on relations within the conversa-
tion (Gu et al., 2022b; Ganesh et al., 2023). Recent
MPC understanding studies focus on response se-
lection (RS) and addressee recognition (AR) tasks
(Ouchi and Tsuboi, 2016; Zhang et al., 2018b) to
compare different classification approaches. In-
deed, RS is strictly related to textual (linguistic)
information, while AR focuses on interaction in-
formation, thus permitting to analyse the perfor-
mance of classification models from two different
angles. However, both tasks can ideally benefit
from cross-information between linguistic and in-
teraction cues.

For both RS and AR, researchers have fine-tuned
transformer-based models incorporating speaker in-
formation (Wang et al., 2020; Gu et al., 2021; Zhu
et al., 2023; Gu et al., 2023), used Graph Neu-
ral Networks (GNNs) for interaction modeling (Hu
et al., 2019; Gu et al., 2022a), or leveraged dialogue
dependency parsing (Jia et al., 2020). Recently,
Tan et al. (2023), explored zero-shot capabilities
of ChatGPT (OpenAI, 2022) and GPT-4 (OpenAI
et al., 2024) in MPCs, focusing only on the over-
all classification performance. Indeed, there is a
gap in the NLP literature concerning the evalua-
tion of MPC systems based on structural aspects.
Past research has focused on textual information,
for instance by using candidate rankings (Mahajan
et al., 2022) or just looking at conversation length
and number of users (Gu et al., 2023). Penzo et al.
(2024) provided a first exploration of the role of
conversation structure in stance detection, show-

1https://github.com/dhfbk/MPH
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ing that it benefits classification only when large
training data are available.

Summarizing the dynamics and trajectories of
MPCs, where a model’s understanding of the con-
versation structure and interactions is critical, has
been recently addressed by Hua et al. (2024). The
authors also evaluate the summaries of conversa-
tion dynamics with a classification task (i.e., fore-
casting the future derailment of the conversation as
in Zhang et al., 2018a). Hua et al. (2024) point out
that conventional summaries heavily focus on the
textual content and what individual speakers say
while ignoring the interactions between speakers
and the conversation flow.

The work that is most similar to our contribution
is Tan et al. (2023), since they also use a genera-
tive model in a zero-shot setting to address RS and
AR. The main difference is that, instead of focus-
ing only on generic accuracy scores, we propose
a diagnostic approach for evaluating models for
MPC understanding. We use response selection
and addressee recognition as proxy tasks and focus
particularly on the contribution of structural infor-
mation, by I. creating diagnostic datasets, each
with a fixed number of users, and II. putting in
relation the classification performance to specific
network metrics (i.e., degree centrality and average
outgoing weight of the speaker node).

3 Tasks

Our experiments revolve around two tasks that do
not need a manual annotation as long as the used
MPC data include speaker, addressee and related
utterances.

Response Selection (RS) is the task of choosing
the text of the next message given a conversation
C, the id of the speaker of the next message and
a set of candidate responses. In our experiments,
we cast response selection as a binary classification
task, since the system has to choose between two
possible candidates (similar to the R2@1 task in
Gu et al., 2021).

Addressee Recognition (AR) is the task of pre-
dicting the addressee of the next message given a
conversation C, the id of the speaker of the next
message and a set of candidate addressees. The
set of candidate addressees include all speakers in-
volved so far in the conversation C plus a “dummy”
option, which introduces a user unseen in the con-
versation to check whether the classifier choice is
fully random.

Figure 2: Example of the 4 possible conversation rep-
resentations: I. Conversation Transcript (top left), II.
Interaction Transcript (top right), III. Summary (bottom
left) and IV. User Description (bottom right).

In both cases, the next speaker is given, and the
classifier has to select what will be the content of
the message (RS) or who will be the addressee
(AR).

4 MPC Classification Workflow

In this section we describe the classification work-
flow implemented to perform response selection
(RS) and addressee recognition (AR). The work-
flow is shared between the two tasks.

4.1 Conversation Representation
The first step is modelling the input data to be in-
cluded in the prompt used for classification. To
analyse the contribution of contextual and struc-
tural information for RS and AR we identify four
ways to model the conversation content. The first
includes just the chronologically ordered list of
speaker-message pairs. This input format is called
(i) Conversation Transcript.

The second way aims at including only structural
information to assess its contribution in the classifi-
cation tasks when no textual content is given. We
call it (ii) Interaction Transcript, and we model
it as a chronologically ordered list of speaker-
addressee pairs without the actual turn content.

The third and fourth settings aim at assessing
how reliable LLMs are in representing a sequence
of turns and capturing the most relevant informa-
tion. We prompt an LLM to provide two types
of output, given the Conversation Transcript and
the Interaction Transcript: (iii) Summary of the
conversation, expressed by the three main topics
discussed, each followed by a brief explanation,

11212



and (iv) User Description, i.e., a description of
the behavior of the next speaker inside the given
conversation, using five adjectives with a brief ex-
planation for each. An example of each type of
conversation representation is reported in Figure 2.

These last two representations are meant to re-
place the actual discussion content, retaining only
the most relevant information. This approach can
be useful in settings where storing and/or classi-
fying whole conversations may be too expensive
or when the actual conversation may become un-
available or impossible to reshare. Distributing
raw conversational data with user IDs and full mes-
sages could in fact lead to potential malicious use,
such as user profiling (Wen et al., 2023) or training
LLMs to create fake personas (Huang et al., 2022).
To ensure anonymization and avoid gender bias
in classifier decisions, the original conversations
are pre-processed by replacing real usernames with
fake gender-neutral names, forcing the model to
perform the MPC tasks using only “local” users
(Penzo et al., 2024), so that it is not possible to
identify which users are the same across different
conversations (details in Appendix A).

4.2 Pipeline and Prompt Design
We use Llama2-13b-chat (Touvron et al., 2023)
to perform text generation. Specifically, it is em-
ployed in four steps of our workflow: I. to generate
a summary of each conversation; II. to generate
user descriptions for each conversation; and then
for zero-shot classification, namely III. response
selection and IV. addressee recognition. For creat-
ing prompts, we follow the guidelines provided by
Meta2.

In Llama2-13b-chat, each prompt is composed
by a system prompt s that describes the task con-
catenated to an input prompt i that provides input
information and the instruction command (i.e., the
command to start the task to perform). For perform-
ing the generation of summaries and user descrip-
tions, we use a greedy decoding mechanism and we
design a generation prompt pg with the following
structure:
[INST] <<SYS>> s <</SYS>> i [/INST]
Instead, for the two classification tasks, the can-

didate responses are given. So, instead of having
the LLM generate the output response, we evaluate
the Conditional Perplexity, CPPL (Su et al., 2021;
Occhipinti et al., 2023) of all candidate responses

2https://llama.meta.com/get-started/
#prompting

Figure 3: Example of the beginning of the system
prompt in the three prompt schemes, from the most
verbose (top) to the most concise (bottom).

given the classification prompt pc, selecting as best
output the candidate with the lowest CPPL. Other
works dealing with classification tasks compute
the probability of each candidate instead of CPPL
(Liusie et al., 2024). However, probability can be
applied to settings where each candidate includes
only one word, whereas in our response selection
task the candidates are sentences of variable length.

Each classification prompt pc includes a system
prompt s and an input prompt i. Moreover, we
add a “beginning of output” prompt b, in order to
evaluate CPPL only on the candidate responses.
The prompt pc presents the following structure :

[INST]<<SYS>> s <</SYS>> i [/INST] b

which leads to the full prompt pci with the can-
didate responses ri being:

[INST]<<SYS>> s <</SYS>> i [/INST] b ri

4.3 Prompt Details

We compare three distinct prompt schemes with
varying levels of verbosity to test LLM classifica-
tion robustness and prompt sensitivity (Sun et al.,
2024). Each prompt varies in terms of being more
or less explicit in providing information. This leads
us to have, for each prompt for a specific input
combination and task, one verbose version, one
concise version and one medium version. Our hy-
pothesis is that the verbose prompts, giving more
detailed instructions can potentially improve classi-
fication performance of Llama2-13b-chat. Figure
3 shows how the beginning of the system prompt
changes across the three versions. More details and
examples are provided in Appendix A.
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5 Diagnostic Approach

To address the three research questions introduced
in Section 1, we aim to develop a diagnostic ap-
proach that isolates specific phenomena and min-
imizes confounding factors. A key aspect under
analysis is the interplay between interaction struc-
ture in the conversation and classification perfor-
mance. We identify two metrics to capture con-
versation complexity in terms of interaction graph
and we also create subcorpora from a large con-
versation corpus, called diagnostic datasets, each
with specific characteristics to test in relation to
classification performance. In Figure 4 we report a
schematic representation of our evaluation pipeline
and the components involved.

5.1 Structural Information as Interaction
Graph

Conversations present different structures depend-
ing on the discussion complexity and the speak-
ers’ involvement (Cogan et al., 2012; Coletto et al.,
2017). To analyse the relation between interac-
tion complexity and classification performance, we
first identify two network metrics able to capture
the structural complexity of MPCs. In the past,
researchers have explored correlations between
model performance and factors such as number of
speakers and conversation length (Gu et al., 2023;
Penzo et al., 2024), but to our knowledge network
metrics to capture conversation complexity have
never been considered before in this framework.

Given an MPC, its interaction graph can be mod-
eled as an I. unweighted undirected; or II. weighted
directed graph. In the unweighted undirected graph,
each edge between two users simply indicates that
they have interacted, without specifying the direc-
tion of the communication and the number of ex-
changed messages. The weighted directed graph
instead includes directionality from the speaker to
the addressee and a weight assigned to each edge,
corresponding to the number of messages from the
speaker to the addressee. From each conversation
C we therefore extract both versions of the interac-
tion graph, i.e. Guw

ud (C) and Gw
d (C).

From the above interaction graph, we then derive
two network metrics for the next speaker node,
i.e. the degree centrality and the average weight
of the outgoing edges (average outgoing weight).
Specifically, the metrics are computed as follows:

Degree Centrality. Given an unweighted undi-
rected graph Guw

ud (C) = (U,E), where U is the

set of nodes and E is the set of edges, the degree
centrality deg(u) of a node u ∈ U is the number
of edges e ∈ E incident in u, i.e. e = (u, v) or
e = (v, u). In our setting, it represents the number
of users the next speaker has interacted with.

Average Outgoing Weight. Given a weighted
directed graph Gw

d (C) = (U,E), where U is the
set of nodes and E is the set of edges, the out-
degree centrality outdeg(u) of a node u ∈ U is the
number of outgoing edges e ∈ E for which u is the
originating node/speaker, i.e. e = (u, v) and the
weighted out-degree outdegw(u) is the sum of the
weights on such edges. So the average outgoing
weight wo

avg(u) = outdegw(u)/outdeg(u) is the
average weight of the edges e ∈ E for which u
is the originating node/speaker, i.e. e = (u, v).
In our setting, it represents the average number
of messages sent to the users with whom the next
speaker has interacted.

5.2 Diagnostic Datasets
To analyse the impact that different interaction
structures have on RS and AR, we create four
datasets derived from the Ubuntu Internet Relay
Chat corpus (Ouchi and Tsuboi, 2016), which in-
cludes more than 800,000 conversations in English
about how to solve technical issues. We used such
large corpus because, to the best of our knowledge,
it is the only one with an adequate dimension to
allow us to extract a good number of diagnostic
MPCs with: I. a defined number of users; II. a
good length of discussion; III. a good structural
variety, for each "diagnostic" subsets. Moreover,
it involves natural conversations with explicit ad-
dressee, which are necessary for the AR task.

To control the fluctuations in structural complex-
ity, we limit the maximum conversation length to
15 messages (in line with the Len-15 version in
Gu et al., 2021). We then create 4 MPC diagnostic
subsets with conversations involving 3, 4, 5 and 6
users, which we call respectively Ubuntu3/4/5/6.
Then, for all 4 subsets, we proceed as follows: I.
for each conversation, we extract the undirected
and unweighted interaction graph as explained
above; II. we keep only the conversations where
the corresponding undirected and unweighted in-
teraction graph is connected.

Finally, we anonymize the users, by replacing
each username with a fake username, as already
mentioned in Section 4.1 (details in Appendix A).

The resulting diagnostic datasets have respec-
tively 1200, 635, 520 and 350 conversations. These
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Figure 4: Schematic representation of our evaluation pipeline: on the left, the pipeline and the relation among the
elements; on the right, the type of diagnostic evaluation we can perform.

datasets are used as test sets for evaluating RS and
AR in a zero-shot setting.

6 Experiments

Given the four types of input presented in Section
4.1, we design five input combinations to test in our
prompts for both tasks: I. only the conversation
transcript (CONV); II. the conversation transcript
and the interaction transcript (CONV+STRUCT);
III. the interaction transcript and the conver-
sation summary (STRUCT+SUMM); IV. the
interaction transcript and the user descriptions
(STRUCT+DESC); V. the interaction transcript,
the conversation summary and the user descrip-
tions (STRUCT+SUMM+DESC). For the AR
task, we test a sixth combination, VI. STRUCT,
which corresponds only to the interaction transcript.
STRUCT is not relevant for RS since it does not
include any linguistic information.

All combinations and prompt schemes are tested
across the 4 diagnostic datasets.

7 Macro Results and Structural
Evaluation

Macro-results on the best run.
In Figure 5, we present the macro accuracy

for both tasks across all 4 diagnostic datasets.
The columns show the highest accuracy achieved
among the 3 prompt schemes with varying level of
verbosity.

In the AR task, the number of classes (i.e. ad-
dressees) on each Ubuntu subset changes, ranging
from four (Ubuntu3) to seven (Ubuntu6), since the
set of possible addressees includes the speakers
involved in each conversation, plus the dummy la-
bel (see Section 3). For this reason, results across
different Ubuntu subsets on AR should not be
compared, and the lowest accuracy is achieved on

Ubuntu 6, being its classification based on seven
possible addressees.

In AR, the CONV+STRUCT and STRUCT
combinations consistently perform best across all
datasets. Instead, the CONV combination, serving
as our ‘text-only’ baseline consistently shows the
worst performance. If we consider replacing the
original conversation with a summary (SUMM) or
user description (DESC), we observe that the for-
mer outperforms the other on all datasets, although
adding the original conversation to the structure
(CONV+STRUCT) still ourperforms both alterna-
tives.

In the RS task, the CONV and
CONV+STRUCT combinations consistently
perform the best across all datasets. Among
the combinations with summary and/or user
description, STRUCT+SUMM+DESC performs
the best (in Ubuntu3/4) or extremely close
to STRUCT+SUMM, which is the best in
Ubuntu5/6. Finally, the STRUCT+DESC input
combination yields the lowest classification
performance for both tasks on all datasets, except
for AR on Ubuntu3.

This analysis shows that the interaction tran-
script (i.e., the structural information) is fundamen-
tal for achieving the best result in AR. On the other
hand, the conversation transcript is fundamental
for achieving the best results in RS, which in fact
is a more text-oriented task, based on information
mainly available in the conversation itself. How-
ever, using summaries of conversation may be a
viable alternative, achieving results closer to the
best input combinations in the setting with more
users (i.e. Ubuntu6) for both tasks.

Prompt Sensitivity. In this section we compare
the highest accuracy and average accuracy among
the 3 prompt schemes, for each input combination.
Given b the accuracy of the best prompt scheme
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Figure 5: AR and RS macro-accuracy results (y axis), for each combination and for each dataset. The height of
the columns represents the best macro result across the three prompt schemes. Note that for AR the number of
classes on each Ubuntu subset changes, ranging from four (Ubuntu3) to seven (Ubuntu6), since the set of possible
addressees includes the speakers involved in each conversation, plus the dummy label. For this reason, results across
different Ubuntu subsets on AR should not be compared, and the lowest accuracy is achieved on Ubuntu6.

and a the average among the 3 prompt schemes,
we define as relative gap the relative worsening
from the best to the average: gaprel = 1 − a/b.
A larger relative gap suggests greater sensitivity
of the model to the prompts used, which leads to
fluctuations in the classification results.

COMBINAT. T U.3 U.4 U.5 U.6
CONV AR 2.7⋄ 0.6 5.8⋄ 2.0

RS 0.8⋄ 0.9⋄ 0.8⋄ 0.6
CONV + AR 7.1⋄ 10.9⋄ 4.5⋄ 4.9⋄

STRUCT RS 0.4⋄ 0.6 1.1∗ 0.8∗

STRUCT+ AR 2.5∗ 6.5⋄ 3.6∗ 6.7∗

SUMM RS 0.8∗ 1.0 1.7 0.8⋄

STRUCT+ AR 2.7⋄ 5.6⋄ 4.8⋄ 8.9⋄

DESC RS 2.1⋄ 0.9∗ 1.3∗ 1.6
STRUCT+ AR 1.5⋄ 4.0⋄ 3.2∗ 6.0⋄

SUMM+DESC RS 0.2⋄ 1.4 1.2 0.6⋄

STRUCT AR 5.6⋄ 8.3⋄ 8.5⋄ 6.3⋄

Table 1: Relative gap (%) between the best prompt
result and the average, for each input combination and
diagnostic dataset (UbuntuX is shortened as U.X), and
for each task (i.e., AR and RS). We put a ⋄ when the best
prompt is the verbose version, a ∗ when the medium
version is the best and nothing when the best is the
concise version.

In Table 1 we report the relative gaps between
accuracy achieved with the best prompt and the
average accuracy obtained for each input combi-
nation and diagnostic dataset. Results on the AR
task tend to be more sensitive to prompt formu-
lation compared to the RS task, especially in the
CONV+STRUCT combination. Indeed, the rel-
ative gap between the best run and the average
results is remarkably larger for the AR task than
for RS across all diagnostic datasets. Moreover, in
the AR task, the STRUCT combination has similar
prompt sensitivity to CONV+STRUCT.

Overall, we observe that for AR, where structural
information is more relevant, classification perfor-

mance tends to vary more with different prompt
verbosity compared to RS, where linguistic infor-
mation has a higher weight.

If we analyse what is the effect of prompt ver-
bosity on classification performance, we observe
that in the majority of settings and configurations,
the verbose version of the prompt is the best per-
forming one for AR. For RS, instead, there is no
evidence of benefit from using more or less verbose
options.

Structural Evaluation. In Figure 6, we present
how the best run for each input combination varies
in relation to the two network metrics introduced
in Section 5.1, i.e. degree centrality deg(u) and
average outgoing weight wo

avg(u), where u is the
speaker node (across all 4 diagnostic datasets).
More informally, deg(u) (A in Figure 6, bottom)
represents the number of users the next speaker has
interacted with. Instead, wo

avg(u) (B in Figure 6,
bottom) indicates the average number of messages
sent to the users with whom the next speaker has in-
teracted (in our graphs, we rounded it at the closest
integer number).

In the AR task, combinations containing the
interaction transcript (+STRUCT) exhibit simi-
lar patterns, while the CONV combination dis-
plays distinct trends compared to the other com-
binations. Notably, deg(u) shows the strongest
correlation with accuracy scores across all datasets:
higher deg(u) values consistently correspond to
lower accuracy. Furthermore, the gap between the
top-performing models (CONV+STRUCT and
STRUCT) and others widens significantly at lower
deg(u) values. For example, while the STRUCT
combination consistently ranks among the best in
terms of macro-results, it is outperformed by (or
comparable with) other combinations across all di-
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Figure 6: AR and RS accuracy results (y axis) for the different values of deg(u) (A) and wo
avg(u) (B) of the speaker

node u (x axis). We report the performance of the three best input combinations for each task, plus CONV in AR
which serves as text-only baseline. wo

avg(u) is rounded at the closest integer number.

agnostic datasets as deg(u) increases. This shows
that using in the prompt STRUCT-only informa-
tion is highly effective when the next speaker has
spoken with few users in the transcripts (one or
two), but it performs like the other combinations
when the next speaker spoke with more than two
users. As regards wo

avg(u), the correlation with
accuracy is less pronounced, but generally, higher
wo
avg(u) values correspond to higher accuracy in

models that use interaction transcripts as input
(with some minor fluctuations).

In the RS task, we do not notice any clear correla-
tion between deg(u) and any increasing/decreasing
behavior in the accuracies. Also for what concerns
the gap among the models, there is no consistent
trend across the different datasets. The same holds
for wo

avg(u). This suggests that the performances
on the RS task are not related to the structural di-
mension.

8 Discussion

Our comparative evaluation shows three main find-
ings.

Input combination performance (RQ1). Re-
garding the best-performing combinations, in AR,
STRUCT and CONV+STRUCT consistently
emerge as the top performers, with comparable
results. This suggests that having only the inter-
action transcript is sufficient in our experimental
setting for this task. Similarly, in RS, CONV and
CONV+STRUCT consistently outperform other
combinations, with the former widening the gap
from the latter as more users are added. This indi-
cates that having only the conversation transcript
is adequate for the task in our experimental setup

mostly based on textual information. The inclusion
of summary and/or the user description leads to a
decline in performance. This may depend on the
fact that Llama2-13b-chat sometimes is prone to
generate bad summaries and descriptions, strug-
gling to accurately capture the content of the con-
versation. On the other hand, it may also depend
on the model difficulties to employ this informa-
tion for classification. In the future, we plan to
investigate this aspect with further analyses.

Interestingly, in both tasks, the gap between the
best input combination and the best among the ones
including summaries decreases as more users are
involved (except for Ubuntu3 in the AR task): this
suggests that summaries may be effective when
dealing with a large number of users, as possi-
ble noise introduced by the summary is equally
challenging to dealing with complex conversations.
Overall, user descriptions appear to be ineffective.

Prompt Verbosity (RQ2). Addressee recogni-
tion (AR), which benefits from structural informa-
tion, shows greater sensitivity to prompts compared
to response selection (RS), which is mostly a text-
based task. This difference could be due to the
similarity of RS to tasks used to pretrain LLMs.
Indeed, RS is similar to a “response generation”
task, where the perplexity of the two candidates is
evaluated.

As regards classification performance obtained
with the different prompt versions, the verbose ver-
sion of the prompt tends to be the best option for
AR, probably because it helps the model in bet-
ter capturing the structural information, which is
crucial for this task. For RS, instead, there is no
consistent improvement in using a more verbose
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prompt, probably because all the linguistic infor-
mation necessary to perform the task is already
expressed in the conversation.

Structural Complexity (RQ3) Our structural
analysis (Figure 6) reveals the limitations of relying
solely on macro results, especially in the AR task.

In AR, if we consider the correlation between
classification accuracy and deg(u), especially in
Ubuntu4/5/6, we observe that the performance gaps
between the best input combination (i.e., STRUCT
for Ubuntu3/4, CONV+STRUCT for Ubuntu5/6)
and STRUCT+SUMM combination in macro re-
sults is mainly driven by instances where the next
speaker node interacts with only a few other users,
for all diagnostic datasets. As the degree centrality
increases, all combinations experience a general
drop in performance. This analysis underscores
that macro results offer only a surface-level under-
standing of the model’s capabilities and are heav-
ily influenced by dataset characteristics. A closer
examination reveals that the best input combina-
tions perform very well in simpler conversations,
with limited generalization to more complex inter-
action structures. A model being able to effectively
capture both structural and linguistic information
should ideally show less performance degradation
at increasing degree centrality, rather than perform-
ing well only on samples with lower degree cen-
trality. Regarding wo

avg(u), it suggests that having
more messages directed towards the involved users
may help determine the last addressee. However,
as shown by the performance of STRUCT, this
is not due to message information. Nevertheless,
this could still be an effect of the degree centrality,
as the conversation length is fixed at 15 messages
and higher values of wo

avg(u) likely correspond to
lower values of deg(u).

In AR, if we consider only conversations with a
complex structure, we observe that the inputs that
address data minimization (e.g. those using conver-
sation summary) reach a performance close to the
best performing input combination. Instead, the
worse performance with data minimization input
is obtained when classifying examples with low
structural complexity. Therefore, in the future it
may be worth focusing on simple structures and try
to address this performance gap, understanding its
causes.

The structural analysis of the RS results indi-
cates that performance for this task is largely unaf-
fected by network metrics. This observation can be
interpreted in two ways: firstly, information on the

structure of the conversation may not be relevant
when selecting a response. Alternatively, the model
might effectively infer the conversation flow based
solely on message content, maintaining consistent
performance regardless of the “node complexity”.

For both tasks (AR and RS), we analysed other
node metrics (i.e., closeness centrality and cluster-
ing coefficient). Such metrics showed high correla-
tion with the degree centrality, and for this reason
we do not report them here.

9 Conclusions

In this study, we evaluate the zero-shot perfor-
mance of an LLM (i.e., Llama2-13b-chat) on two
tasks based on multi party conversations, namely
response selection and addressee recognition. Our
goal is to provide an in-depth analysis of differ-
ent experimental settings tested for the two tasks,
which include three different prompt types and six
configurations to model the conversation text and
its structure. Our analysis is performed on four di-
agnostic datasets with a fixed number of users. For
each of them, we compute two network metrics, i.e.
degree centrality and average outgoing weight, to
analyse how structural complexity interacts with
classification performance. We devote particular
attention to evaluating how strategies to replace the
original conversation text could be effectively used
in the prompts. This is very relevant to ensure a
safe use of MPC corpora: if the same classification
performance could be achieved by removing the
original conversation, data resharing would not im-
ply the risk of making personal or sensitive data
available. Furthermore, malicious use of MPCs,
for example using them to train models with fake
personas, would not be possible. Although promis-
ing, this research direction has not achieved fully
satisfactory results.

The goal of our work is not much to yield the
best possible classification accuracy on AR and RS,
but rather to provide an in-depth analysis of the
possible dimensions contributing to the classifier
performance on the two tasks. We believe that the
interplay between textual and structural informa-
tion in MPCs should be better analysed in current
evaluations, merging contributions from NLP and
the network science community.

10 Limitations

The findings presented in this work are based only
on subsets of a single dataset, the Ubuntu Inter-
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net Relay Chat corpus. This choice is due to the
fact that many multi-party datasets lack sufficient
variety in terms of structure and addressee labels,
which are necessary for performing in-depth diag-
nostic analyses. Additionally, all the conversations
in our dataset have the same length (15 turns), al-
lowing us to exclude conversation length as a vari-
able. During the development of this work, we
took other datasets into account as possible candi-
dates for our experiments, but when we analysed
them more in depth we found that they presented
neither the structural characteristics which are nec-
essary to build diagnostic datasets, nor the neces-
sary amount of data to perform a good diagnostic
analysis. However, for future research, it would be
interesting to introduce other types of diagnostic
datasets, for example extracted from different so-
cial media or dealing with a diverse set of topics.
Moreover, our experiments were conducted using
only one instruction-based LLM in a zero-shot set-
ting, as our primary goal was to present a novel
evaluation pipeline. Furthermore, we evaluated
classification performance based on the best run
for each model and combination. However, it is im-
portant to note that claiming general capabilities of
the model based on these results would be scientifi-
cally inaccurate. Comparing different LLMs would
be necessary to better prove the generalisation of
our approach.

11 Ethics Statement

In conducting this research, we prioritized the pri-
vacy and ethical management of data. Although the
original dataset (UbuntuIRC) is freely distributed
online and includes the original usernames, we
chose to anonymize the data by replacing each user-
name with a name from a set of ungendered names
(details are provided in the Appendix A). This ap-
proach helps to protect the identity of the users and
reduces potential biases associated with gendered
names. Furthermore, we explored two alternative
representations of the conversation transcripts to
investigate the feasibility of working with different
elements compared to the original messages. This
is in line with current policies that encourage re-
searchers to find methods that enhance user privacy
and minimize biases. Future research could bene-
fit from using summaries and/or user descriptions,
which would allow the distribution of textual data
while making it nearly impossible to train chatbots
that could imitate specific users. Regarding repro-

ducibility, our experiments were conducted in a
zero-shot setting without fine-tuning. This ensures
that our methodology can be replicated efficiently.
Specifically, our experiments can be reproduced
within a few hours on a single GPU with 48GB of
VRAM and a batch size of one, using a model that
is available online.
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Figure 7: Graphical representation of the system prompt
organization.

A Prompt schemes and combinations

In our experimental setup, we establish a fixed tem-
plate for all system prompts, as shown in Figure 7,
consisting in 7 sections:

• Scenario Description: describes the scenario,
defining messages and interactions between
speakers and addressees;

• Input Elements: lists the input elements
provided to the model according to the
input combination, for example CONV,
CONV+STRUCT, STRUCT+SUMM, etc.;

• Task Definition: defines the task to be per-
formed (response selection, addressee recog-
nition, generating summaries, or generating
user descriptions);

• User Space Description: defines which users
are involved as speakers or addressees;

• Input Format: specifies how the input ele-
ments are presented in the prompt;

• Instruction Template: details how the task
instruction command is written in the prompt;

• Output Template: defines how the generated
output should be organized.

The Scenario Description and User Space De-
scription remain consistent across all tasks and
combinations; three sections, i.e. Task Definition,
Instruction Template and Output Template, vary
depending on the specific task (e.g., AR, RS, sum-
marisation, description); two sections, i.e. Input
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Elements and Input Format, are constructed modu-
larly based on the chosen input combination (e.g.,
CONV, STRUCT, SUMM, DESC). In Figure 8 we
report how the different pieces of input information
are related to each other.

There is an ongoing discussion about evaluating
instruction-based models particularly considering
the high sensitivity of their performance to differ-
ent levels of prompt verbosity. For this reason, we
identify a first dimension across all task, calling it
“prompt scheme”. Each prompt scheme consists
in totally writing all the sections from scratch and
recreating the prompts across tasks and combina-
tions.

We create three prompt schemes corresponding
to three different levels of prompt verbosity. The
first, reported in Figure 10 is extremely precise
and detailed, the second (Figure 11) gives some
concepts for granted and the third (Figure 12) is
the most implicit. One clear example is in the
Instruction Template for the AR task. It evolves
from “Write the user id of the addressee of the next
message”, to “Write the addressee id of the next
message”, and finally to “Write the next addressee
id”.

After creating the system prompt, we concate-
nate the input information and the instruction com-
mand, as shown in Figure 13 for generation tasks
and in Figure 14 for classification tasks, to form the
final prompt. An example of this process for the
STRUCT+SUMM combination in the AR task is
shown in Figure 15.

We identify the second dimension only for the
generation of summary/user description task. Once
we fix the prompt scheme, we test two output tem-
plates, as shown in Figure 16, while keeping all the
other sections fixed. Since the results are similar
(details in Section B.4) we mention only the first
version for the arguments in the main body of the
paper.

For user anonymization, we replace each original
username with one of the following ungendered
user tags: [ALEX], [BENNY], [CAM], [DANA],
[ELI], and [FREDDIE]. The tag [ALEX] is always
assigned to the next speaker.

B Task details and formalization

B.1 Formalization of an MPC

Given a conversation C = (M,U), M =
{m1,m2, ...,mn} is the set of chronologically
ordered messages (message mi appeared before

Figure 8: Experimental setup. First we create the
conversation transcript (1) and the interaction transcript
(2). From these, we extract the summary and the user
description by using a specifically prompted LLM (3,4).

mj in the conversation if i < j) and U =
{u1, u2, ..., up} is the set of users occurred in
C. Each message mi is assigned a ordered pair
(uj , uk) s.t. uj is the speaker of mi and uk is the
addressee of mi, so uj = S(mi) and uk = A(mi).

B.2 Classification using CPPL

Given the task T ∈ {RS,AR}, a classification
prompt pT , and the set of candidate responses
RT = {r1, ..., rm}, we extract as output the
candidate with minimum conditional perplexity
minCPPL(ri|p), i ∈ [1,m], where

CPPL(ri|p) =
1

P (ri|p)1/|ri|

according to the probability distribution of the
model.

From the output CPPL, we can obtain a proba-
bility distribution over the set of candidates, so

P (rk) =
1/CPPL(rk)∑

ri∈RT
1/CPPL(ri)

Analysing the correlation between the probabil-
ity of the output target and the network metrics
leads to the same conclusions obtained considering
accuracy values.
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COMBINATION PROMPT SCHEME UBUNTU3 UBUNTU4 UBUNTU5 UBUNTU6
CONV verbose 0.613 0.414 0.352 0.277

medium 0.582 0.409 0.344 0.283
concise 0.595 0.416 0.298 0.289

CONV+STRUCT verbose 0.660 0.584 0.525 0.449
medium 0.609 0.501 0.513 0.431
concise 0.571 0.477 0.465 0.400

STRUCT+SUMM verbose 0.623 0.517 0.448 0.397
medium 0.644 0.491 0.465 0.429
concise 0.617 0.441 0.433 0.374

STRUCT+DESC verbose 0.637 0.499 0.456 0.406
medium 0.604 0.457 0.442 0.380
concise 0.618 0.458 0.404 0.323

STRUCT+SUMM+DESC verbose 0.628 0.472 0.429 0.383
medium 0.620 0.455 0.444 0.374
concise 0.607 0.433 0.417 0.323

STRUCT verbose 0.654 0.572 0.537 0.454
medium 0.626 0.515 0.498 0.434
concise 0.573 0.487 0.438 0.389

Table 2: Table of Accuracies in addressee recognition across prompt schemes and input combinations

COMBINATION PROMPT SCHEME UBUNTU3 UBUNTU4 UBUNTU5 UBUNTU6
CONV verbose 0.625 0.627 0.619 0.640

medium 0.624 0.619 0.613 0.646
concise 0.612 0.617 0.610 0.649

CONV+STRUCT verbose 0.626 0.611 0.602 0.620
medium 0.626 0.609 0.606 0.631
concise 0.618 0.616 0.590 0.629

STRUCT+SUMM verbose 0.572 0.570 0.569 0.626
medium 0.575 0.556 0.573 0.614
concise 0.564 0.572 0.587 0.623

STRUCT+DESC verbose 0.565 0.553 0.540 0.597
medium 0.553 0.565 0.550 0.586
concise 0.542 0.562 0.538 0.606

STRUCT+SUMM+DESC verbose 0.576 0.570 0.573 0.623
medium 0.574 0.570 0.575 0.614
concise 0.573 0.583 0.585 0.620

Table 3: Table of Accuracies in response selection across prompt schemes and input combinations
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B.3 Results in detail
In this section we report all the results for each
prompt scheme and combination, on both AR (Ta-
ble 2) and RS (Table 3). It is the tabular version of
the graphs in Figure 5, where only the best run is
reported, and the most detailed version of Table 1,
where we report the relative gap between the best
run and the average among the 3 prompt schemes
(from each cell, we extract only the gap).

B.4 Effect of different output templates in
generating summary/user description
prompt

In Figure 9 we report the results
across diagnostic datasets and tasks for
STRUCT+SUMM, STRUCT+DESC, and
STRUCT+SUMM+DESC by averaging the re-
sults across the different prompt schemes but with
the same output template. The average between
the two different output templates does not differ
much, with a maximum difference of 1.9% in the
AR task-Ubuntu5 for STRUCT+SUMM+DESC,
between the averages with same combination
but different output templates. Nevertheless,
we examine all combinations by averaging the
results across the output template, obtaining results
consistent with the ones presented in Section 7.
We focus therefore on one output template for the
sake of simplicity.

B.5 Technical details
For our experiments we use a single A40 GPU
with 48GB Memory. With such GPU, it is
possible to use Llama2-13b-chat only in in-
ference with a batch size of 1. We used the
Llama-2-13b-chat-hf version provided by Hug-
gingFace3. We use Copilot4 as a coding assistant
and ChatGPT (OpenAI, 2022) as a writing assistant
only to improve the style of the text.

3https://huggingface.co/meta-llama/
Llama-2-13b-chat-hf

4https://github.com/features/copilot
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Figure 9: Results across the two generation of summary/user description output template.
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Figure 10: First prompt scheme (verbose version).
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Figure 11: Second prompt scheme (medium version).
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Figure 12: Third prompt scheme (concise version).
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Summarize [ALEX] Describe [ALEX]

[CONVERSATION]
1 : [DANA] [WRITES] not that would have helped you any !
2 : [CAM] [WRITES] no , here there 's this thing that if you needs a repair component , 
you just go in the street and steal from others ...
3 : [CAM] [WRITES] not that everybody does this , but there are people who thinks in that way ... 
thus i said retarded .
4 : [DANA] [WRITES] the retards here wouldnt know how to the get the part , so they take the lot !
5 : [DANA] [WRITES] this is going to be un-evening , merging gdm3 ; (
6 : [CAM] [WRITES] well i did n't want to offend the real retards..
7 : [BENNY] [WRITES] good morning !
8 : [ALEX] [WRITES] urgh , another unfun merge
9 : [ALEX] [WRITES] morning larsu !
10 : [ALEX] [WRITES] why do you do that on friday evening ? : p
11 : [BENNY] [WRITES] morning didrocks ! how are you ?
12 : [ALEX] [WRITES] sounds similar to my rule of `` touching perl on friday evening '' ; )
13 : [ALEX] [WRITES] good thanks ! yourself ?
14 : [BENNY] [WRITES] my rule is `` touching perl ''
15 : [BENNY] [WRITES] great thanks ! conference was quite fun
[/CONVERSATION]

[INTERACTION]
1 : [DANA] to [OTHER]
2 : [CAM] to [DANA]
3 : [CAM] to [DANA]
4 : [DANA] to [CAM]
5 : [DANA] to [ALEX]
6 : [CAM] to [DANA]
7 : [BENNY] to [CAM]
8 : [ALEX] to [DANA]
9 : [ALEX] to [BENNY]
10 : [ALEX] to [DANA]
11 : [BENNY] to [ALEX]
12 : [ALEX] to [BENNY]
13 : [ALEX] to [BENNY]
14 : [BENNY] to [ALEX]
15 : [BENNY] to [ALEX]
[/INTERACTION]

Input

Instruction
Command

Generation Task

TASK
Summarizer
Descriptor

Figure 13: Input information and instruction command for generation.
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INPUT

Input

Instruction
Command

Beginning
of the output

Write the next message from [ALEX]. Write the user id of the addressee of the next 
message from [ALEX]

Classification Task

TASK
Conversation Transcripts Response Selection

Addressee RecognitionInteraction Transcript
Summary

User Description

[CONVERSATION]
1 : [DANA] [WRITES] not that would have 
helped you any !
2 : [CAM] [WRITES] no , here there 's this 
thing that if you needs a repair component ,
 you just go in the street and steal from others ...
.............
14 : [BENNY] [WRITES] my rule is `` touching 
perl ''
15 : [BENNY] [WRITES] great thanks ! conference 
was quite fun
[/CONVERSATION]

[SUMMARY]
* TOPIC: Discussion of the use of the term "retard" 
and its perceived offensiveness.
+ EXPLANATION: Speaker [ALEX] and [CAM] 

discuss the use of the term "retard" and its 
perceived offensiveness, with [ALEX] expressing 
discomfort with the term and [CAM] defending 
its use.
* TOPIC: Merging of the GDM3.
+ EXPLANATION: Speaker [DANA] and [CAM] 

discuss the merging of the GDM3, with [DANA]
 expressing frustration and [CAM] offering 
assistance.
* TOPIC: Morning greetings and rules for 
touching Perl.
+ EXPLANATION: Speaker [BENNY] and [ALEX] 

exchange morning greetings and discuss their
respective rules for touching Perl, with [BENNY]
 expressing a preference for "touching Perl" and
 [ALEX] sharing a similar rule.
[/SUMMARY]

[INTERACTION]
1 : [DANA] to [OTHER]
2 : [CAM] to [DANA]
..........
14 : [BENNY] to [ALEX]
15 : [BENNY] to [ALEX]
[/INTERACTION]

[DESCRIPTION]

* ADJECTIVE: sarcastic
+ EXPLANATION: Alex often uses sarcasm in their 
messages, as seen in message 9 where they 
write "urgh, another unfun merge" and in 
message 12 where they say "sounds similar to 
my rule of 'touching perl on friday evening'".

* ADJECTIVE: playful
+ EXPLANATION: Alex's messages also have a 
playful tone, as seen in message 10 where they 
write "why do you do that on friday evening? : p"
 and in message 13 where they say "good thanks!
 yourself?".

* ADJECTIVE: witty
+ EXPLANATION: ....

* ADJECTIVE: confident
+ EXPLANATION: ...

* ADJECTIVE: friendly
+ EXPLANATION: ...
[/DESCRIPTION]

[ANSWER] : [ALEX] [WRITES] [ANSWER] : [ALEX] to

Figure 14: Input information and instruction command for classification. Here we also add a “beginning of
input”section.
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The user ids of the user involved in the conversation are [ALEX], [BENNY], [CAM] and [DANA]. The user ids are 
used to identify the speakers and the addressees in the conversation. 
The same user id in the conversation refers to the same user, independently of the position in the conversation 
and on being speaker or addressee.
Each speaker can address to one of the users or to [OTHER].
[OTHER] means they are addressing to a speaker not in the conversation.

Based on the information provided and the user id of the speaker of the next message, you have to select the 
user id of the addressee ofthe next message.

The transcript of the interactions of the conversation is reported between the tags [INTERACTION] and 
[/INTERACTION]. The format used for each message is:
    
<N_TURN> : <SPEAKER_ID> to <ADDRESSEE_ID>
  
where the index of the message is reported by the tag <N_TURN>, the user id of the speaker of the message is 
reported by the tag <SPEAKER_ID> and the user id of addressee of the message is reported by the tag
<ADDRESSEE_ID>.

You are a system working on conversations. 

A conversation is a sequence of messages exchanged among two or more users. 
Each message is a string of text.
Each message is associated with a speaker and an addressee.
Each message has an integer index according to the order of the messages in the conversation.
The speaker is the user who wrote the message.
The addressee is the user to whom the message is directed.
Each user can be the speaker of multiple messages and the addressee of multiple messages.

* The summary of the conversation from the perspective of the speaker of the next message.

* The transcript of the interactions of the conversation, reporting the index, the user id of the speaker and the 
user id of the addressee of each message in chronological order.

You are given in input the following information about a conversation, listed in the following bullet point list.

You will be given the instruction
    
Write the user id of the addressee of the next message from <NEXT_SPEAKER_ID>.
    
Where <NEXT_SPEAKER_ID> is the user id of the speaker of the next message. The possible user ids of the 
addressee of the next message are [ALEX], [BENNY], [CAM], [DANA] or [OTHER]. 
You will select the user id of the addressee of the next message in the conversation written by  
<NEXT_SPEAKER_ID>, without any formality at the beginning.

Your answer format must be as follows:
[ANSWER]: <NEXT_SPEAKER_ID> to <NEXT_ADDRESSEE_ID>

Where <NEXT_ADDRESSEE_ID> is the user id of the addressee of the next message in the conversation written 
by <NEXT_SPEAKER_ID>.
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Write the user id of the addressee of the next message from [ALEX]

[SUMMARY]
* TOPIC: Discussion of the use of the term "retard" and its perceived offensiveness.
+ EXPLANATION: Speaker [ALEX] and [CAM] discuss the use of the term "retard" and its perceived offensive-

     ness, with [ALEX] expressing discomfort with the term and [CAM] defending its use.
* TOPIC: Merging of the GDM3.
+ EXPLANATION: Speaker [DANA] and [CAM] discuss the merging of the GDM3, with [DANA] expressing 

   frustration and [CAM] offering assistance.
* TOPIC: Morning greetings and rules for touching Perl.
+ EXPLANATION: Speaker [BENNY] and [ALEX] exchange morning greetings and discuss their respective rules 

for touching Perl, with [BENNY] expressing a preference for "touching Perl" and [ALEX] sharing a similar rule.
[/SUMMARY]

[INTERACTION]
1 : [DANA] to [OTHER]
2 : [CAM] to [DANA]
..........
14 : [BENNY] to [ALEX]
15 : [BENNY] to [ALEX]
[/INTERACTION]

[ANSWER] : [ALEX] to

The summary of the conversation is reported between the tags [SUMMARY] and [/SUMMARY].

Figure 15: Example of final prompt for the STRUCT+SUMM combination in the AR task, following the first
prompt scheme.
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Your answer format must be as follows:
[SUMMARY]:
    * TOPIC: <TOPIC1>  
        + EXPLANATION: <EXPLANATION1>
    * TOPIC: <TOPIC2> 
        + EXPLANATION: <EXPLANATION2>
    * TOPIC: <TOPIC3> 
        + EXPLANATION: <EXPLANATION3>

Your answer format must be as follows:
[DESCRIPTION]:
    * ADJECTIVE: <ADJECTIVE1>  
          + EXPLANATION: <EXPLANATION1>
    * ADJECTIVE: <ADJECTIVE2> 
          + EXPLANATION: <EXPLANATION2>
    * ADJECTIVE: <ADJECTIVE3> 
          + EXPLANATION: <EXPLANATION3>
     * ADJECTIVE: <ADJECTIVE4> 
          + EXPLANATION: <EXPLANATION4>
     * ADJECTIVE: <ADJECTIVE5> 
          + EXPLANATION: <EXPLANATION5>

Output
Template
Version 1

Summarizer Descriptor

Your answer format must be as follows:
[SUMMARY]:
    * TOPIC: <TOPIC1>  
    * TOPIC: <TOPIC2> 
    * TOPIC: <TOPIC3> 

Your answer format must be as follows:
[DESCRIPTION]:
    * ADJECTIVE: <ADJECTIVE1>  
    * ADJECTIVE: <ADJECTIVE2> 
    * ADJECTIVE: <ADJECTIVE3> 
     * ADJECTIVE: <ADJECTIVE4> 
     * ADJECTIVE: <ADJECTIVE5> 

Output
Template
Version 2

Figure 16: Versions of output template tested for generating summary/user description.
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