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Abstract

In the persona-grounded dialogue (PGD) task,
it is required not only to respond fluently, but
also to ground the attributes according to the
current conversation topic properly. However,
due to their tendency to overly ground given
attributes, LLMs often generate unnatural re-
sponses provoked by using attributes that de-
viate from the flow of the conversation or by
exploiting too many attributes at once. We
term this phenomenon the overuse problem of
LLMs. Unfortunately, research devising pre-
cise criteria and frameworks to quantitatively
verify LLMs’ overuse problem is obviously in-
sufficient. To address this issue, we propose
Persona Attributes Navigation for Detecting
and Alleviating the overuse problem (PANDA)
framework. PANDA is the first study to quan-
tify the persona overuse problem of LLMs
by establishing clear standards of the problem
and verifying various LLMs based on them.
Moreover, this framework navigates us into un-
derstanding persona attributes by introducing
diverse and detailed dialogue topics that con-
sider practical conversation situations. We pro-
vide insights related to LLMs’ persona attribute
overuse problem through comprehensive ver-
ification and analysis with PANDA in the PGD
task. Our code and resources can be found at
http://github.com/jin62304/PANDA.

1 Introduction

The persona-grounded dialogue (PGD) task aims to
generate responses that fit the conversation’s flow
based on pre-defined personas. This task is practi-
cal because it is effectively used in the real world,
for example, empathetic chatbots in mental health
care or education (De Gennaro et al., 2020; Pu et al.,
2024). For the PGD task, the model is required to
be able to continue a conversation appropriate to
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Figure 1: Example response by Mistral in the persona-
based dialogue situation. LLMs often overly utilize the
given persona attributes that deviate from the dialogue
topics. Each color indicates a corresponding topic.

the context while appropriately utilizing its own
persona (self persona) and the persona of the con-
versation partner (partner persona).

Previously, relatively moderate-sized pre-trained
language models (PLMs) have suffered from a
lack of consistent personality regarding persona
grounding, such as not actively leveraging persona
attributes (Li et al., 2016; Zhao et al., 2023; Li et al.,
2023). This challenge has led to the revitalization of
several existing studies focusing on how faithfully
persona attributes are grounded. For example, there
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have been attempts to consider how diligently a
model grounds persona attributes, based on the co-
sine similarity or F1 score between given persona
attributes and the model’s response (Song et al.,
2019; Nargund et al., 2022; Kwon et al., 2023).

Conversely, with the advent of the era of large
language models (LLMs), which have greatly
improved the overall fluency of responses and
instruction-following abilities, a phenomenon is
often observed in which LLMs tend to excessively
utilize persona attributes in conversational situa-
tions, generating unnatural responses. We term this
phenomenon the overuse problem, where the model
grounds overfull persona attributes at once or ex-
ploits those that deviate from the dialogue topic.
As shown in Figure 1, which contains the actual
LLM’s response, the LLM recklessly uses several
personas, including off-topic attributes from the
conversation context in the partner’s utterance. This
overuse phenomenon hinders the interaction be-
tween the system and the user in actual conversa-
tion situations and reduces end-user satisfaction, so
it needs to be detected and alleviated.

Considering examples from a similar research
field, numerous studies on emotional support con-
versation (ESC), particularly those involving role-
playing tasks such as the PGD task—a signifi-
cant area of research in real-world mental health
care—have regarded problems that deviate from
behavioral strategies appropriate for specific stages
of the conversation as critical. This is due to the
structured roles that participants are expected to
fulfill at each stage (Kang et al., 2024; Deng et al.,
2023b). However, there is insufficient research to
quantify and formalize the problem and verify the
status of LLMs to alleviate the persona attributes
overuse phenomenon of LLMs in the PGD task.
This is because existing persona attributes ground-
ing studies focus on being as similar to persona
attributes as possible and grounding them to the
fullest extent, which is the opposite direction of the
overuse phenomenon.

To address this issue, this study is conducted
with the following research question:

• RQ) Do LLMs overuse persona attributes in
conversation situations? How can this be ver-
ified?

Accordingly, we propose Persona Attributes
Navigation for Detecting and Alleviating overuse
problem (PANDA), a verification framework with a
dialogue flow-aware task and measurement method

that becomes the basis for alleviation by detecting
LLMs’ persona overuse problem. Moreover, we de-
vise a verification resource construction method to
execute the framework. The PANDA framework con-
sists of multiple steps: dialogue labeling, persona-
topic mapping, and overuse measurement.

In this study, the following phases for PANDA
framework design are explained: i) Two criteria for
quantifying the overuse problem–‘Off-topic’ and
‘Excess of quantity’– are clearly set (§ 2.2), and ii)
to typify persona attributes, from the dialogue topic
perspective, 14 fine-grained topics are introduced
that take into account the actual conversation situa-
tion. (§ 3.1). Afterward, based on i) and ii), iii) we
design a task based on multiple steps for detection
of the overuse problem (§ 3.3). iv) Additionally,
the creation method of the verification dataset to
perform this task is explained (§ 4.1).

Our contributions are threefold: (1) We con-
duct the first comprehensive study to formalize the
overuse problem that occurs in persona-grounded
dialogue tasks and verify various LLMs based on
this. (2) We propose a PANDA framework that de-
tects and verifies the overuse problem and a re-
source creation method for it. (3) We serve as a nav-
igator to improve the interpretability of LLMs’ use
of persona attributes based on PANDA’s fine-grained
topic taxonomy and sophisticated quantification
that considers real-world conversation situations.

2 Why PANDA?

In this section, we describe why PANDA is signifi-
cant for verifying the overuse phenomenon and set
the criteria to quantify the overuse problem.

2.1 Importance of PANDA

Firstly, in real-world conversations, LLMs need
the capability to use personas appropriately, taking
into account the flow of the conversation, beyond
simply reflecting the persona in the response. How-
ever, due to significant improvements in overall
generation fluency and instruction-following abil-
ity, LLMs often generate unnatural responses that
exploit a given persona unconditionally, resulting in
decreased end-user satisfaction. Therefore, a tool
such as PANDA is required to verify whether per-
sona attributes are appropriately used considering
the conversation topic of the other speaker.

Second, existing evaluation methods for the
PGD tasks are insufficient to address the overuse
problem of LLMs. Existing studies have mainly
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Figure 2: Overview of the designed persona overuse verification framework (PANDA). The overuse detection cases
demonstrate a comparison of the actual generation results of Mistral (upper part) and ChatGPT (lower part) for the
identical utterance of the other interlocutor.

focused on measuring model fluency by adopting
scoring methods such as Rouge-L (Lin, 2004) and
chrF++ (Popović, 2017). In addition, the method
of evaluating the model’s grounding simply based
on the degree of similarity or overlapping between
attributes and the model response has limitations
concerning the persona overuse problem. That is,
regarding the overuse problem, rather than assess-
ing whether numerous personas are grounded re-
gardless of the conversation topic, a practical mea-
suring approach such as PANDA is needed, which
complexly considers the personas included in the
other person’s utterances and LLMs’ responses.

Thirdly, when categorizing persona attributes,
defining types in detail is important for specific
diagnoses and improving the model’s explainabil-
ity. The more diverse and clear the standards pre-
sented, the more helpful it is to improve LLM.
Therefore, PANDA increases explainability for im-
proving LLM capabilities through typification of
persona attributes that reflect conversation situa-
tions in the real world from the perspective of the
dialogue topic. By presenting approximately 2.8
times more fine-grained topics than existing studies
that categorize attributes (Gao et al., 2023), the in-
terpretability of overuse detection considering the
conversation context is improved.

2.2 Setting Criteria for Defining Overuse
To quantify and define the overuse problem, this
work sets two criteria for what constitutes overuse:
1) ‘Off-topic’ and 2) ‘Excess of quantity.’ To set the
criteria, we took inspiration from Gricean maxims
and adopted two of the four maxims, The maxims
of Quantity and Relation, considering the aim and

scope of this study (Grice, 1975). First, ‘Off-topic’
indicates using attributes that do not fit the topic of
the other person’s utterance. An off-topic response
generated by grounding not only the topic the other
speaker is dealing with, but also unrelated topics is
an element that must be considered for human-like
conversation (Ghazvininejad et al., 2018; Harrison
et al., 2020).

Also, ‘Excess of quantity’ refers to generating
a response on the same topic as the other speaker,
but using immoderate numbers of attributes, mak-
ing the conversation unnatural. A large number
of retrieved results in the LLMs’ responses may
introduce additional noises (Wang et al., 2023). Al-
though this has been relatively less discussed in the
dialogue task, it is necessary for improving end-
user satisfaction through natural conversation. We
emphasize that off-topic and excess of quantity are
not static and are measured taking into account the
fact that the overuse of the same LLMs’ response
varies depending on the conversation context.

3 PANDA: How to Measure Persona
Attribute Overuse Problem

Figure 2 demonstrates the entire overview of
PANDA, the verification framework we propose.
PANDA consists of dialogue labeling, persona-topic
mapping, and overuse measurement tasks (orange
boxes on the right). Additionally, this study in-
cludes the phase of annotating resources to acquire
mapping features used for retrieval in the persona-
topic mapping task (green box on the left).
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Topics Definitions Examples

Preferences:hobby/habit Topics about an individual’s preferences regarding hobbies,
habits, and voluntarily maintained periodic routines. “I garden every weekend.”

Preferences:food The topic of personal preferences in food. “I am a vegetarian.”

Preferences:others
Topics on preferences for things other than habit and food, such
as technology, animals, and plants. “I like giant pandas.”

Characteristics:appearance Topics related to the physical characteristics of an individual. “I have brown eyes.”
Characteristics:personality Topics related to an individual’s personality traits. “I am timid.”, “I am pretty smart.”

Characteristics:others
Individual’s other personal features such as nationality, age,
voice, and phobia. “I live in Shanghai.”, “I am good at cooking.”

Relationships:family Topics related to an individual’s family relationships “I have two older sisters.”
Relationships:friend Topics related to an individual’s friends and friendships. “I do business with my best friend.”

Relationships:others Topics related to an individual’s social relationships outside of
family and friends. “I am in a team with five coworkers.”

Experiences:past/present Topics related to an individual’s past experiences or current
experiences.

“I was a class president during my school
days.”

Experiences:future/plan Topics about an individual’s plans and goals that are feasible and
concrete. “I am going to California this vacation.”

Possessions
Topics related to tangible assets possessed externally by an indi-
vidual rather than the individual’s external/internal characteris-
tics.

“I have a red Ferrari.”

Occupations Topics on an individual’s professional status, position, and pro-
fessional conduct.

“I am a lawyer.”, “I am the team leader.”, “I
am good at giving injections to my patients.”

Beliefs/Values
Attributes consisting of abstract wish verbs (wish, hope, believe,
etc.), such as desires and religious beliefs. It is distinguished
from ‘experiences:future/plan’ in feasibility and specificity.

“I want to meet my deceased grandmother
in a dream.”, “I am a Catholic.”

Table 1: Taxonomy of dialogue topics introduced for the overuse problem detection.

3.1 Introducing Taxonomy of Topics

This section defines deliberately fine-grained dia-
logue topic taxonomy for persona attributes. Defin-
ing the taxonomy of the topics in detail helps
provide the interpretation of the interaction be-
tween the user and model (Cheng et al., 2023;
An and Rudinger, 2023). However, existing per-
sona datasets lack definitions and descriptions of
types that categorize persona attributes, or provide
only a relatively small number of types, thereby
achieving insufficient explainability for model be-
haviors (Zhang et al., 2018).

Therefore, inspired by Gao et al. (2023), which
categorizes persona types based on studies of in-
teractions and behavioral analysis from the per-
spective of user and model interplay (Dunbar
et al., 1997; Cooper, 1999; Mulder and Yaar, 2006;
Cooper et al., 2007), we define a fine-grained topic
taxonomy for persona attributes, considering real-
world dialogue situations. We expand the taxonomy
by defining additional topics, such as possessions,
beliefs/values, etc., that existing research has not
addressed. Thus, we introduce more clarified and
diverse classification standards, with a total of 14
detailed dialogue topics to categorize persona at-
tribute instances.

Table 1 demonstrates the definition descriptions
and corresponding examples of our devised dia-

logue topics. Including individual preferences in
daily life and characteristics that signify personal
traits, we introduce topics on persona attributes
with approximately 2.8 times more definitions than
existing studies. Therefore, our proposed taxon-
omy of topics can quantitatively assess persona
overuses and enhance the interpretability of model
responses.

3.2 Denotation: Persona-grounded Dialogue
Generation Task

Before quantifying the overuse problem, we de-
note the PGD task. When the entire dialogue be-
tween two speakers is D, the other person’s last
utterance for generating the model’s response is
denoted u, and the history set up to just before u is
denoted H . In other words, the relation between D,
H , and u is as follows: D = {u1, u2, ..., u|D|}, H =
{u1, u2, ..., u(|D|−1)}, and u = u|D|. Additionally,
when P is the set of persona attributes correspond-
ing to the dialogue D, the individual element within
it is pi. Therefore, given a dialogue D and a per-
sona attribute set P , the model response generated
by LLM is denoted as ŷ. Based on the model’s re-
sponse generated in this way, it is verified whether
there is an overuse problem.
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3.3 Problem Formalization: Persona Overuse
Let T be a set of dialogue topics whose compo-
nents are individual topics t defined in Section 3.1.
That is, T = {[preferences:hobby/habit],
[preferences:food], · · · }. We quantify the per-
sona attributes overuse problem as the cases where
1) Off-topic or 2) Excess of quantity (§ 2.2) occurs
in the model’s response ŷ, when compared to the di-
alogue topics included in the partner interlocutor’s
last utterance u.

Accordingly, to obtain the set of topics included
in u and ŷ, the following two steps are taken: dia-
logue labeling and persona–topic mapping. In other
words, the relation between u (or ŷ) and T is calcu-
lated through 1) operations on the relation between
u (or ŷ) and the set P of persona attributes, and 2)
operations on the relation between P and the set T
of topics.

Dialogue Labeling. The persona attributes label-
ing function TAGP (·) labels the set of persona
attributes P x contained in any given text x as fol-
lows:

TAGP (x) = P x

= {pi|pi ∈ P ∧ pi ∈ x}
pi∈P, i∈{0,1,··· ,|P |}

(1)

A subset P u, P ŷ consisting of persona attributes
pi ∈ P is composed, respectively from given u
(∈ D) and ŷ in the PGD task.

Persona–Topic Mapping. The persona-topic
mapping function TAGT (·) outputs the set of top-
ics TPx

included in the given attributes set P x

through Equation. 1. First, this function performs
mapping to topics for each element pxi included in
P x as follows:

TAGT (p
x
i )

pxi ∈Px

= TPx

i

= {tj |tj ∈ T ∧ tj ∈ pxi }
i∈{0,1,··· ,|Px|}, j∈{0,1,...,|T |}

(2)

Afterward, by aggregating the topic set TPx

i that
corresponds to pxi calculated in Equation 2, TPx

is
computed as follows:

TAGT (P
x) = TPx

=

|Px|∑

i=1

TPx

i (3)

Suppose P u = [p1, p2], and the set of topics corre-
sponding to p1 is TPu

1 = [t1, t2] and p2 is TPu

2 =
[t1, t3], respectively. Then, TPu

= [t1, t1, t2, t3].

To summarize, computing the relation between
given textual data x and a set of topics T involves
the following two steps: 1) P x is calculated through
the persona tagging (dialogue labeling) step of
text x. 2) The element pxi of P x is mapped to
the set T pxi

i consisting of elements of T , and the
sets are merged to construct TPx

. That is, TPx
=

TAGT (TAGP (x)). Therefore, the final sets of di-
alogue topics for the response ŷ generated by the
model and the counterpart’s last utterance u are
TP ŷ

and TPu
. Also, the number of these sets is

|TP ŷ |, |TPu |, respectively.

Overuse Measurement. As described in Sec-
tion 3.2, the entire dialogue D (including the di-
alogue history H and the other interlocutor’s last
utterance u) and the persona set P are assigned
to a specific prompt template M(·) for construct
input to be fed. The overuse score OV S for the
response ŷ generated by the model for this input is
calculated based on the average of the individual
score ovsi for i-th topic category as follows:

OV S(ŷ|M(D,P ))
u∈D

= σ


log




|TPu∪TPŷ |∑

i=1

ovsi

|TPu ∪ TP ŷ |







(4)

, where the individual score ovsi is computed as
follows:

ovsi =
|TPŷ

i |
ϵ+|TPu

i | · log(wi) (5)

In the Eq. 5, the ϵ is a very small number that
is added to avoid the denominator being 0 and
does not affect the calculation. Additionally, w is
the penalty weight for the detailed overuse cases,
which is obtained by considering three cases as
follows:

wi =





(x+ 1)·e, if |TPu

i | ≠ 0 and |TPu

i | < |TP ŷ

i |
ex+1, if |TPu

i | = 0 and |TPu

i | < |TP ŷ

i |
e, otherwise,

(6)
where the first and second cases correspond to the
‘excess of quantity’ and ‘off-topic’ cases (§ 2.2),
respectively. The off-topic case receives a higher
penalty than ‘excess of quantity’. Also, the ‘other-
wise’ case indicates that the overuse problem does
not occur.

Accordingly, when the obtained overuse score
gets closer to 1.0, the severity of overuse can be
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Figure 3: Distribution of all topics annotated in the veri-
fication dataset.

interpreted as significant. If the score is close to 0,
it can be interpreted as the opposite case.

4 Dataset Annotation for PANDA

In this section, we describe the process of building
verification resources to perform the PANDA (§ 5)
task designed to quantify the persona overuse prob-
lem. We annotate the dataset according to the de-
tailed dialogue topics defined in Section 3.1.

4.1 Topic Annotation

Existing PGD datasets, including Per-
sonaChat (Zhang et al., 2018), lack categorizing
participants’ persona attributes into clearly defined
types. Moreover, there are no labels indicating
whether participants’ utterances in the conversation
are personalized or not, nor labels indicating
which persona attributes are grounded in the
utterances. Therefore, based on the 14 topics
defined in Section 3.1, we conduct annotation on
the persona attributes included in the dataset to
utilize them as resources for PANDA quantifying
the persona overuse problem. In detail, annotated
mapping features are utilized for the persona
attributes–topics mapping task within the PANDA
framework (in the Figure 2).

We annotate appropriate dialogue topics of the
14 fine-grained taxonomies to corresponding per-
sona attributes, as shown in Equation 2 and 3.
Cases where a single persona attribute can be as-
sociated with multiple dialogue topics are also
considered. For example, the set of topics to be
tagged into “My family owns a farm.” would be
{[relationships:family], [possessions]}.

4.2 Topic Distribution

Figure 3 shows the distribution of all annotated top-
ics discussed in Section 4.1. Among the topics,

Figure 4: Topic distribution in the responses of Mistral.

‘preferences:hobby/habit (24.6%)’, ‘occupations
(14.2%)’, ‘characteristics:others (10.8%)’ occupy
the most proportions, and ‘relationships:friend
(0.9%)’ represents the smallest. PANDA also intro-
duces new types, such as ‘possessions’ and ‘be-
liefs/values’ not typically addressed in existing re-
search, enhancing explainability through detailed
categorization of various persona attributions.

5 Verification with PANDA

5.1 Experimental Setup

Hyperparameters are described in Appendix A.

Models. Firstly, the PANDA framework utilizes
LLM as a labeler for the dialogue labeling task,
employing GPT-4o1. Following Hendrycks et al.
(2020), we design this task adopting a multiple-
choice approach, which is effective in eliciting con-
trolled responses from LLMs. Persona attribute
labeling for dialogue is conducted according to
Equation 1, where the tagging function involves
selecting all applicable persona attributes included
in the current utterance. Moreover, by adding the
“Persona Not Included” option, non-personalized
utterances are also distinguished. Moreover, the
final labeling results are determined through major-
ity voting based on the results of multiple rounds
of labeling2.

To conduct an overuse verification experiment
on the responses of LLMs using PANDA, we
adopted ChatGPT (OpenAI-Blog, 2022), LLaMA3-
8B (Meta, 2024), Mistral-7B-Instruct (Jiang et al.,
2023), and Gemma-7B (Team et al., 2024) models.

1https://platform.openai.com/docs/models/
gpt-4o

2A detailed analysis of the effectiveness of the employed
majority voting approach is provided in Appendix B.2.
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Figure 5: Distribution between overuse types per topic
by Mistral. OV S+ is a case where overuse occurs, and
OV S0 is a case where it does not. ‘OFF-TOPIC’ and
‘QTY-EXC’ indicate detailed types (§ 2.2) of the overuse
problem, and ‘QTY-EXC’ refers to the excess of quan-
tity case.

Dataset and Metrics. We conduct topic anno-
tation (§ 4.1) in PersonaChat (Zhang et al., 2018)
dataset3, the representative PGD dataset, and utilize
this resource for model verification through PANDA.
We mainly validate within a setting that considers
persona attributes, utterances, and dialogue history.
Additionally, we further analyze single-turn set-
tings through experiments ablating history from
the dialogue.

Other evaluation metrics are also employed in
addition to the overuse score in our verification
experiments. We evaluate fluency by applying
chrF++ (Popović, 2017) and Rouge-L (Lin, 2004)
scores between model responses and reference ut-
terances. Additionally, we measure grounding by
the F1 score between persona attributes and model
response, along with the overuse score.

5.2 Verification Results

The remaining results and qualitative examples are
provided in Appendix B.

3The statistics of the dataset are provided in Appendix A.1.

Figure 6: Density distribution of overuse score and
scores by the other automated metrics. ‘OVS’ indicates
the overuse score. The X-axis and Y-axis represent the
score distribution and density, respectively.

Model Grounding Fluency

OVS (↓) F1 (↑) chrF++ (↑) R-L (↑)

ChatGPT 0.684 0.077 0.152 0.107

LLaMA3 0.763 0.061 0.132 0.089

Mistral 0.773 0.068 0.128 0.089

Gemma 0.612 0.060 0.137 0.095

Table 2: Experimental results of each LLM. ‘R-L’ is the
Rouge-L score and ‘OVS’ indicates the overuse score
computed with PANDA.

5.2.1 Overuse according to Dialogue Topic
Figure 4 illustrates the distribution among topics
contained in LLM’s model response ŷ. The most
frequently included topic in the Mistral model’s
utterances is ‘preferences:hobby/habit’ (25.6%).
According to Figure 5, which shows the model’s
overuse rate according to a topic, the overuse rate
of the ‘preferences:hobby/habit’ type, which was
most frequently included in utterances, was only
ranked 7th at 74%. The top-5 topics (upper left)
with the highest overuse rate include ‘relation-
ships:friend’ (100%), ‘experiences:future’ (96%),
and ‘characteristics:personality’ (91%). The low-5
topics (bottom right) with the lowest overuse ratio
include ‘relationships:others’ (66%), and ‘experi-
ences:past/present’ (77%).

Since among the criteria of overuse, the ‘QTY-
EXC’ type is less frequent than the ‘OFF-TOPIC’
but it practically occurs, considering both criteria
simultaneously for a natural conversation flow is
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Figure 7: Correlation heatmap between topics included
in the partner’s utterance and Mistral’s response. It
shows the topics in the model response triggered by
those in the partner’s utterance.

important. Moreover, types such as ‘beliefs/values’
and ‘occupations,’ which were not considered in
existing studies, are observed to account for the 6th
and 9th largest overuse proportions, respectively.
In this way, using the fine-grained topics of PANDA
is advantageous in conducting a detailed analysis.

5.2.2 Overuse according to Model Type
According to Figure 6, which shows the distribu-
tion of score density by metric, scores by other
metrics except overuse score show similar trends
across the model types. However, according to the
overuse metric, the density of not overused results
that do not exceed the overuse threshold (approxi-
mately 0.5), is higher in the ChatGPT and Gemma
models than in Mistral and LLaMA3. Likewise, as
shown in Table 2, which shows the overall perfor-
mance of LLMs’ responses, LLaMA3 and Mistral
models have higher overuse compared to Gemma
and GhatGPT. In other words, verification that is
difficult through other metrics can be achievable
through the overuse measurement of PANDA.

5.2.3 Correlation between Topics
Figure 7 shows which topics are triggered in LLMs’
response depending on the topics in the partner’s
utterance. For example, ‘preferences:hobby/habit’
and ‘occupations’ are topics where overuse of the
excess quantity type occurs and can be interpreted

Figure 8: Overuse and chrf++ score change by input
ablation of Mistral and Gemma. ‘H + u’ indicates the
setting in which the dialogue history is given, and ‘u
only’ indicates that in which the history is ablated.

84 12 84 12

Figure 9: Overuse and chrF++ score changes by the
length of the input history. The length does not include
the partner’s last utterance.

as being triggered in large numbers among the
same type. As an example of an ‘off-topic’ case,
‘occupations’ and ‘characteristics:others’ topics in
the model response are triggered to the ‘prefer-
ences:hobby/habit’ topic of the other’s utterance.

5.2.4 Impact of Dialogue History on Overuse
Figure 8 shows the results when the dialogue his-
tory is ablated (‘u only,’ utterance only). Fluency
scores mostly remain unchanged, but overuse lev-
els show an increase commonly. Figure 9 shows the
performance change as the history length increases.
Contrary to fluency, the overuse score decreases
as the length increases. Notably, when the length
increases from 4 to 8 utterances, the chrF++ score
does not change, but the overuse score steadily
decreases. The high sensitivity and precision of
overuse scoring can be observed through this.

5.3 Exploring Alleviation Potential of Overuse
through Prompt Engineering

Our efforts to quantify and verify overuse problem
of LLMs considering the flow of dialogue can be
the meaningful foundation for mitigating the is-
sue. To explore the problem’s mitigation feasibility,
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we conduct experiments with several prompting
methods that may provide extended insights.

The prompting methods adopted in the exper-
iment are thinking-style approaches that actively
draw out the inherent knowledge of LLM through
multi-step reasoning, which have demonstrated
significant performance improvements in various
reasoning tasks. We employ three representative
methods: zero-shot Chain-of-Thought (CoT) (Ko-
jima et al., 2022), Task Decomposition (Khot et al.,
2022), and Self-Refine (Madaan et al., 2024).

According to the results shown in Table 10
(in Appendix B.6), varied performance changes
are observed depending on the type of model.
Applying advanced prompting methods for Chat-
GPT and LLaMA3 models consistently reduces
the overuse score. For example, the Task Decom-
position method (“Decomposed”) shows signifi-
cant improvement for the ChatGPT model, and
the Self-Refine method shows the most remarkable
improvement for the LLaMA3 model. Conversely,
reasoning-enhanced prompting approaches are inef-
fective for the Mistral and Gemma models, instead
increasing the overuse score.

6 Related Works

There have been increasing studies in dialogue re-
sponses based on explicit persona descriptions, fo-
cusing on the PersonaChat dataset (Zhang et al.,
2018). Traditionally, studies have focused on im-
proving the fluency of model responses rather than
grounding persona attributes due to the lack of
a consistent personality in moderately sized pre-
trained language models (PLMs) (Li et al., 2016;
Zhao et al., 2023; Li et al., 2023). For instance,
there have been attempts to improve fluency by inte-
grating weights from persona and context informa-
tion through attention mechanisms, or by utilizing
knowledge graph knowledge (Huang et al., 2023;
Deng et al., 2023a; Lim et al., 2023). Rather than fo-
cusing on individual persona attributes, these stud-
ies feed the persona sentences all together into the
model to be implicitly considered during the gen-
eration phase (Gu et al., 2021; Liu et al., 2023;
Ribeiro et al., 2023).

Moreover, research on persona grounding has
aimed to ground persona attributes faithfully. For
instance, Nargund et al. (2022) utilized cosine sim-
ilarity between attributes and model responses to
enhance the ability of personas grounding, Liu et al.
(2023) integrate persona-aware prompt learning

into models to enhance coherence between persona
and response generation. Also, Song et al. (2019)
and Kwon et al. (2023) adopt evaluation methods
such as F1 score between model response and per-
sona attributes to assess how faithfully a given per-
sona is reflected.

However, in the era of advanced LLMs with en-
hanced instruction-following capabilities, the per-
spective of similarity to and obsessive faithfulness
towards attributes from existing research falls short
in addressing the overuse problem, where persona
attributes are excessively employed out of context.

Therefore, to address the overuse problem of
LLMs, we increase the explainability of model
analysis through fine-grained categorization of per-
sona attributes. For this purpose, inspired by a study
that previously classified persona attributes into pri-
marily five types (Gao et al., 2023), we expand
upon this by defining a much broader range of cat-
egories for persona attributes. We lay the ground-
work for detecting and mitigating overuse through
navigating an understanding of persona attributes
from a dialogue topic perspective. Our study is the
first to quantify and verify the important but not yet
discussed overuse problem of LLMs.

7 Conclusion

This work is the first study among persona-
grounded dialogue studies to address the overuse
problem of LLMs, which generates unnatural re-
sponses due to models’ excessive grounding ten-
dency. We propose PANDA, a verification framework
including task and measurement design to verify
and alleviate the persona attributes overuse prob-
lem of LLMs, and also devise a resource construc-
tion method for this purpose. To this end, we estab-
lish 1) ‘Off-topic’ and 2) ‘Excess of quantity’ as
criteria to quantify the overuse problem, and for-
mulate the overuse detection task based on these
criteria. To navigate the explainability of persona
attributes, we present 14 detailed dialogue topic
types that consider real-world conversation situa-
tions, and typify persona attributes based on them.
By utilizing these types for the overuse detection
considering the dialogue topic, the interpretabil-
ity of LLMs’ persona attributes grounding is im-
proved. Through a comprehensive analysis, it is
confirmed that the PANDA framework is appropriate
for addressing LLMs’ overuse problem that actu-
ally occurs, compared to other existing evaluation
approaches for the PGD task.
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8 Limitations

Our verification framework, PANDA, serves as a ba-
sis for alleviation by detecting the overuse problem
in persona-grounded dialogue tasks, and hallucina-
tions regarding personas are observed occasionally
in the generated responses. However, since the case
of hallucinations is a severe problem even in large
language models with enormous parameter sizes,
it is required for our NLP communities to continue
to solve the challenge. Also, due to the issues of
API cost and GPU resources for GPT family mod-
els, experiments were conducted with examples
randomly sampled from the entire data, and more
advanced LLMs, such as GPT-4, were not adopted.
The number of cases may be relatively small for
evaluating the entire aspects of the capabilities.

We plan to improve our framework for future
work by conducting human evaluations with consid-
erable cases and enhancing the way of qualitative
analysis for addressing the model’s hallucinated
answers. As miniaturization technology advances,
verification of sLLMs with more compressed pa-
rameter sizes is also a desirable direction for GPU
resource issues.

9 Ethics Statement

We discuss the main ethical considerations of
the model we proposed: (1) Privacy. the datasets
adopted to experiment with our framework pro-
vide fictional persons’ preferences, and our verifi-
cation results do not contain privacy issues. (2) Po-
tential problems. Although we take conscientious
steps to ensure the quality of our framework and re-
sources, there can still be potential problems with
the generated results’ quality, which can lead to
incorrect predictions in applications that leverage
human preferences. (3) Model deployment. Our
approach employs the pre-trained large language
models (LLMs) for the downstream tasks, which
have the risk of reflecting the bias of the training
data. It is a well-known threat in tasks using PLMs
and LLMs, and we should be careful about social
impact when using this method since our approach
aims to handle human preferences.
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A Experimental Details

A.1 Raw Dataset License and Statistics
PersonaChat (Zhang et al., 2018) has a CC BY-NC-
SA 4.0 license. This license requires that reusers
give credit to the creator. It allows reusers to dis-
tribute, remix, adapt, and build upon the material
in any medium or format, for noncommercial pur-
poses only. If others modify or adapt the material,
they must license the modified material under iden-
tical terms. Table 3 shows the statistics of the Per-
sonaChat dataset.

Train Val Test
# conversations 8,939 1,000 968
# turns 65,719 7,801 7,512
Avg. turns/dialogue 7.35 7.80 7.76
Avg. length of utterance 11.67 11.94 11.79

Table 3: Data statistics of PersonaChat. We construct
the resources for verification experiments with PANDA
by randomly sampling this dataset.

A.2 Hyperparameter Setup
For API-based models in all experiments, we uti-
lized the ChatGPT of gpt-3.5-turbo-1106 version.
Also, the gpt-4o-2024-05-13 version was used for
the GPT-4o model as a label tagger.

For PANDA task, we configured the maximum to-
kens to 256. For the other hyperparameter settings,
we follow the recommended guidelines provided by
each model’s provider such as OpenAI and Meta.
For example, we set ChatGPT with temperature =
1, top p = 1, frequency penalty = 0.0, and presence
penalty = 0.0.

Notably, it is important to highlight that Chat-
GPT might occasionally generate empty responses
due to network transmission timeouts or API over-
load. In such cases, we followed the standard prac-
tice of resubmitting the request until obtaining non-
empty responses. We should emphasize that to pre-
vent any potential influence from prior responses,
we cleared the conversation history each time we
submit a new query to ChatGPT. Unless otherwise
specified, we refrained from engaging in any fur-
ther conversation with ChatGPT to modify its re-
sponses.

A.3 Topic Distributions in Dataset and
Generated Responses

Figure 10 shows the topic distribution for self and
partner personas in the verification set annotated
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Figure 10: Distribution of topics in the self and partner persona attributes.

Figure 11: Distribution of topics in the responses of Gemma-7B, ChatGPT, and LLaMA3-8B.

with PANDA. Also, Figure 11 illustrates the distri-
bution of topics in the responses of three types of
LLMs: Gemma-7B, ChatGPT, and LLaMA3-8B.
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A.4 Prompt Templates
Table 4 shows the prompt template used in the PGD
task (§ 3.2). LLMs aim to generate the response
appropriate for the partner interlocutor’s utterance
by considering the given persona attributes and
dialogue history. Also, Table 5 shows the prompt
template for the dialogue labeling task with LLM as
labeler (Equation. 1). The labeling is conducted by
adopting the multiple-choice approach as described
in Section 5.1) ‘Models’ paragraph.

Task Instruction

# Your Persona: {{self_persona}}

# Partner’s Persona: {{partner_persona}}

# Dialogue History: {{history}}
———
You aim to have a dialogue with the partner,
maintaining your persona.
Respond to the partner’s utterance considering
the given dialogue history between your
partner and you.
Also, when responding to the partner’s
utterance, you can refer to the given persona
attributes.

Partner Utterance

Partner: {{partner_utterance}}

Table 4: Prompt template example for the LLMs’ re-
sponse generation task.

Task Instruction

# Your Persona: {{self_persona}}

# Partner’s Persona: {{partner_persona}}
———
You aim to label which persona attributes are
used in an utterance.
When labeling an utterance, you can refer to
the given persona attributes.
Provide appropriate options only, for example,
"B, C, D".
Also, there can be an utterance in which none
of the given persona is included: "A: Not
Included.".

Partner Utterance / Model Response

{{utterance}}
——
Persona Attribute Options

A: Not Included.
B: {{persona1}}
C: {{persona2}}
(· · · )

Table 5: Prompt template example for the dialogue la-
beling task.
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B Analysis Details

Additional details of the analysis related to the ver-
ification of the overuse problem are described.

B.1 Qualitative Results

Table 6-8 illustrate LLMs’ response generation re-
sults. The color of the partner speaker’s utterance
and model response corresponds to each topic label.
For example, orange text corresponds to the ‘pref-
erences:hobby/habit’ topic. Overall, similar to the
trends observed in Table 2, Mistral and LLaMA3
tend to overuse persona attributes compared to the
other two models. For instance, in Table 6, Mistral
grounds irrelevant attributes such as “I am a teacher”
in response to the partner’s utterance about the
‘preferences: hobby/habit’ concerning book clubs.

Example #1

Partner Persona Machine Persona

I love chocolate.
→ Preferences:food

I am a teacher.
→ Occupations

I have a twin sister.
→ Relationships:family

I drink coffee every day.
→ Preferences:hobby/habit

→ Preferences:food

I do yoga every morning.
→ Preferences:hobby/habit

I enjoy the occasional
drink with friends.
→ Relationships:friend

→ Preferences:others

I couldn’t live without my
cellphone.
→ Beliefs/Values

I attend book club every
week.
→ Preferences:hobby/habit

I am more of a cat person
than a dog person.
→ Characteristics:personality

My mom is my best friend.
→ Relationships:family

Dialogue

Human: Do you like rock and roll, it is my favorite.
Machine: Oh yes I do. But my passion is teaching.
Human: I go to weekly book clubs and talk about poop.

Model Responses

ChatGPT
That’s quite an interesting topic for a book
club!

LLaMA3

Well, I’m a teacher, so I’m sure I could
lend a helping hand with analyzing the
literary significance of, ahem, bowel
movements.

Mistral

I’m a teacher and I enjoy yoga every
morning and drinking coffee. Have you
ever considered discussing a classic English
novel at your book club instead?

Gemma
Haha! That sounds like an interesting book
club.

Table 6: Example of generated responses by different
LLMs (ChatGPT, LLaMA3, Mistral, and Gemma). Each
color indicates a corresponding topic.

Example #2

Partner Persona Machine Persona

I would like to move
some place warmer.
→ Experiences:future/plan

I’m an out of work
farmhand.
→ Experiences:past/present

I like watching reality
television shows.
→ Preferences:hobby/habit

I live in Kansas.
→ Characteristics:others

I’m studying to be a
dentist.
→ Occupations

My favorite team is the
raptors.
→ Preferences:hobby/habit

My favorite band is rise
against.
→ Preferences:hobby/habit

I usually go to bed late.
→ Preferences:hobby/habit

I like sports.
→ Preferences:hobby/habit

Dialogue

Human: I am in Kansas, but I would love to be
someplace warmer.
Machine: You should try Arizona out.
Human: Maybe I should! Bet there are farming jobs
there!

Model Responses

ChatGPT
Arizona has a lot of agricultural
opportunities, especially with the warmer
climate.

LLaMA3
As a dentist-to-be, I’m more used to
being cooped up in a clinic than being
outdoors.

Mistral
By the way, do you watch any particular
reality TV shows while studying for your
dentistry exams?

Gemma
There are plenty of farming opportunities
there, and the cost of living is much lower
than on the East Coast.

Table 7: Example of generated responses by different
LLMs (ChatGPT, LLaMA3, Mistral, and Gemma). Each
color indicates a corresponding topic.
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Example #3

Partner Persona Machine Persona

I work for an architect
firm.
→ Occupations

I love to cook.
→ Preferences:hobby/habit

I have three dogs.
→ Possessions

I enjoy fishing.
→ Preferences:hobby/habit

I am looking for someone.
→ Experiences:past/present

I am a night owl, but I am
an introvert so I do not
go out much or anything.
→ Characteristics:personality

I own a pug , and he is the
most loyal pet you will ever
have.
→ Preferences:others

→ Possessions

I live in New York and I love
the local shops around here.
→ Preferences:others

→ Characteristics:others

I am a graduate student
studying law.
→ Occupations

I like playing ultimate in the
park with my guys someti-
mes.
→ Preferences:others

Dialogue

Human: oh that is cute.
Machine: what city are you from new york city?
Human: I live in Manhattan, very busy but I love it. you?

Model Responses

ChatGPT

I live just outside the city, but I
enjoy visiting Manhattan. There’s always
something new to discover, especially the
local shops and food spots.

LLaMA3

I’m actually based in Brooklyn, I love the
vibe here. I’m an architect, so I’m always
on the lookout for new inspiration and
ideas, and Brooklyn has a great mix of old
and new that I find really exciting.

Mistral

And speaking of busy, how about those law
studies? Must keep you quite occupied. By
the way, have you ever tried the local deli
sandwiches around here?

Gemma
I’m originally from a small town in the
countryside, but I love the hustle and bustle
of city life.

Table 8: Example of generated responses by different
LLMs (ChatGPT, LLaMA3, Mistral, and Gemma). Each
color indicates a corresponding topic.

12020



B.2 Effectiveness of Dialogue Labeling Step
Agreement between LLM Labeler and Human
Labeler. The dialogue labeling step (Eq.1) in
the PANDA framework involves the employment of
LLM’s intrinsic capabilities. Thus, we report ad-
ditional results on the accuracy of the dialogue la-
beling step. In particular, the important approaches
included are “LLM-as-a-Labeler” and “majority
voting.” This step selects the result with the most
votes as the final label after three rounds of labeling
by the LLM labeler.

We recruited human annotators to perform the
dialogue labeling step and compared the human
results with the automated annotation results by the
LLM labeler regarding annotation agreement. Sup-
pose that the labeling results output by the LLM
labeler in each round are called R1, R2, and R3,
respectively, and the final result chosen through
majority voting is called RFinal. To obtain agree-
ment between these results (R1-RFinal) and the
human labeling results, we first performed human
annotation on the text data by tagging all personas
included in each dialogue example, i.e., text-to-
persona attribute subset tagging.

The evaluation was performed by calculating
agreement through an exact match of tagged per-
sona components. According to the results, the
round with the lowest agreement with human re-
sults among R1-R3 was 82 points, and RFinal

achieved a score improvement of about 7 points
with 89 points. These results demonstrate the effec-
tiveness of the dialogue labeling step, including ma-
jority voting approach we adopted, for the PANDA
framework. In other words, the voting method sig-
nificantly improves the accuracy of the dialogue la-
beling step by compensating for instances in which
the LLM labeler was confused.

Example Results of LLM-as-a-Labeler. Fur-
thermore, we provide the following qualitative ex-
amples of the dialogue labeling step performed by
the LLM labeler (Table 9). For example, in the in-
correctly labeled case, the LLM labeler focused on
the superficial overlap of the words ‘shortcomings’
and ‘short hair,’ and annotated the wrong persona,
‘7: I keep my hair cut very short.’.

Correctly Labeled Case

[Dialogue]

(· · · )

A: My parents raised me loving them!
B: That is pretty cool, then, I guess.
———
A: Yep. They are good people. Well, they discovered
whilst working in politics.
———
[Persona Candidates]

0: My favorite color is blue.
1: I am 25 years old.
2: I have one son.
3: I was a wrestler in high school.
4: My girlfriend tells me she’s going to leave me almost
every day.
5: I enjoy John Grisham movies, but not his books.
6: I don t like wearing pants when I don’t have to.
7: My parents used to work in politics, until they
discovered the goodness within themselves.
8: I’m a really, really good guitar player.
———
→ Human Annotator: 7
→ LLM Labeler: 7

Incorrectly Labeled Case

[Dialogue]

(· · · )

A: Sorry to heard that, I have issues with cats.
B: Why? Are you allergic to them?
———
A: It gives me allergies, we all have our short comings.
———
[Persona Candidates]

0: I also own a cupcake business.
1: I work in a diner.
2: I sing in the shower.
3: I am always late.
4: I am allergic to cats.
5: I am a member of the YMCA.
6: I love scary movies.
7: I keep my hair cut very short.
8: I am learning to play the piano.
———
→ Human Annotator: 4
→ LLM Labeler: [4, 7]

Table 9: Example results of the dialogue labeling task.
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B.3 Heatmap across Topics in Partner
Utterance and Model Response

Figure 12-14 show the correlation between topics
included in partner responses and model responses
for ChatGPT, LLaMa3, and Gemma models, re-
spectively, showing a trend similar to that observed
in 6 by Mistral model. Through these heatmaps, it
is possible to examine the topics within the model’s
generated answers triggered by a partner’s utter-
ance.

↑

Figure 12: Correlation heatmap between topics included
in partner utterance and ChatGPT’s response.

↑

Figure 13: Correlation heatmap between topics included
in partner utterance and LLaMA3-8B’s response.

↑

Figure 14: Correlation heatmap between topics included
in partner utterance and Gemma-7B’s response.
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B.4 Distribution of Overuse Rates by Topic
Figure 15-17 show the distribution of overuse ratios for ChatGPT, LLaMA3, and Gemma models according
to different topics. The models exhibit similar degrees of overuse for common topics. The ratio distribution
per topic for the generated results of the Mistral model was presented in Figure 5 above.

Figure 15: ChatGPT’s distribution of degrees of overuse by topic.

Figure 16: LLaMA3-8B’s distribution of degrees of overuse by topic.
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Figure 17: Gemma-7B’s distribution of degrees of overuse by topic.
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B.5 Impact of Dialogue History on Overuse
Figure 18 and 19 show the changes of chrF++,
overuse, and Rouge-L scores for all models depend-
ing on the length of the given history. They show
similar performance change trends as described in
Section 5.2.4.

Figure 18: Overuse and chrF++ score change by input
variants of all four adopted LLMs. ‘H + u’ indicates
the setting in which the dialogue history is given, and ‘u
only’ indicates the setting in which the history is ablated,
respectively.

Figure 19: Rouge score changes by the length of the
input history.
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B.6 Experimental Results on Alleviation through Reasoning-Enhanced Prompting Methods
Table 10 presents the evaluation results on the PGD task when applying various reasoning-enhanced
prompting approaches that have recently shown remarkable performance improvements in many reasoning
tasks, as described in Section 5.3.

Models Methods Grounding Fluency

OVS (↓) F1 (↑) chrF++ (↑) R-L (↑)

ChatGPT

Vanilla 0.6838 0.0770 0.1517 0.1072

CoT 0.6688 (-0.015) 0.0729 0.1442 0.1050

Decomposed 0.6366 (-0.0472) 0.0693 0.1463 0.1044

Self-Refine 0.6377 (-0.0461) 0.0678 0.1511 0.1028

LLaMA3

Vanilla 0.7625 0.0612 0.1318 0.0887

CoT 0.7594 (-0.0031) 0.0471 0.1211 0.0796

Decomposed 0.7568 (-0.0057) 0.0460 0.1176 0.0793

Self-Refine 0.6686 (-0.0939) 0.0492 0.1456 0.0967

Mistral
Vanilla 0.7726 0.0675 0.1284 0.0852

CoT 0.7797 (+0.0071) 0.0613 0.1204 0.0804

Decomposed 0.7740 (+0.0014) 0.0624 0.1224 0.0827

Gemma

Vanilla 0.6119 0.0603 0.1371 0.0948

CoT 0.6240 (+0.0121) 0.0530 0.1304 0.0854

Decomposed 0.6210 (-0.0091) 0.0563 0.1281 0.0844

Self-Refine 0.6355 (+0.2360) 0.0558 0.1330 0.0895

Table 10: Experimental results of overuse problem alleviation through various reasoning-enhanced prompting
methods.
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