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Abstract
This paper investigates an interesting phe-
nomenon where we observe performance in-
creases in large language models (LLMs) when
providing a prompt that causes and exploits hal-
lucination. We propose null-shot prompting,
a counter-intuitive approach where we deliber-
ately instruct LLMs to reference a null, non-
existent, section. We evaluate null-shot prompt-
ing across a variety of tasks, including arith-
metic reasoning, commonsense reasoning, and
reading comprehension. Notably, we observe
a substantial increase in performance in arith-
metic reasoning tasks for various models, with
up to a 44.62% increase compared to a base-
line in one model. Additional experiments on
more complex mathematical problem-solving
and hallucination detection benchmarks also
reveal similar benefits from this approach. Fur-
thermore, we explore the effects of combining
reasoning, which typically mitigates halluci-
nation, with hallucination within the prompt
and find several cases of performance improve-
ments. We hope this paper stimulates further
interest, investigation, and discussion on how
hallucination in prompts may not only affect
LLMs but, in certain cases, enhance their per-
formance.

1 Introduction

Hallucination of generative models, in a broad
sense, is defined as a situation where there is con-
flicting information, either with facts, established
knowledge, intents, or previously generated or pro-
vided content, within their context window (Ji et al.,
2023; Zhang et al., 2023; Huang et al., 2023; Rawte
et al., 2023b). Hallucination existed even before the
recent widespread usage of large language models
(LLMs) (Ji et al., 2023). However, it has become an
increasing problem given the integration of LLMs
in applications of growing importance (Zhang et al.,
2023; Huang et al., 2023; Rawte et al., 2023b; Yao
et al., 2023b; Mialon et al., 2023). Therefore, pre-
vious studies have extensively explored approaches

Zero-Shot Prompting Null-Shot Prompting

Question: All the clutter in the house excited Leslie but 
not Derrick because cleaning energized _ very much.

Choices: 1) Leslie, 2) Derrick

Answer:

The answer is 1) Leslie.



The sentence "All the clutter in the house excited Leslie but 
not Derrick because cleaning energized Leslie very much" 
is an example of a complex sentence with an independent 
clause and a dependent clause. The independent clause is 
"All the clutter in the house excited Leslie." The dependent 
clause is "because cleaning energized Leslie very much." 
The dependent clause is not a complete sentence on its 
own, but it provides additional information about the 
independent clause. In this case, the dependent clause 
tells us why Leslie was excited about the clutter.



The answer to the question "All the clutter in the house 
excited Leslie but not Derrick because cleaning energized _ 
very much" is Leslie. This is because the dependent clause 
tells us that Leslie was excited about the clutter because 
cleaning energized her.

Look at examples in the "Examples" section and 
utilize examples and information from that 
section to perform the following task.

Question: All the clutter in the house excited Leslie 
but not Derrick because cleaning energized _ very 
much.

Choices: 1) Leslie, 2) Derrick

Answer:

The answer is 2) Derrick.



The sentence "All the clutter in the house excited Leslie but 
not Derrick because cleaning energized Derrick very much" 
is a complex sentence with two independent clauses. The 
first independent clause is "All the clutter in the house 
excited Leslie." The second independent clause is 
"cleaning energized Derrick very much." The two 
independent clauses are joined by the conjunction "but."



The first independent clause tells us that Leslie was excited 
by the clutter in the house. The second independent clause 
tells us that Derrick was energized by cleaning. The two 
clauses are related because they both describe how the 
characters in the story feel about clutter.



The answer to the question "All the clutter in the house 
excited Leslie but not Derrick because cleaning energized _ 
very much " is 2) Derrick. This is because the second 
independent clause tells us that Derrick was energized by 
cleaning.

Figure 1: Examples of a generated response output by
PaLM 2 (Chat) when using zero-shot prompting (left)
and null-shot prompting (right) for WinoGrande.

for mitigating hallucination across the model de-
velopment and deployment pipeline (Ji et al., 2023;
Zhang et al., 2023; Huang et al., 2023).

Nevertheless, other studies have found that hal-
lucination is inevitable in LLMs (Xu et al., 2024;
Kalai and Vempala, 2024; Gekhman et al., 2024).
Recent research has suggested that hallucination is
instead a feature of LLMs (Bai et al., 2024) and is
to be expected from calibrated LLMs (Kalai and
Vempala, 2024). From another perspective, several
research groups have proposed that hallucination
may be regarded as a way for LLMs to be creative
(Huang et al., 2023; Rawte et al., 2023b; Jiang et al.,
2024). Given that hallucination may be inevitable
and is an innate property of LL Ms, instead of fo-
cusing solely on mitigating hallucination, which
is still crucial, an alternative approach is to take
advantage of this property instead.

This perspective must hold some value, as in a
recent paper proposing an automatic prompt opti-
mization technique for text toxicity classification
(Taveekitworachai et al., 2024), we discovered that
the optimized prompts contained a phrase instruct-
ing LLMs to look at a non-existent, i.e., null, sec-
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Null-Shot Phrase

Look at examples in the “Examples” section
and utilize examples and information from
that section to perform the following task.

Figure 2: Null-shot phrase instructing LLMs to look
into and utilize information from the null section.

tion and utilize information from that section. The
performance of the task increased even with this
phrase exploiting hallucination, in contrast to our
initial expectation. Therefore, in this paper, we gen-
eralize this phrase to make it suitable for general
tasks and evaluate it on broader types of tasks. We
name this approach of providing hallucination in
prompts null-shot prompting.

We perform various experiments across datasets
and LLMs to assess the effectiveness of null-shot
prompting in a variety of tasks, including arith-
metic reasoning, where we observe notable per-
formance increases. We also conduct experiments
on how null-shot prompting affects the ability of
LLMs to detect hallucination, and how eliciting
reasoning–known to reduce hallucination (Xu et al.,
2024)–and hallucination simultaneously impact
LLM performance. In the rest of this paper, we
discuss the methodology and implications of re-
sults for each experiment in their respective sec-
tions. Additional information on our methodology,
along with additional analyses and discussions, is
available in the Appendices. Our contributions are
as follows:

• We propose and comprehensively evaluate
null-shot prompting on a variety of bench-
marks.

• We perform analyses on the impact of halluci-
nation in prompts for 1) hallucination detec-
tion and 2) reasoning.

2 Null-Shot Prompting

We propose a null-shot phrase for null-shot prompt-
ing suitable for general tasks, as presented in Fig-
ure 2. This phrase is placed at the beginning of the
prompt. The decision to position the phrase at the
beginning is due to better performance compared to
placing it at the end of the prompt, as demonstrated
in Section 7.1. The original optimized prompt for
text toxicity classification containing the halluci-
nation inspiring our null-shot prompt is provided

in Section B. We acknowledge that LLMs, when
encountering such scenarios, should instead refuse
the request or ask for the missing information, as
expected behaviors, instead of simply following
such hallucinatory prompts. We discuss cases from
our experiments where we observed such behaviors
from certain LLMs in Section F.3.

3 Evaluation of Null-Shot Prompting

We select a broader set of tasks for the evaluation
of null-shot prompting on tasks commonly used for
evaluating the performance of LLMs. These tasks
consist of arithmetic reasoning (AQuA-RaT (Ling
et al., 2017) and GSM8K (Cobbe et al., 2021)),
commonsense reasoning (StrategyQA (Geva et al.,
2021a) and WinoGrande (Sakaguchi et al., 2021)),
reading comprehension (RACE-m and RACE-h
(Lai et al., 2017)), natural language inference
(ANLI (Nie et al., 2020)), and closed-book ques-
tion answering (TriviaQA (Joshi et al., 2017)). We
also select a comprehensive list of LLMs from var-
ious model families to provide a complete picture,
consisting of PaLM 2 (text and chat generation)
(Anil et al., 2023), Gemini 1.0 Pro (text and chat
generation) (Gemini et al., 2024), GPT-3.5 Turbo,
and GPT-4 Turbo (OpenAI et al., 2024). We in-
clude Claude models (Anthropic, 2024), specifi-
cally Claude 2.1, Claude 3 Haiku, Claude 3 Sonnet,
and Claude 3 Opus, as part of the evaluation, as
they are well-known for safety alignment, i.e., less
hallucinatory, to better understand how this aspect
affects null-shot prompting, which causes and ex-
ploits hallucination. A more detailed description,
rationales, and evaluation approach are provided in
Appendix C.

We report the performance of relative changes
when using null-shot prompting compared to the
zero-shot prompting baseline in Table 1. We note
that the full results of all tables presented in the
main body of the paper are available in Appendix D.
Full detailed statistical results are available sepa-
rately via the link provided in Appendix J. Out
of 34 combinations that show improvements from
null-shot prompting, 20 are statistically significant,
with 12 demonstrating medium effect sizes, seven
showing small effect sizes, and one exhibiting large
effect sizes.

We observe that null-shot prompting is able to
improve the performance of PaLM 2, both text and
chat generation. We observe great improvement in
arithmetic reasoning in Gemini 1.0 Pro, both text
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and chat generation, as well as GPT-3.5 Turbo. For
state-of-the-art models, GPT-4 Turbo and Claude 3
Opus, we observe a similar trend of performance
improvement in reading comprehension. However,
in the majority of cases for Claude models and
GPT-4 Turbo, we observe a subpar performance
when using null-shot prompting.

PaLM 2 and Gemini 1.0 Pro, both developed
by Google, retain the effectiveness of null-shot
prompting despite following different training
recipes. However, we note one difference between
these models observed in our experiments: we
do not observe performance gains from null-shot
prompting in commonsense reasoning tasks and
closed-book question answering. We argue that
this is due to the alignment process present in Gem-
ini 1.0 Pro and not in PaLM 2, which emphasizes
not hallucinating incorrect information in closed-
book question answering scenarios (Gemini et al.,
2024) and commonsense reasoning tasks, which
elicit reasoning in LLMs. Therefore, reducing the
chances of hallucination through improved recall
and reasoning (Xu et al., 2024).

In fact, commonsense reasoning, along with
closed-book reasoning, are tasks where we observe
the least number of models benefiting from null-
shot prompting. We discuss more on reasoning
and null-shot prompting in section 6. However, we
note that Gemini 1.0 Pro, which was emphasized
to perform hedging when encountering scenarios
similar to the null-shot phrase, as written in their
report (Gemini et al., 2024), is ineffective in most
scenarios as can be observed from the increased
performance.

Contrary to previous observations, we notice
that LLMs, which are currently among the strong
models considered to achieve state-of-the-art per-
formance across many tasks, like GPT-4 Turbo
and Claude 3 Opus, generally lose the effective-
ness of null-shot prompting, except in the case of
the reading comprehension task. In fact, null-shot
prompting is able to make GPT-4 Turbo achieve the
best performance in RACE-m and RACE-h among
the evaluated models. One unique aspect that only
exists within this task, and not in other tasks, is
its long context nature. This long context, due to
including a long article, leads LLMs to hallucinate
and think that the provided article is the mentioned
section. Thus, the null-shot phrase acts as addi-
tional conditional tokens reinforcing the LLMs to
pay attention to the provided article in this case,
leading to better performance. Nevertheless, we

acknowledge that the minimal increase in GPT-4
Turbo could also be attributed to normal prompt
sensitivity.

On the other hand, we observe that null-shot
prompting does not elicit the same trend of per-
formance change for these state-of-the-art LLMs
in the closed-book question answering task (Trivi-
aQA). This task shares one similarity with reading
comprehension in requiring the model to recall cer-
tain information, but the difference is that RACE
requires the model to recall information within the
context, while TriviaQA requires the model to re-
call information from their own parameters. The
null-shot phrase instructs these LLMs to look and
utilize information from the null section, which is
also a form of instruction focusing on information
recall, albeit such information never exists within
the context. It shows that for these state-of-the-art
LLMs, null-shot prompting does not elicit the mod-
els to recall information from their parameters but
is instead effective for recalling within context as
previously discussed.

Claude models are known for their emphasis
on safety and harmlessness, as evidenced by prior
work from their developers (Ganguli et al., 2022;
Bai et al., 2022b; Anthropic, 2024). Therefore, we
expect null-shot prompting to become less effective
and unsurprisingly, the results observed match our
expectations. Furthermore, we observe a higher
decrease in performance in the commonsense rea-
soning task, further supporting the argument that
reasoning decreases hallucination as known in the
community. However, we observe that the state-
of-the-art model, Claude 3 Opus, benefits from
null-shot prompting in the reading comprehension
task, as previously discussed. Furthermore, Claude
3 Haiku, the smallest model in the Claude 3 se-
ries, has high performance gains from null-shot
prompting in the natural language inference (NLI)
task. Since it is a proprietary model, we cannot
say for certain on which changes in the model are
responsible for the observed effects.

Based on the overall results so far, we establish
a few observations:

• Null-shot prompting is very effective for
Google models across tasks.

• Null-shot prompting is less effective in com-
monsense reasoning and closed-book reason-
ing tasks.

• Null-shot prompting is less effective in LLMs
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Model AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
PaLM 2 -2.7% 11.28%∗∗ 10.95%∗∗∗ 10.1%∗∗∗ 1.85%∗∗ 3.64%∗∗∗ 2.71% 7.01%∗∗∗

– (Chat) 5.26% 2.25% 1.66% 6.97%∗∗∗ 1.04% 0.68% 1.56% -0.14%
Gemini 1.0 Pro 38.46%∗∗ 28.97%∗∗∗ -24.43% -1.36% 1.93%∗∗ 2.13%∗∗∗ 2.14% -63.96%

– (Chat) 44.62%∗∗ 27.93%∗∗∗ -25.39% -1.12% 0.74% 1.63%∗∗∗ 1.63% -63.97%
GPT-3.5 Turbo 33.94%∗∗∗ 15.19%∗∗∗ 3.14%∗∗ -1.84% -1.79% -1.19% -3.61% 1.23%

GPT-4 Turbo -0.52% -1.53% -17.39% -24.06% 0.3% 0.42% -0.26% -0.94%
Claude 2.1 -11.52% -19.02% -70.84% -89.29% -0.97% 2.94% -21.34% -72.75%

Claude 3 Haiku -7.45% -2.56% -33.57% -33.38% -9.36% -8.76% 34.4%∗∗∗ -17.83%
Claude 3 Sonnet -8.39% -8.56% -59.67% -45.67% -18.87% -16.43% -20% -59.47%

Claude 3 Opus -17.82% -22.59% -92.85% -99.11% 5.2%∗∗∗ 7.89%∗∗∗ -10.3% -75.7%

Table 1: This table shows relative performance changes when instructing an LLM with null-shot prompting
compared to zero-shot prompting on selected tasks. Green values indicate a relative performance increase, and
Bold indicates the largest performance change within the same task. Underline indicates the best performance
change within the same LLM. This convention applies to all the tables in this paper that present relative performance
changes. For cases where null-shot prompting or its reasoning variant show improvement over the baseline, ∗, ∗∗,
and ∗∗∗ indicate statistical significance at 0.05, 0.01, and 0.001, respectively.

trained with a focus on hallucination reduc-
tion.

• Null-shot prompting is effective with state-
of-the-art LLMs for reading comprehension
tasks.

• Efficient inference optimization techniques,
such as weight pruning, may affect hallucina-
tion mitigation implemented in LLMs.

Another crucial observation is performance gain
in arithmetic reasoning tasks where we observe
high performance improvement in PaLM 2, Gem-
ini 1.0 Pro, and GPT-3.5 Turbo, especially Gemini
1.0 Pro and GPT-3.5 Turbo. These tasks, at first,
seem unrelated to and likely unbeneficial from the
hallucinatory instruction in the null-shot phrase,
as they focus on reasoning in computation steps
and numerical calculations. However, when con-
sidering from the perspective that hallucination is
a way of expressing creativity in LLMs, we be-
lieve that this kind of task will benefit more, as
arithmetic reasoning, unlike other tasks, has nu-
merous ways to reach the final answer and often
requires creativity in devising such intermediate
steps. Therefore, it is likely that these LLMs also
benefit from such creativity from the hallucination
in null-shot prompting. We investigate this task
further in the next section.

4 MATH Evaluation Sets

We expand our evaluation by focusing on the arith-
metic abilities of LLMs, as we previously observed
significant improvements when using null-shot
prompting for certain LLMs in arithmetic reason-
ing tasks. We select the MATH dataset (Hendrycks
et al., 2021), which not only offers more challeng-
ing questions but also covers a variety of topics,

aiding in further analysis. We follow the evalua-
tion methodology of the previous section, with the
addition of instructions for the model to output in
a specified format to aid in the evaluation process.
This format follows the original dataset labeling.

The results are presented in Table 2. Overall, we
observe a similar trend in MATH-related tasks with
PaLM 2 (Chat) and GPT-3.5 Turbo, showing im-
provements when using null-shot prompting across
topics. However, we did not observe the same per-
formance improvement trend in PaLM 2, and we
noticed that performance improvements for Gemini
1.0 Pro are only seen in prealgebra, algebra, count-
ing and probability, and geometry. Additionally,
GPT-4 Turbo and Claude models, which originally
did not gain performance improvements with null-
shot prompting, now show performance increases.
However, it is worth noting that GPT-4 Turbo and
Claude 3 Opus, which are state-of-the-art models,
only gain performance increases in one topic each.
We report that out of 33 combinations that show
improvements from null-shot prompting, 17 are
statistically significant, with seven demonstrating
medium effect sizes, five exhibiting large effect
sizes, and five showing small effect sizes.

The results for PaLM 2 (Chat) show significant
improvements across topics, with the most substan-
tial performance improvement in algebra. However,
we do not observe the same trend for PaLM 2. On
the other hand, Gemini 1.0 Pro and Gemini 1.0
Pro (Chat) share the same trend of performance
changes. Aside from performance improvements
across most topics, we observe an interesting in-
sight in the number theory topic where null-shot
prompting causes no change in performance, which
is surprising as changes in prompts usually lead to
differences in the outcomes of the models. The
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Model Prealgebra Algebra Num. Th. Count. & Prob. Geometry Int. Algebra Precalculus
PaLM 2 -2.6% -3.5% -1.56% -14.75% -4.41% 4.9% 0%
– (Chat) 116.39%∗∗∗ 247.62%∗∗∗ 166.67%∗∗∗ 113.04%∗∗∗ 48.15% 78.38%∗∗∗ 83.33%∗∗

Gemini 1.0 Pro 9.35%∗∗∗ 8.11%∗ 0% 3.9% 5.56% -4.48% -6.6%
– (Chat) 8.27%∗∗ 8.81%∗ 0% 2.6% 5.56% -3.73% -7.48%

GPT-3.5 Turbo 29.16%∗∗∗ 42.42%∗∗∗ 48.84%∗∗∗ 22.95%∗∗ 20.69%∗ 16.56%∗ 1.68%
GPT-4 Turbo -0.79% -5.35% -0.9% 1.22% -8.48% -4.08% -11.54%

Claude 2.1 -8.53% -7.46% -7.81% -3.81% -6.36% 0.88% 11.11%
Claude 3 Haiku -4.94% -1.22% 5.75% 2.34% -4.84% 3.01% 3.88%

Claude 3 Sonnet 0.9% 1.59% -7.58% -3.7% -12.9% -0.65% -3.74%
Claude 3 Opus -1.87% -2.35% -7.42% -10.19% -7.31% 3.58% -5.76%

Table 2: This table presents evaluation results on the MATH benchmark when using null-shot prompting compared
to the zero-shot prompting baseline. Henceforth, for all the tables presenting results from the MATH dataset, Num.
Th., Count. & Prob., and Int. Algebra denote number theory, counting and probability, and intermediate algebra,
respectively.

only other occurrence of no performance change
is with the base PaLM 2 model in the precalculus
topic.

Not only are there occurrences of no changes
in performance, but we also observe that in cases
where null-shot prompting causes a performance
decrease, it is less deviated from the zero-shot per-
formance baseline compared to the previous sec-
tion’s evaluation. This is especially true for Claude
models, where we see less performance decrease
and even observe some performance gains in mod-
els and topics. This leads us to believe that math-
related tasks may require a certain degree of hallu-
cination or creativity to perform well.

Counting & probability and intermediate alge-
bra are two tasks that show the highest number of
LLMs benefiting from null-shot prompting. This
indicates that null-shot prompting is effective in
problems requiring statistical and symbolic reason-
ing. In contrast, only a moderate number of LLMs
benefit in prealgebra and algebra; these tasks focus
more on numerical calculations.

We also note that GPT-3.5 Turbo, another LLM
that benefits from null-shot prompting for math
problem-solving, shows high performance gains
across topics, with less notable increases only in
precalculus. GPT-3.5 Turbo and PaLM 2, which
benefit the most from null-shot prompting, are
based on decoder-only Transformer architecture.
We believe that null-shot prompting requires mod-
els to use Transformer architecture and undergo
chat-tuning to be creative in math problem-solving
and exhibit the performance gain.

5 Hallucination Detection

Since null-shot prompting includes hallucinatory
instructions, we explore how it affects the halluci-
nation detection abilities of LLMs. We hypothesize
that by including hallucination in the prompt, mod-

els will suffer from degraded abilities in hallucina-
tion detection, since there are conflicting elements
in the prompt, namely, hallucination. To evalu-
ate hallucination detection, we utilize HaluEval
(Li et al., 2023b), a hallucination detection dataset
which contains scenarios such as general dialogue,
question answering, and summarization. We adapt
the original prompts from the evaluation set to suit
our task by removing few-shot examples in the
prompts and evaluating in zero-shot or null-shot
scenarios instead, to reduce factors affecting per-
formance during the analysis.

We present results from HaluEval in Table 3.
Of the 25 combinations that show improvements
from null-shot prompting, 14 are statistically signif-
icant, with six demonstrating medium effect sizes,
six showing small effect sizes, and two exhibit-
ing large effect sizes. We observe performance
improvement when using null-shot prompting in
most cases. However, we acknowledge that most
of the improvements for Gemini 1.0 Pro models,
GPT-4 Turbo, and Claude 3 Opus are small and
most likely caused by prompt variations. However,
this minimal change also signifies that null-shot
prompting, which exploits hallucination, does not
affect the abilities of LLMs to perform hallucina-
tion detection as much. In fact, we observe the
opposite trend for many models, especially PaLM
2 (Chat), which gains improvement in performance
when using null-shot prompting for hallucination
detection.

These results are quite surprising as they contra-
dict our hypothesis and are very counter-intuitive
in the sense that providing a prompt with hallucina-
tion improves the hallucination detection abilities
of the LLMs. One similarity in the results of PaLM
2 (Chat) from the MATH evaluation and HaluEval
evaluation is that this model is relatively weak in
these evaluations compared to the other LLMs. In
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Model General Dialogue QA Sum.
PaLM 2 1.62%∗∗∗ 2.24%∗∗∗ 0.99% 8.43%∗∗∗

– (Chat) 25.6%∗∗∗ 1.59% 62.65%∗∗∗ 141.94%∗∗∗

Gemini 1.0 Pro 0.05% 0.28% 1.47%∗∗∗ -0.2%
– (Chat) 0.05% 0.25% 1.44%∗∗∗ -0.12%

GPT-3.5 Turbo 0.28% 4.83%∗∗∗ 9.42%∗∗∗ -2.12%
GPT-4 Turbo -0.03% 0.45% -4.26% -0.2%

Claude 2.1 -0.19% -10.64% -13.33% -7.6%
Claude 3 Haiku -0.94% 2.04%∗∗∗ -3.74% 6.25%∗∗∗

Claude 3 Sonnet 0.14% 4.84%∗∗∗ -18.47% 3.38%∗∗∗

Claude 3 Opus -0.38% -7.85% 0.97% 0.04%

Table 3: This table presents relative results of performance changes from evaluating null-shot prompting compared
to zero-shot prompting using HaluEval for determining hallucination detection abilities in scenarios of each LLM.
Henceforth, for all the tables presenting results of HaluEval, QA denotes question answering scenarios, and Sum.
denotes summarization scenarios.

addition, it is PaLM 2 that we see a drastic increase
in performance when using null-shot prompting for
both cases. Based on the observed performance
when using zero-shot prompting for HaluEval of
PaLM 2 (Chat), which signifies its inherent abili-
ties in performing hallucination detection, we know
that this model is the weakest among the selected
LLMs for hallucination detection.

For dialogue scenarios, we see that all models,
except for Claude 2.1 and Claude 3 Opus, have in-
creased performance when using null-shot prompt-
ing, supporting our previous discussion about the
chat-tuned version of PaLM 2 gaining the most in-
crease in performance. Similar to previous observa-
tions of other evaluation sets, we also see GPT-3.5
Turbo gaining significant performance increases
in dialogue and question answering scenarios. As
previously discussed, this is another evidence that
null-shot prompting is effective with chat-tuned
Transformer models. Additional studies and analy-
ses are provided in the Appendices.

6 Reasoning and Hallucination

In this section, we investigate how reasoning,
known to reduce hallucination, combined with hal-
lucination in prompts, can affect the LLMs. We
follow the same setups as Sections 3 and 4. How-
ever, we change the baseline to zero-shot chain-of-
thought (0CoT) prompting (Kojima et al., 2022)
and compare it against ∅CoT. ∅CoT combines the
original null-shot prompting with a phrase from
0CoT instructing an LLM to think “step-by-step”
(reasoning). We believe that this contrasting in-
struction proves to be interesting to observe and

may help shed some light on understanding the
inner workings of LLMs.

We present the results of the evaluations in Ta-
ble 4 and Table 5. As expected, we observe that in
the majority of cases of evaluation on a variety of
tasks from Table 4, ∅CoT prompting results in a
performance decrease. This trend holds true across
datasets, except for RACE-m and RACE-h, which
are reading comprehension tasks. This serves as an-
other evidence of the effectiveness of reasoning in
mitigating hallucination, even when hallucination
is provided within the prompt.

However, there are also cases where a perfor-
mance increase in the reading comprehension task
is very noticeable in PaLM 2 and Claude models,
except Claude 3 Opus. For example, Claude 3
Haiku achieves a 44.46% and 36.42% performance
increase for RACE-m and RACE-h, respectively,
compared to a strong 0CoT prompting baseline.
The reason behind this is likely as previously dis-
cussed regarding the long-context nature of the task
and the possibility of changes in architecture for
state-of-the-art LLMs. For the datasets utilized in
the main experiment, 19 combinations show im-
provements, 11 of which are statistically signifi-
cant: four demonstrate medium effect sizes, four
show small effect sizes, and three exhibit large
effect sizes. On the other hand, there are 40 im-
proved combinations for the MATH datasets, 10
of which are statistically significant: seven demon-
strate medium effect sizes, and three show small
effect sizes.

We also observe cases where some LLMs
gain substantial performance increase when using
∅CoT prompting. Gemini 1.0 Pro models for arith-
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Model AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
PaLM 2 -54.44% -27.71% -5.36% 18.89%∗∗∗ 16.18%∗∗∗ 20.16%∗∗∗ -0.85% -4.5%
– (Chat) -5.88% -7.55% 14.75%∗∗∗ -4.49% 0.49% 0.79% -2.49% -2.12%

Gemini 1.0 Pro 8.47% -9.99% -98.42% -99.62% -3.02% -1.06% -7.07% -98.54%
– (Chat) 8.06% -11.66% -98.42% -99.62% -2.32% -0.73% -8.01% -98.55%

GPT-3.5 Turbo -3.42% -4% -13.21% -10.96% -3.34% 0.15% -46.94% 0.75%
GPT-4 Turbo 2.08% -1.12% -2.34% 24.77%∗∗∗ -5.64% -8.56% -8.79% -1.04%

Claude 2.1 -2.44% -3.29% -50.94% -87.86% 7.99%∗ -0.68% -17.02% -41.63%
Claude 3 Haiku -3.12% -1.99% -1.66% -49.39% 44.46%∗∗∗ 36.42%∗∗∗ -3.96% -15.58%

Claude 3 Sonnet -14.57% -1.67% -83.83% -81.54% 14.46%∗∗∗ 15.09%∗∗∗ 16.56%∗∗∗ -46.95%
Claude 3 Opus -9.88% -1.08% -57.3% -51.83% -4.89% -8.52% 3.5% -23.27%

Table 4: This table presents relative results of performance change when using ∅CoT prompting compared to
zero-shot chain-of-thought prompting for evaluation sets used in Section 3.

Model Prealgebra Algebra Num. Th. Count. & Prob. Geometry Int. Algebra Precalculus
PaLM 2 -15.64% -1.5% -1.75% 5.08% 12.5% 6.38% -2.94%
– (Chat) 38.98%∗∗ 68%∗∗∗ 40% 35% 34.62% 38.46% 5.56%

Gemini 1.0 Pro 21.16%∗∗∗ 28.79%∗∗∗ 18.89% 21.18%∗ 13.83% -7.09% 3.16%
– (Chat) 20.58%∗∗∗ 28.93%∗∗∗ 13.33% 22.62%∗∗ 18.28%∗ -6.4% 4.21%

GPT-3.5 Turbo -1.54% -0.44% 5.15% 6.37% 10.87% 0% -6.11%
GPT-4 Turbo -2.52% 1.56% -1.16% -0.4% 0% 4.89% -0.62%

Claude 2.1 5.8% 0.2% 10.77% 0.96% 9.37% -7.56% 10.59%
Claude 3 Haiku -2.01% -1.03% 2.72% -5.8% 10.19% -15.49% 19.19%∗

Claude 3 Sonnet -81.93% -81.51% -64.32% -77.59% -77.7% -66.89% -48.98%
Claude 3 Opus 1.85% -1.12% -1.68% 2.4% 2.9% 1.03% -1.53%

Table 5: This table presents relative results of performance change when using ∅CoT prompting compared to
zero-shot chain-of-thought prompting for evaluation sets used in Section 4.

metic reasoning, PaLM 2 (Chat) for StrategyQA,
and Claude 3 Sonnet for ANLI. Nevertheless, we
acknowledge the limitation of our current approach
which only shows us what happens and not why it
happens. These observations are also very tightly
coupled with the model. Therefore, future work
should focus on expanding the evaluation using
open-source models for better analysis, which we
could not do due to limitations of our computa-
tional infrastructure. We also note that with recent
advancements in interpretation techniques (Bricken
et al., 2023; Templeton et al., 2024), it is also pos-
sible to apply such techniques to better understand
how null-shot prompting and its variants affect ac-
tivations of neural features and shed some light on
the possibility of gaining benefits of improved per-
formance without the risk of hallucination when
using null-shot prompting.

For the MATH evaluation, we observe a differ-
ent trend compared to the general evaluation sets.
We find that null-shot prompting exhibits higher
effectiveness, a trend in the same direction as when
we evaluated null-shot prompting for the MATH
dataset in Section 4. This is quite surprising given
the fact that we observe mostly no performance
improvement in AQuA and GSM8K when using
∅CoT prompting, which are also mathematics-
related tasks. Furthermore, geometry is a topic
where we observe the most effectiveness of ∅CoT
prompting across models. This leads us to argue
that for LLMs, geometry requires creativity (Scho-

evers et al., 2022)–hallucination–rather than rea-
soning, to perform well. We also see that counting
& probability, which shows performance increase
when using null-shot prompting, is another poten-
tial topic where reasoning and creativity are both
necessary. Additionally, we observe moderate per-
formance improvements in pre-algebra and alge-
bra, in contrast to the experiments in Section 4,
where we observe the improvement more from in-
termediate algebra. Future studies may utilize the
previously mentioned interpretability approaches
(Bricken et al., 2023; Templeton et al., 2024) to
further explore how LLMs pay attention to tokens
related to reasoning or hallucination in prompts to
better understand this phenomenon.
∅CoT prompting also shows another venue for

further research. We often treat each approach in
prompt engineering (PE) as discrete. However,
there is a possibility of combining multiple ap-
proaches together. Currently, we are limited in
understanding the effects of combining different
PE approaches together, and we encourage future
studies to explore this further.

7 Ablation Studies

We perform ablation studies to better understand
how placement position of the null-shot phrase and
each component in the phrase affects performance.
We conduct experiments to assess those aspects
in Section 7.1 and Section 7.2, respectively. In
general, we observe that placing the phrase at the
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end yield the maximum performance, and all com-
ponents contribute to different degree of improve-
ments, and combining all components, as in our
phrase, would be most suitable across tasks.

7.1 Positions of Null-Shot Phrase
To determine the best placement position of the
null-shot phrase, we conduct experiments follow-
ing recipes described in Section 3 and Section 4.
We compare placing the phrase before the task in-
struction and at the end of the prompt. To reduce
the cost of the experiments, we use only the GPT-
3.5 Turbo model. We compare the obtained perfor-
mance against the same zero-shot prompting base-
line as described in our main experiments. Relative
results are shown in Table 6 and Table 7. Absolute
versions of the results are available in Table 16 and
Table 17.

We observe that placing the null-shot phrase
at the beginning shows superior effectiveness
across datasets and mathematical topics, except for
GSM8K. We argue that this is due to the fact that
placing content at the beginning exhibits stronger
conditional strength for these models to rely on
for output generation. This phenomenon has also
been mentioned in another study, where tokens at
the beginning of the prompt have been given more
importance compared to the end of the prompt (Liu
et al., 2023).

7.2 Components of Null-Shot Phrase
To assess the contribution of each component in
the null-shot phrase, we conduct experiments simi-
lar to the one described in the previous subsection,
again using only GPT-3.5 Turbo to save costs. We
decompose our null-shot phrase into two main com-
ponents: “Look at examples in the ‘Examples’ sec-
tion” and “utilize examples and information from
that section.” This breakdown is illustrated in Fig-
ure 6.

We prepare three additional variants of the null-
shot phrase. v1 and v2 removed the first and second
components, respectively; and v3 removed both
components. These are shown in Figure 7, Fig-
ure 8, and Figure 9, respectively. Relative results
from the experiments are shown in Tables 8 and 9;
absolute results are available in Tables 18 and 19.
We observe that removing both components, as in
v3, reduces the effectiveness of null-shot prompt-
ing on all datasets compared to the full null-shot
phrase, except in one mathematical topic, geometry.
Thus, simply instructing the model to perform the

task by looking into the null section is insufficient.
We also find that, on the majority of tasks except

for arithmetic reasoning and closed-book question
answering, v2 shows the most prominent perfor-
mance. Therefore, the first component instructing
the model to look into the imaginary section plays
an important role. However, for the arithmetic rea-
soning task, we find that v1 is most effective, so
instructing the model to utilize examples and in-
formation is crucial for arithmetic tasks. For the
closed-book question answering task, both com-
ponents are required, as can be seen that our full
null-shot phrase provides the best performance, i.e.,
it requires both look and utilize instructions.

In contrast, for results of the MATH benchmark,
we find that the full null-shot phrase is the most
prominent in getting the highest improvements.
Only in cases of prealgebra, where v1 is the best,
and geometry and precalculus, where v3 achieves
the best performance. These observations show
that the full null-shot phrase may provide the best
balance as it encompasses all of the components,
making it suitable across tasks and topics.

8 Conclusions

We present various experiments to investigate an in-
triguing phenomenon when providing LLMs with
a prompt eliciting and exploiting hallucination and
observe various performance changes. We observe
that null-shot prompting is effective for chat-tuned
Transformer LLMs. We also observe that null-
shot prompting exhibits its effectiveness for read-
ing comprehension and mathematics-related tasks.
Given the hallucination detection results, it also re-
veals a surprising conclusion that null-shot prompt-
ing is also effective for increasing LLMs’ abilities
for detecting hallucination. Combining reasoning
and hallucination, ∅CoT prompting, shows that
some mathematical topics problems require both
reasoning and creativity to perform well. We hope
this paper serves as an initial step towards a bet-
ter understanding of how hallucination in prompts
affects LLMs.
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Approach AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
Null-Shot 33.94% 15.19% 3.14% -1.84% -1.79% -1.19% -3.61% 1.23%

Null-Shot (After) 30.28% 19.2% -6.21% -69.08% -4.81% -4.62% -46.47% -3.09%

Table 6: This table shows relative results comparing placing the null-shot phrase at the beginning of the prompt,
denoted by Null-Shot, and at the end of the prompt, denoted by Null-Shot (After). The performance shown is the
relative performance change when compared to the zero-shot prompting baseline for both variants.

Model Prealgebra Algebra Num. Th. Count. & Prob. Geometry Int. Algebra Precalculus
Null-Shot 29.16% 42.42% 48.84% 22.95% 20.69% 16.56% 1.68%

Null-Shot (After) 15.53% 20.13% 13.18% 1.64% 16.38% 4.29% -0.84%

Table 7: This table shows relative results comparing placement of the null-shot phrase, similar to the previous table.
However, this table shows evaluation results using the MATH dataset.

Approach AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
Null-Shot 33.94% 15.19% 3.14% -1.84% -1.79% -1.19% -3.61% 1.23%

Null-Shot V1 36.7% 16.85% 2.73% -3.95% -2.12% -1.75% -6.37% 0.62%
Null-Shot V2 10.09% 8.98% 4.57% 1.84% -1.14% -0.8% 0.52% -0.37%
Null-Shot V3 27.52% 15.88% 1.23% -8.82% -1.47% -1.43% -2.07% -0.25%

Table 8: This table presents relative results of each null-shot variant, showing changes relative to the zero-shot
prompting baseline performance.

Model Prealgebra Algebra Num. Th. Count. & Prob. Geometry Int. Algebra Precalculus
Null-Shot 29.16% 42.42% 48.84% 22.95% 20.69% 16.56% 1.68%

Null-Shot V1 32.15% 39.83% 44.96% 21.31% 24.14% 6.75% 11.76%
Null-Shot V2 12.53% 16.67% 16.28% 2.46% 18.1% -0.61% -5.88%
Null-Shot V3 25.07% 33.55% 44.96% 16.39% 25% 4.29% 5.04%

Table 9: This table presents relative results similar to the previous table, but for the MATH dataset.
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Limitations

In this paper, we present early investigations on
how hallucination in prompts affects LLMs’ per-
formance on tasks. We acknowledge that there are
more nuances and aspects that we do not include
in this study as we intend for this study to be an
initial step in that direction. We also do not utilize
state-of-the-art open-source LLMs in this study
due to limitations of our resources. Due to resource
constraints, we are unable to evaluate even more
variants of the null-shot phrase. However, we study
how each prompt component in the phrase affects
the final performance outcomes in Section 7.2.

We were also able to conduct a limited scaling
study only on smaller sizes of LLMs, with a maxi-
mum at 7B, due to resource constraints. We present
these findings in Section E. We note that broader
evaluations across more tasks and LLMs with vary-
ing sizes and architectures are expected to help
further generalize our findings and provide deeper
insights. We also point out that the current trend
of efficient LLMs, such as using quantized LLMs
(Bai et al., 2022a; Xiao et al., 2023) or perform-
ing weight pruning (Wang et al., 2020; Jiang et al.,
2023; Sun et al., 2024), may also affect outcomes
from the experiments and should be further inves-
tigated. Similarly, base and chat models demon-
strated significant behavioral differences in PaLM 2
models and require further generalized evaluations
on more variants.

While the study that introduced 0CoT prompting
(Kojima et al., 2022) used a two-stage prompting
approach for improved result extraction, we did not
utilize this approach in our study to reduce costs,
which may result in some cases of unsuccessful
result extraction. However, we compensated for
it with very flexible output extraction scripts in-
stead (cf. Section C.1). Finally, interpretability

for LLMs is an active area of research and there
are works presenting attempts to better understand
what happens inside LLMs during inference. We
believe that studies by Bricken et al. (2023) and
Templeton et al. (2024) offer an interesting avenue
for applying to better understand the phenomena of
null-shot prompting. There are possibilities that us-
ing a similar approach as in Templeton et al. (2024)
will not only help us better understand null-shot
prompting but also eliminate hallucination while
maintaining gained benefits. Therefore, it should
be further investigated.

Ethics Statement

Similar to general use cases of LLMs, our approach
is likely to suffer from dataset poisoning (Wal-
lace et al., 2021) as polluted datasets may increase
the performance of our approach at the cost of in-
creased hallucination in LLMs. Furthermore, we
are unsure about the null examples that models en-
vision during their output generation. Thus, they
may retrieve biased, harmful, or toxic content and
may lead to the reproduction of such content in the
generated outputs. We also note that it is possible
to use null-shot prompting or a modified version
of the prompting to avoid harmless and helpful
aligned behaviors or other safety mechanisms built
into the models and cause jailbreaking (Wei et al.,
2023). Finally, as we have a limited understanding
of the deeper workings of LLMs in general, which
is an active area of research, utilizing null-shot
prompting may lead to unexpected behaviors.
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Appendix A Related Work

A.1 Hallucination in LLMs
Various studies have explored hallucination in
LLMs, i.e., behaviors when models provide con-
flicting information in their outputs (Zhao et al.,
2023). Attempts have been made to reduce halluci-
nation in LLMs across steps in model development,
e.g., pre-training (Touvron et al., 2023), fine-tuning
(Askell et al., 2021; Bai et al., 2022b; Touvron et al.,
2023), and inferencing (Dhuliawala et al., 2023; Li
et al., 2023b). These efforts are propelled by the
development of various benchmarks for hallucina-
tion (Lin et al., 2022; Li et al., 2023b). While it is
crucial to reduce hallucination in LLMs, our study
proposes that we can exploit these hallucination
in LLMs to achieve greater performance across
tasks and also utilize this approach for evaluating
hallucination in LLMs.

A.2 Prompt Engineering
PE is a field focused on improving the performance
of LLMs through structuring inputs provided to
these models, i.e., prompts. Many prompting ap-
proaches have been proposed over the years, e.g.,
few-shot prompting (Brown et al., 2020), CoT
prompting (Wei et al., 2022b), and 0CoT prompt-
ing (Kojima et al., 2022). Many variants of CoT
prompting have also been proposed, with their fo-
cus either on the chain, e.g., chain-of-note (Yu
et al., 2023), CoVe (Dhuliawala et al., 2023), and
chain-of-code (Li et al., 2023a) prompting. An-
other line of research focuses on the thought, such
as tree-of-thought (Yao et al., 2023a), graph-of-
thought (Besta et al., 2023), and everything-of-
thought (Ding et al., 2023) prompting. While we
share similarities with few-shot prompting in utiliz-
ing examples and other chain and thought facilities
of PE in eliciting longer responses from LLMs, our
approach utilizes hallucination in LLMs to use ex-
amples that exist within the model. Furthermore,
to the best of our knowledge, we are the first to
propose PE for hallucination exploitation.

Appendix B Original Optimized Prompt

The original optimized prompt from an existing
work that inspired null-shot prompting is shown
in Figure 3. This original prompt is intended for
a task of text toxicity classification. The LLM
hallucinated during the optimization process and
resulted in an optimized prompt that exploits in-
structions to utilize information from a null section

that was never provided in the prompt. However,
it is surprising that the best-performing optimized
prompt, which exploits hallucination, performed
the best in their paper.

Appendix C Additional Experiment
Details

C.1 Datasets and Evaluation
To assess the performance of null-shot prompting,
we conduct experiments on 21 models: 10 for the
main experiments and 11 additional models for
the scaling study. LLMs used for the main exper-
iments are PaLM 2, PaLM 2 (Chat), Gemini 1.0
Pro, Gemini 1.0 Pro (Chat), GPT-3.5 Turbo, GPT-4
Turbo, Claude 2.1, Claude 3 Haiku, Claude 3 Son-
net, and Claude 3 Opus; Pythia-14M, Pythia-31M,
Pythia-70M, Pythia-160M, Pythia-410M, Pythia-
1B, Pythia-1.4B, Qwen1.5-0.5B-Chat, Qwen1.5-
1.8B-Chat, Qwen1.5-4B-Chat, and Qwen1.5-7B-
Chat are used for the scaling study. Full details
of the setup for each LLM are described in Sec-
tion C.2. The experiments are performed on six
tasks across eight datasets for the main and reason-
ing experiments, seven topics from MATH bench-
mark for mathematics problem solving evaluations,
and four scenarios for hallucination evaluation
from HaluEval. Setup details for each dataset are
described as follow. Additional details regarding
ablation studies are provided separately in Sec-
tion 7.

We evaluate the performance of null-shot
prompting and zero-shot prompting–the latter is
a baseline–on six tasks across ten datasets. The
baseline performance is the zero-shot prompting
performance of the respective model on the dataset
unless stated otherwise in the ablation studies. We
assess the increase in performance when using
null-shot prompting for each respective model
compared to the zero-shot prompting baseline.
The rest of this section discusses each dataset
and its associated evaluation. For all datasets,
we use a standardized question format. The
comprehensive list of datasets and their associated
details, along with the standardized format for task
instructions and inputs in the prompt, as well as
output extraction details, while examples of each
dataset are presented in Section G.

Arithmetic Reasoning: AQuA-RAT (Ling
et al., 2017) provides a variety of mathematical
questions requiring different strategies to solve.
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Classify the “Message” provided below from a chat in an online community into one of the
specified categories along with a reason in the specified JSON format in a Markdown code block
(between `json`and `code`). Utilize the information from the “Prediction result” section to
correctly classify the text.

Categories: “toxic”, “clean”

Message: <message>

Output format:
```json
{
“message”: <message>,
“reason”: <reason>,
“predicted”: <predicted category>
}
```

Please adhere to the following rules:
1. The content of the “Message” and “predicted category” must not be modified.
2. The “reason” should provide an explanation or justification for the classification, based on the
information obtained from the “Prediction result” section.
3. Consider other examples in the “Prediction result” section to guide your classification.

Figure 3: The original optimized prompt, where the sentences inspiring null-shot prompting are highlighted in
yellow.
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This dataset includes questions as natural language
descriptions of expressions and five answer options
with one correct option label. Similarly, GSM8K
(Cobbe et al., 2021) provides diverse grade school
math word problems where the label is a number.
However, GSM8K does not provide any choices,
and models need to generate its own answer.
Commonsense Reasoning: StrategyQA (Geva
et al., 2021a) provides questions that require im-
plicit reasoning steps, i.e., strategy, to answer the
question. It covers a wide range of topics, and the
answer to each question is either “YES” or “NO.”
On the other hand, WinoGrande (Sakaguchi et al.,
2021) presents an adversarial Winograd (Levesque
et al., 2012) schema challenge for a more robust
commonsense reasoning benchmark.
Reading Comprehension: RACE (Lai et al., 2017)
presents a dataset containing English exams for
middle-school (RACE-m) and high-school (RACE-
h) students. Some questions in this dataset also
require the model to reason, posing a higher chal-
lenge for models. We utilize both versions of the
dataset in the experiments.
Natural Language Inference and Closed-Book
Question Answering: ANLI (Nie et al., 2020)
provides an adversarial natural language inference
(NLI) dataset that is more challenging than stan-
dard NLI. We utilize data from the third round of
data collection (R3) as our test set, as this round
includes not only Wikipedia as the only source
but also other media such as news, fiction, and
spoken text. Finally, TriviaQA (Joshi et al., 2017)
is selected to test generalization in typical ques-
tion answering from model knowledge, i.e., “Does
null-shot prompting help the model improve its
knowledge-recalling ability?” Due to resource con-
straints, we sample only 1000 records from the
dataset as our test set.
Mathematics Problem Solving and Hallucina-
tion Detection: MATH (Hendrycks et al., 2021)
provides a challenging set of problems across multi-
ple topics in mathematics. We selected this bench-
mark due to its reputation for evaluating LLMs
and its topic classification, which helps us better
understand how hallucination relates to mathemat-
ics problem-solving abilities. HaluEval (Li et al.,
2023b) evaluates LLMs’ hallucination detection
abilities. For this dataset, as each record contains
both hallucinatory and normal options for non-
general scenarios, we randomly select one of the
options to be a test case, resulting in approximately
half of the test cases containing hallucination.

Additional context, e.g., article, context, and
hypothesis
Question: {question}
Choices: {choices}
Answer: {output format instruction}

Figure 4: The task instruction and task input format
used for the experiments.

Dataset Task Test split Count Ans.
AQuA-RAT AR test 254 MC

GSM8K AR test 1319 Num.
StrategyQA CR test 2290 BC

WinoGrande CR dev 1267 BC
RACE-m RC middle-test 1436 MC
RACE-h RC high-test 3498 MC

ANLI NLI R3-test 1200 MC
TriviaQA CQA Wikipedia 1000∗ Text

MATH AR test 5000 Num.
HaluEval HD N/A 14507 BC

Table 10: Details of each dataset. Test split shows the
split used for evaluations in this study, while Count
shows the number of included samples. For the Task,
AR: Arithmetic Reasoning, CR: Commonsense Reason-
ing, RC: Reading Comprehension, NLI: Natural Lan-
guage Inference, CQA: Closed-book Question Answer-
ing, and HD: Hallucination Detection. The Ans. de-
notes the type of the expected answer, where BC repre-
sents binary choices, MC represents multiple choices,
Num. represents an arbitrary number answer, and Text
represents a free-text answer.
∗We downsampled TriviaQA to only 1000 records to save
budget.

Figure 4 displays the format of task instructions
and inputs for the datasets. This format is inspired
by the procedure used in the 0CoT prompting study
(Kojima et al., 2022). Choices and additional con-
text are only provided in the prompts when applica-
ble. Output format instructions are only provided
for the MATH dataset to aid in information extrac-
tion. The format instruction is based on the original
output label of the dataset. All included datasets
are in English. Additional details on the chosen
testing set and the number of records are presented
in Table 10.

We note that AQuA-RAT, WinoGrande, and Triv-
iaQA are under the Apache License, Version 2.0.
GSM8K, StrategyQA, MATH, and HaluEval are
under the MIT License. RACE datasets are avail-
able for non-commercial research purposes only.
ANLI is under the Creative Commons Attribution-
NonCommercial 4.0 International License. Trivi-
aQA used in our study is downsampled using the
standard random sampling function in Python with
a fixed seed of 42. We also note that the datasets
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may include names of individuals collected from
the internet, i.e., publicly available facts about a
person but not in an offensive way. The follow-
ing list shows the sources of data we used for this
study.

• AQuA-RAT: https://github.com/
google-deepmind/AQuA

• GSM8K: https://github.com/openai/
grade-school-math

• StrategyQA: https://github.com/
google/BIG-bench/tree/main/bigbench/
benchmark_tasks/strategyqa

• WinoGrande: https://winogrande.
allenai.org

• RACE: https://www.cs.cmu.edu/~glai1/
data/race/

• ANLI: https://github.com/
facebookresearch/anli

• TriviaQA: https://nlp.cs.washington.
edu/triviaqa/

• MATH: https://github.com/hendrycks/
math/?tab=MIT-1-ov-file

• HaluEval: https://github.com/
RUCAIBox/HaluEval

We also develop output extraction scripts for all
datasets. For datasets with choices, we look for
patterns of choices in the responses. First, if the
response generated from a model is an uppercase
character, we treat that as the final answer. For
example, if a model responded with “A” and if
we have “A” as one of our choices, “A” will be
treated as the final answer. In other cases, we first
attempt to match a pattern of an uppercase character
choice followed by a parenthesis, e.g., “A)”. Then
we try to match a pattern of “answer is”, where
we treat the first uppercase character choice after
the pattern as the final answer. For example, if a
response contains “So, the answer is A)”, “A” will
be extracted as the final answer.

For all patterns, we attempt to match on the last
line of the model’s output first. If unsuccessful, we
then try to match the first line of the model output.
These heuristics are based on our observation that
models are likely to provide the conclusive answer
in the last or first lines, as empirically observed in

our pilot study. Failures to match are treated as no
answer, as well as in cases where the model returns
an empty response.

For datasets without choices, three scenarios are
considered. The first scenario is when the answer
is a number. In this case, we treat the first number
found on the last or first line as the final answer.
This is in a similar spirit to a previous study (Ko-
jima et al., 2022). The second scenario is when the
answer is free text. In this case, we first lowercase
the response and the label. Then we check if the
label exists in the response or not. Finally, the third
scenario for the MATH dataset, the script tries to
match a pattern \boxed{(.+)} and extracts any
content inside the { and }.

C.2 LLMs
All LLMs in this study are utilized in a determinis-
tic setup, i.e., we set the sampling temperature to 0
and provide a fixed random seed when applicable.
Therefore, we only interact with the model once
for each record of the dataset given a prompting
approach. Any additional settings, including safety,
are left to default. For chat models/pipelines,
we always start with an empty context history,
with the prompt as the first user message. The
ten LLMs included in the main experiments
are PaLM 2 (text-bison-001), PaLM 2 (Chat)
(chat-bison-001), Gemini 1.0 Pro (gemini-pro)
via the generateContent method, Gemini 1.0
Pro (Chat) (gemini-pro via the start_chat
method), GPT-3.5 Turbo (gpt-3.5-turbo-1106),
GPT-4 Turbo (gpt-4-1106-preview),
Claude 2.1 (claude-2.1), Claude 3 Haiku
(claude-3-haiku-20240307), Claude 3 Sonnet
(claude-3-sonnet-20240229), and Claude 3
Opus (claude-3-opus-20240229). We choose
these models for our experiments as they offer
APIs to access the models without the need to
prepare our own infrastructure for running them.
Furthermore, all of these models are relatively
large and are utilized in many real-world products
and scenarios.

PaLM 2 and PaLM 2 (Chat) serve as a compar-
ison for models from the same family, where one
model is possibly a base model and the other one
is potentially a chat fine-tuned variant for chat con-
versations. This could further allow us to assess the
effectiveness of the proposed prompting between
these two types of LLMs and the importance of chat
fine-tuning. Similarly, GPT-3.5 Turbo and GPT-4
Turbo are also chosen to assess these instruction-
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aligned models within the same family, where the
subsequent version of the same model family is
possibly larger in both parameter size and training
data. This could provide insights into the effects
of scaling models further. We include Gemini 1.0
Pro because its performance is likely positioned
between that of GPT-3.5 Turbo and GPT-4 Turbo.
Claude models are included as they are well-known
for their harmlessness, i.e., being less hallucinatory.
All of these aforementioned LLMs are utilized via
their respective API-wrapper Python libraries1.

We also include additional LLMs for scaling
studies. These models are from two model fami-
lies, Pythia and Qwen1.5-Chat. We select Pythia
to investigate null-shot prompting with scaling in
pre-trained LLMs, while Qwen1.5-Chat represents
chat-tuned LLMs. Due to limitations in our compu-
tational infrastructure, we are unable to include all
LLMs from these suites. All LLMs are utilized via
Hugging Face’s transformers2 pipelines, i.e., the
text-generation pipeline for Pythia models and
the conversational pipeline for Qwen1.5-Chat.
We provide a list of Pythia and Qwen1.5-Chat mod-
els selected and included in this study as follows:

• EleutherAI/pythia-14m: https:
//huggingface.co/EleutherAI/
pythia-14m

• EleutherAI/pythia-31m: https:
//huggingface.co/EleutherAI/
pythia-31m

• EleutherAI/pythia-70m: https:
//huggingface.co/EleutherAI/
pythia-70m

• EleutherAI/pythia-160m: https:
//huggingface.co/EleutherAI/
pythia-160m

• EleutherAI/pythia-410m: https:
//huggingface.co/EleutherAI/
pythia-410m

• EleutherAI/pythia-1b: https://
huggingface.co/EleutherAI/pythia-1b

1GPT-3.5 Turbo and GPT-4 Turbo: https://github.
com/openai/openai-python

PaLM 2, PaLM 2 (Chat), Gemini 1.0 Pro, and
Gemini 1.0 Pro (Chat): https://github.com/google/
generative-ai-python

Claude 2.1, Claude 3 Haiku, Claude 3 Sonnet,
and Claude 3 Opus: https://github.com/anthropics/
anthropic-sdk-python

2https://github.com/huggingface/transformers/

• EleutherAI/pythia-1.4b: https:
//huggingface.co/EleutherAI/
pythia-1.4b

• Qwen/Qwen1.5-0.5B-Chat: https:
//huggingface.co/Qwen/Qwen1.5-0.
5B-Chat

• Qwen/Qwen1.5-1.8B-Chat: https:
//huggingface.co/Qwen/Qwen1.5-1.
8B-Chat

• Qwen/Qwen1.5-4B-Chat: https://
huggingface.co/Qwen/Qwen1.5-4B-Chat

• Qwen/Qwen1.5-7B-Chat: https://
huggingface.co/Qwen/Qwen1.5-7B-Chat

We note that all models used in our study through
APIs are subject to the terms and conditions of API
providers, which allow non-commercial research
purposes in our study. Pythia models are subject to
the Apache License Version 2.0, while Qwen1.5-
Chat models are subject to the Tongyi Qianwen
License Agreement. Both licenses for Pythia and
Qwen1.5-Chat permit research use cases.

For Pythia and Qwen1.5-Chat models, we run
them on two computers, one with an NVIDIA A100
80GB GPU and another one with an NVIDIA L40S
GPU. The total GPU hours of all experiments uti-
lizing these models on both computers are 3184.5
hours. On the other hand, the total processing time,
including network latency, for all LLMs interact-
ing via APIs is 1409.22 hours. In total, this paper
consumed 4593.72 hours of processing time.

C.3 Null-Shot CoT Phrase
We present the ∅CoT phrase used in Section 6. We
devised this phrase by taking the null-shot phrase
and adding the phrase “step-by-step” from 0CoT
prompting (Kojima et al., 2022). The phrase is
shown in Figure 5.

C.4 Components in the Null-Shot Phrase
This section shows each component of the null-shot
phrase. The null-shot phrase consists of three com-
ponents, as illustrated in Figure 6. Each component
is a distinct variant of the null-shot phrase and is
used in place of the null-shot phrase for the experi-
ment described in Section 7.2 to assess the impact
of each component. Figures 7, 8, and 9 show the
first, second, and third variants (components), re-
spectively.
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Null-Shot CoT Phrase

Look at examples in the “Examples” section
and utilize examples and information from
that section to perform the following task
step-by-step.

Figure 5: The null-shot CoT phrase instructs LLMs to
look into and utilize information from the null section
and perform the task step-by-step. The added CoT part
is highlighted in yellow.

Null-Shot Phrase: Components

Look at examples in the “Examples” section
and utilize examples and information from
that section to perform the following task.

Figure 6: The null-shot phrase with the first compo-
nent highlighted in yellow and the second component
highlighted in green.

Null-Shot Phrase: First Variant (v1)

Utilize examples and information from the
“Examples” section to perform the following
task.

Figure 7: The first variant of null-shot phrase with the
first component removed.

Null-Shot Phrase: Second Variant (v2)

Look at examples in the “Examples” section
and perform the following task.

Figure 8: The second variant of null-shot phrase with
the second component removed.

Null-Shot Phrase: Third Variant (v3)

Perform the following task as demonstrated
in the “Examples” section.

Figure 9: The third variant of null-shot phrase with both
components removed.

Appendix D Additional Experiment
Results

This section presents the absolute results from the
experiments in the main body of this paper. For
all tables, 0S represents zero-shot prompting, ∅S
represents null-shot prompting, 0CoT represents
zero-shot chain-of-thought prompting, and ∅CoT
represents null-shot chain-of-thought prompting.
Numbers in green represent cases when perfor-
mance is improved compared to the baseline, while
numbers in bold show the best performance within
the same task for a particular model, regardless of
the PE approaches. The absolute results from Sec-
tions 3, 4, and 5 are shown in Tables 11, 12, and 13,
respectively. The absolute results of Section 6 are
shown in Tables 14 and 15. For the ablation stud-
ies discussed in Section 7, the absolute results for
the optimal position of the null-shot phrase experi-
ments are presented in Tables 16 and 17. Similarly,
Tables 18 and 19 present the absolute results of the
study conducted to determine the impact of each
component in the null-shot phrase.

Appendix E Scaling Studies

We perform scaling studies to better understand
how the scale of an LLM affects its ability to be
hallucinatory by null-shot prompting and cause per-
formance changes. We select two LLM families,
Pythia for pre-trained models covering the range
from 14M to 1.8B parameters, and Qwen1.5-Chat
for chat-tuned LLMs covering the range from 0.5B
to 7B parameters. Due to our computation infras-
tructure constraints, we are unable to evaluate all
LLMs in the suites. We use all non-hallucination-
detection datasets from the experiments of our
study and compare performance between zero-shot
and null-shot prompting. We exclude reasoning
variants as they introduce additional factors to con-
sider, i.e., the ability to reason. Results of Pythia
models are shown in Figure 10 for general evalua-
tion tasks and Figure 11 for the MATH benchmark.
Results of Qwen1.5-Chat models are shown in Fig-
ure 12 and Figure 13 for the general and MATH
benchmarks, respectively.

Given the results of Pythia models on general
tasks, we observe that in all cases, the performance
of both promptings is scaling together, except for
RACE-m, a reading comprehension task. In RACE-
m, we notice that there is a range, from 410M to 1B
parameters, where null-shot prompting consistently
performs better than zero-shot prompting. We con-
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Model AQuA GSM8K StrategyQA WinoGrande
0S ∅S 0S ∅S 0S ∅S 0S ∅S

PaLM 2 29.13 28.35 14.78 16.45 59.83 66.38 72.69 80.03
PaLM 2 (Chat) 14.96 15.75 53.9 55.12 57.73 58.69 56.59 60.54
Gemini 1.0 Pro 25.59 35.43 51.55 66.49 67.03 50.66 63.85 62.98

Gemini 1.0 Pro (Chat) 25.59 37.01 52.39 67.02 67.6 50.44 63.69 62.98
GPT-3.5 Turbo 42.91 57.48 54.89 63.23 64.02 66.03 59.98 58.88

GPT-4 Turbo 75.98 75.59 74.3 73.16 74.85 61.83 73.48 55.8
Claude 2.1 64.96 57.48 78.92 63.91 40.44 11.79 2.21 0.24

Claude 3 Haiku 63.39 58.66 68.01 66.26 43.71 29.04 60.54 40.33
Claude 3 Sonnet 61.02 55.91 64.67 59.14 55.76 22.49 59.27 32.2

Claude 3 Opus 68.5 56.3 72.48 56.1 69.04 4.93 70.96 0.63

Model RACE-m RACE-h ANLI TriviaQA
0S ∅S 0S ∅S 0S ∅S 0S ∅S

PaLM 2 82.66 84.19 71.56 74.16 49.17 50.5 64.2 68.7
PaLM 2 (Chat) 73.54 74.3 67.04 67.5 42.67 43.33 70.2 70.1
Gemini 1.0 Pro 83.01 84.61 77.82 79.47 50.58 51.67 70.2 25.3

Gemini 1.0 Pro (Chat) 84.61 85.24 79.1 80.39 51.08 51.92 70.5 25.4
GPT-3.5 Turbo 85.38 83.84 81.73 80.76 48.42 46.67 81 82

GPT-4 Turbo 92.97 93.25 88.59 88.97 64.17 64 85.4 84.6
Claude 2.1 50 49.51 39.88 41.05 33.58 26.42 73.4 20

Claude 3 Haiku 75.91 68.8 59.06 53.89 28.58 38.42 78.5 64.5
Claude 3 Sonnet 73.82 59.89 67.84 56.69 53.33 42.67 78.7 31.9

Claude 3 Opus 77.65 81.69 67.01 72.3 60.67 54.42 85.2 20.7

Table 11: This table shows the absolute performance from the main experiments between zero-shot prompting
(baseline) and null-shot prompting. The maximum possible value for each cell is 100 (accuracy percentage).

Figure 10: This figure shows performance of zero-shot and null-shot promptings of Pythia models using general
evaluation tasks.
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Model Prealgebra Algebra Num. Th. Count. & Prob.
0S ∅S 0S ∅S 0S ∅S 0S ∅S

PaLM 2 17.68 17.22 16.85 16.26 11.85 11.67 12.87 10.97
PaLM 2 (Chat) 7 15.15 3.54 12.3 2.22 5.93 4.85 10.34
Gemini 1.0 Pro 31.92 34.9 24.94 26.96 16.11 16.11 16.24 16.88

Gemini 1.0 Pro (Chat) 31.92 34.56 24.85 27.04 16.11 16.11 16.24 16.67
GPT-3.5 Turbo 42.14 54.42 38.92 55.43 23.89 35.56 25.74 31.65

GPT-4 Turbo 72.33 71.76 70.85 67.06 61.67 61.11 51.9 52.53
Claude 2.1 48.45 44.32 44.06 40.78 23.7 21.85 22.15 21.31

Claude 3 Haiku 55.8 53.04 48.36 47.77 32.22 34.07 27 27.64
Claude 3 Sonnet 63.61 64.18 52.82 53.66 39.07 36.11 34.18 32.91

Claude 3 Opus 73.59 72.22 75.15 73.38 67.41 62.41 55.91 50.21

Model Geometry Int. Algebra Precalculus
0S ∅S 0S ∅S 0S ∅S

PaLM 2 14.2 13.57 11.3 11.85 12.45 12.45
PaLM 2 (Chat) 5.64 8.35 4.1 7.31 3.3 6.04
Gemini 1.0 Pro 18.79 19.83 14.84 14.17 19.41 18.13

Gemini 1.0 Pro (Chat) 18.79 19.83 14.84 14.29 19.6 18.13
GPT-3.5 Turbo 24.22 29.23 18.05 21.04 21.79 22.16

GPT-4 Turbo 46.76 42.8 35.33 33.89 33.33 29.49
Claude 2.1 22.96 21.5 12.51 12.62 13.19 14.65

Claude 3 Haiku 25.89 24.63 14.73 15.17 18.86 19.6
Claude 3 Sonnet 32.36 28.18 17.05 16.94 19.6 18.86

Claude 3 Opus 45.72 42.38 30.9 32 34.98 32.97

Table 12: This table shows the absolute performance from the MATH evaluation between zero-shot prompting
(baseline) and null-shot prompting.

Model General Dialogue QA Sum.
0S ∅S 0S ∅S 0S ∅S 0S ∅S

PaLM 2 76.86 78.1 66.14 67.62 61.46 62.07 37.61 40.78
PaLM 2 (Chat) 8.32 10.45 8.78 8.92 11.7 19.03 0.62 1.5
Gemini 1.0 Pro 81.74 81.78 77.72 77.94 62.54 63.46 65.54 65.41

Gemini 1.0 Pro (Chat) 81.74 81.78 76.66 76.85 61.98 62.87 66.11 66.03
GPT-3.5 Turbo 79.96 80.19 59.99 62.89 38.52 42.15 35.35 34.6

GPT-4 Turbo 81.12 81.1 75.94 76.28 71.76 68.7 75.56 75.41
Claude 2.1 81.36 81.21 61.68 55.12 45.3 39.26 53.39 49.33

Claude 3 Haiku 80.47 79.72 67.04 68.41 60.68 58.41 50.39 53.54
Claude 3 Sonnet 81.67 81.78 71.13 74.57 52.24 42.59 53.83 55.65

Claude 3 Opus 81.58 81.27 68.32 62.96 65.9 66.54 68.3 68.33

Table 13: This table shows the absolute performance from the HaluEval dataset focusing on evaluating hallucination
detection abilities between zero-shot prompting (baseline) and null-shot prompting.
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Model AQuA GSM8K StrategyQA WinoGrande
0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT

PaLM 2 35.43 16.14 60.2 43.52 62.71 59.34 63.93 76.01
PaLM 2 (Chat) 13.39 12.6 58.23 53.83 52.4 60.13 59.83 57.14
Gemini 1.0 Pro 46.46 50.39 69.07 62.17 66.42 1.05 62.83 0.24

Gemini 1.0 Pro (Chat) 48.82 52.76 70.89 62.62 66.42 1.05 62.43 0.24
GPT-3.5 Turbo 57.48 55.51 66.41 63.76 66.11 57.38 51.14 45.54

GPT-4 Turbo 75.59 77.17 74.45 73.62 63.45 61.97 51.93 64.8
Claude 2.1 64.57 62.99 78.24 75.66 43.97 21.57 13.65 1.66

Claude 3 Haiku 62.99 61.02 68.69 67.32 28.86 28.38 45.54 23.05
Claude 3 Sonnet 59.45 50.79 63.38 62.32 52.93 8.56 46.17 8.52

Claude 3 Opus 63.78 57.48 70.28 69.52 63.1 26.94 60.3 29.04

Model RACE-m RACE-h ANLI TriviaQA
0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT

PaLM 2 71.03 82.52 60.12 72.24 49.17 48.75 66.7 63.7
PaLM 2 (Chat) 71.59 71.94 65.04 65.55 43.5 42.42 70.6 69.1
Gemini 1.0 Pro 83.15 80.64 78.47 77.64 48.33 44.92 61.6 0.9

Gemini 1.0 Pro (Chat) 84.05 82.1 78.36 77.79 48.92 45 62 0.9
GPT-3.5 Turbo 83.36 80.57 77.67 77.79 42.25 22.42 80.3 80.9

GPT-4 Turbo 71.59 67.55 61.75 56.46 52.17 47.58 86.2 85.3
Claude 2.1 46.17 49.86 37.68 37.42 39.67 32.92 75.9 44.3

Claude 3 Haiku 45.26 65.39 39.88 54.4 31.58 30.33 77 65
Claude 3 Sonnet 63.58 72.77 50.57 58.2 40.75 47.5 75.4 40

Claude 3 Opus 85.45 81.27 77.5 70.9 57.08 59.08 85.5 65.6

Table 14: This table shows the absolute performance of various datasets using 0CoT prompting (baseline) and
∅CoT prompting.

Figure 11: This figure shows performance of zero-shot and null-shot promptings of Pythia models using the MATH
benchmark.
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Model Prealgebra Algebra Num. Th. Count. & Prob.
0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT

PaLM 2 20.55 17.34 16.85 16.6 10.56 10.37 12.45 13.08
PaLM 2 (Chat) 6.77 9.41 4.21 7.08 2.78 3.89 4.22 5.7
Gemini 1.0 Pro 39.61 47.99 33.36 42.97 16.67 19.81 17.93 21.73

Gemini 1.0 Pro (Chat) 39.61 47.76 33.19 42.8 16.67 18.89 17.72 21.73
GPT-3.5 Turbo 59.47 58.55 57.79 57.54 35.93 37.78 33.12 35.23

GPT-4 Turbo 72.79 70.95 70.26 71.36 63.7 62.96 52.32 52.11
Claude 2.1 47.53 50.29 41.62 41.7 24.07 26.67 21.94 22.15

Claude 3 Haiku 57.18 56.03 49.12 48.61 34.07 35 29.11 27.43
Claude 3 Sonnet 62.92 11.37 54.68 10.11 39.44 14.07 36.71 8.23

Claude 3 Opus 74.28 75.66 74.98 74.14 66.11 65 52.74 54.01

Model Geometry Int. Algebra Precalculus
0CoT ∅CoT 0CoT ∅CoT 0CoT ∅CoT

PaLM 2 11.69 13.15 10.41 11.07 12.45 12.09
PaLM 2 (Chat) 5.43 7.31 2.88 3.99 3.3 3.48
Gemini 1.0 Pro 19.62 22.34 14.06 13.07 17.4 17.95

Gemini 1.0 Pro (Chat) 19.42 22.96 13.84 12.96 17.4 18.13
GPT-3.5 Turbo 28.81 31.94 19.71 19.71 23.99 22.53

GPT-4 Turbo 44.47 44.47 34 35.66 29.49 29.3
Claude 2.1 20.04 21.92 13.18 12.18 15.57 17.22

Claude 3 Haiku 22.55 24.84 15.73 13.29 18.13 21.61
Claude 3 Sonnet 30.9 6.89 16.39 5.43 17.95 9.16

Claude 3 Opus 43.22 44.47 32.23 32.56 35.9 35.35

Table 15: This table shows the absolute performance of the MATH dataset using 0CoT prompting (baseline) and
∅CoT prompting.

Approach AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
Zero-Shot 42.91 54.89 64.02 59.98 85.38 81.73 48.42 81
Null-Shot 57.48 63.23 66.03 58.88 83.84 80.76 46.67 82

Null-Shot (After) 55.91 65.43 60.04 18.55 81.27 77.96 25.92 78.5

Table 16: This table shows the absolute results of an ablation study conducted to determine the optimal position for
the null-shot phrase across the datasets utilized in the main experiments.

Model Prealgebra Algebra Num. Th. Count. & Prob. Geometry Int. Algebra Precalculus
Zero-Shot 42.14 38.92 23.89 25.74 24.22 18.05 21.79
Null-Shot 54.42 55.43 35.56 31.65 29.23 21.04 22.16

Null-Shot (After) 48.68 46.76 27.04 26.16 28.18 18.83 21.61

Table 17: This table shows the absolute results of an ablation study conducted to determine the optimal position for
the null-shot phrase using the MATH dataset.

Approach AQuA GSM8K StrategyQA WinoGrande RACE-m RACE-h ANLI TriviaQA
Zero-Shot 42.91 54.89 64.02 59.98 85.38 81.73 48.42 81
Null-Shot 57.48 63.23 66.03 58.88 83.84 80.76 46.67 82

Null-Shot V1 58.66 64.14 65.76 57.62 83.57 80.3 45.33 81.5
Null-Shot V2 47.24 59.82 66.94 61.09 84.4 81.07 48.67 80.7
Null-Shot V3 54.72 63.61 64.8 54.7 84.12 80.56 47.42 80.8

Table 18: This table shows the absolute results of an ablation study conducted to determine the impact of each
component in the null-shot phrase, using the datasets from the main experiment.
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Model Prealgebra Algebra Num. Th. Count. & Prob. Geometry Int. Algebra Precalculus
Zero-Shot 42.14 38.92 23.89 25.74 24.22 18.05 21.79
Null-Shot 54.42 55.43 35.56 31.65 29.23 21.04 22.16

Null-Shot V1 55.68 54.42 34.63 31.22 30.06 19.27 24.36
Null-Shot V2 47.42 45.41 27.78 26.37 28.6 17.94 20.51
Null-Shot V3 52.7 51.98 34.63 29.96 30.27 18.83 22.89

Table 19: This table shows the absolute results of an ablation study conducted to determine the impact of each
component in the null-shot phrase, using the MATH dataset.

Figure 12: This figure shows performance of zero-shot and null-shot promptings of Qwen1.5-Chat models using
general evaluation tasks.
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Figure 13: This figure shows performance of zero-shot and null-shot promptings of Qwen1.5-Chat models using the
MATH benchmark.

jecture the same reason as previously discussed in
Section 3 on why null-shot prompting is effective
for long-context tasks. We exclude a discussion
of Pythia models’ performances from the MATH
benchmark, as their performance is consistently
subpar, i.e., these LLMs are not at the scale to per-
form well in mathematics problem-solving. Over-
all, for Pythia models with model sizes ranging
from 14M to 1.8B, null-shot prompting is mostly
equivalent to zero-shot prompting.

Continuing with chat-tuned models like
Qwen1.5-Chat, we observe overall better perfor-
mance, which likely results from both the scale
and tuning. However, we also see a similar trend
with Pythia, where zero-shot and null-shot scaling
up together, except for reading comprehension
tasks. In reading comprehension tasks, null-shot
prompting consistently performs worse than
zero-shot prompting. Given the range of Qwen1.5-
Chat models that we include in this study, at a
maximum of 7B parameters, and the observed
results, we conclude that null-shot prompting is
an ability that only exists within larger models
and not in smaller models. The exact point at
which this ability, i.e., the divergence of zero-shot
and null-shot prompting performance, emerges
requires further study covering larger models. This

concludes that null-shot prompting is an emergent
ability (Wei et al., 2022a), an ability which does
not exist in smaller models, but emerges once
reaching a certain point. We also note another
limitation where we only evaluate decoder-only
Transformer-based LLMs and not sparse mixture-
of-experts-(SMoE)-based models (Shazeer et al.,
2017), which we previously noted have diverged
behaviors. Therefore, these conclusions only
apply to decoder-only Transformer-based LLMs
and require further study for other kinds of
architectures, including SMoE.

Appendix F Additional Analyses

We present three additional analyses to further en-
hance the depth of our investigations. First, we
investigate how null-shot and ∅CoT promptings
affect the results and causes the improvements or
degradations. This investigation is presented in
Section F.1. Next, we perform error analysis, look-
ing into cases where we get empty responses as a
result of built-in safety mechanisms into the APIs
used for interacting with the LLMs on the general
tasks from Section 3. This behavior only exist with
LLMs from Google, namely, PaLM 2, PaLM 2
(Chat), Gemini 1.0 Pro, and Gemini 1.0 Pro (Chat).
We discuss such behaviors in Section F.2.
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F.1 Effects of Null-Shot Prompting
In this section, we present the effects of null-shot
and ∅CoT promptings compared to the baseline.
We hypothesize that in case the null-shot prompt-
ing and its reasoning variants perform well, i.e.,
observing improvements, there should be a higher
percentage of changes from incorrect in the base-
line to correct in null-shot approaches. We compute
average percentages of three cases, i.e., incorrect
in the baseline to correct in null-shot approaches,
correct in baselines and incorrect in null-shot ap-
proaches, and finally no changes. The results are
presented in Table 20.

From the table, we observe that our hypothe-
sis is correct and in cases where a combination
of LLM and task sees improvements in perfor-
mance when using null-shot prompting or its rea-
soning variant, there is a higher percentage of hav-
ing an incorrect answer from baseline prompting
than vice versa. We also note that in the major-
ity of cases, null-shot prompting and its variants
do not change the final outcomes. This indicates
that LLMs, most of the time, treat null-shot and
∅CoT promptings as not different from such base-
line. However, when it does, the improvements in
performance of ∅CoT prompting are more signifi-
cant than null-shot prompting, at 10.93% vs 7.6%.
However, null-shot prompting exhibits superiority
in having fewer percentages of generating incor-
rect answers where the baseline is able to provide
a correct answer.

It is important to also note that in cases where
the correct answer from the baseline becomes in-
correct in the null-shot approaches and no change
where incorrect stays as incorrect, this is also af-
fected by the fact that there are times where LLMs
refuse to perform the task as they cannot detect the
instructed null section. These cases are affected
by the abilities of LLMs in detecting hallucination.
We discuss more on this behavior in Section F.3.

F.2 Error Analysis
We investigate failure cases of the main experi-
ments. In particular, we focus on cases where re-
sponses are an empty string due to getting blocked
from safety mechanisms built into these models or
their APIs; we leave all safety settings to default
to imitate real-world scenarios of API usages. We
note that these mechanisms, as of writing, only ex-
ist within the models used through APIs served by

Google which are the PaLM 23 models and Gemini
1.0 Pro4 models. Our further investigations also
validate that other LLMs do not have this behavior.
Table 21 presents cases where the aforementioned
models from Google output empty responses due
to being blocked by the security mechanisms.

We observe interesting results where the utiliza-
tion of null-shot or ∅CoT prompting decreases the
effectiveness of the built-in safety mechanisms in
the majority of cases. As shown in Table 21, the
red color highlights the decrease in the numbers
of empty responses across datasets when eliciting
through null-shot or ∅CoT prompting. We find
that both prompting can decrease empty responses
by 25.02% on average – 44.77% and 5.26% on av-
erage when using null-shot and ∅CoT prompting,
respectively. We posit that the prompting distracts
the models and deviates the models from usual
patterns. Thus, the prompting decreases the effec-
tiveness of the built-in safety measures. The results
show a possibility to utilize both PE techniques to
circumvent the safety mechanisms built into the
models in a similar spirit to jailbreaking through
prompting (Chao et al., 2023; Shen et al., 2024),
but in our case, the safety breach is potentially at
the API pipeline level. We conjecture that measures
deployed during training, such as safe instruction-
tuning, may not generalize enough to safeguard
against all cases, in particular, when the models get
distracted with hallucination-elicited prompts.

Comparing null-shot and ∅CoT prompting, we
notice that null-shot prompting is more effective in
breaking built-in safety measures, which is likely
attributed to the fact that ∅CoT prompting induces
reasoning during decoding. Therefore, we posit
the same reasons for the reduced effectiveness of
∅CoT prompting in general; reasoning reduces
the chances of hallucination. In addition, we ob-
serve that PaLM 2 (Chat) generates fewer empty
responses than PaLM 2 in general. In contrast,
Gemini 1.0 Pro is more consistent across text and
chat generation. This observation may result from
the fact that PaLM 2 and PaLM 2 (Chat) are two
different models, while both Gemini 1.0 Pro vari-
ants are based on the same model. Nevertheless,
we cannot confirm this fact due to a lack of public
report.

3https://cloud.google.com/vertex-ai/docs/
generative-ai/configure-safety-attributes-palm

4https://ai.google.dev/docs/safety_setting_
gemini
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Incorrect → Correct (%) Correct → Incorrect (%) No Change (%)
Zero-Shot vs Null-Shot

All 6.51 9.41 84.08
Improved only 7.6 4.47 87.93

Not improved only 5.49 14.05 80.46
0CoT vs ∅CoT

All 8.08 13.74 78.18
Improved only 10.93 7 82.07

Not improved only 6.23 18.11 75.66

Table 20: This table presents average percentages of the direction of change for each record after using the prompting
approach on the right-hand side versus the baseline on the left-hand side. Incorrect → Correct represents cases
where baseline prompting is incorrect, and intervention prompting is correct. Correct → Incorrect represents the
opposite case, and No Change represents cases where there is no change, i.e., stay correct or stay incorrect. All
represents percentages computed from all scenarios. Improved only represents cases where the calculation is made
only in a combination where a combination of LLMs and task outperforms the baseline, and Not improved only is
vice versa. Numbers in bold show cases where there is a higher percentage of the intervention prompting approach
correcting mistakes of baseline prompting than vice versa.

Model AQuA GSM8K
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 2.36% (6) 0% (0) 2.76% (7) 2.36% (6) 4.02% (53) 0.38% (5) 1.14% (15) 0.91% (12)
PaLM 2 (Chat) 0.39% (1) 0% (0) 0% (0) 0% (0) 0.23% (3) 0.3% (4) 0.23% (3) 0.23% (3)
Gemini 1.0 Pro 1.18% (3) 0.39% (1) 0% (0) 0.39% (1) 3.26% (43) 0.53% (7) 1.06% (14) 0.45% (6)

Gemini 1.0 Pro (Chat) 0.39% (1) 0.39% (1) 0% (0) 0% (0) 3.26% (43) 0.3% (4) 0.53% (7) 0.38% (5)

Model StrategyQA WinoGrade
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 15.9% (364) 3.28% (75) 14.06% (322) 7.69% (176) 9.79% (124) 0.87% (11) 9.55% (121) 3.95% (50)
PaLM 2 (Chat) 2.79% (64) 2.93% (67) 2.53% (58) 3.23% (74) 0.63% (8) 0.47% (6) 0.71% (9) 0.63% (8)
Gemini 1.0 Pro 4.67% (107) 2.4% (55) 3.45% (79) 3.28% (75) 3.47% (44) 2.45% (31) 3.16% (40) 1.26% (16)

Gemini 1.0 Pro (Chat) 4.19% (96) 2.45% (56) 3.49% (80) 3.36% (77) 3.55% (45) 2.45% (31) 3.16% (40) 0.87% (11)

Model RACE-m RACE-h
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 6.82% (98) 5.01% (72) 8.43% (121) 6.55% (94) 15.21% (532) 11.29% (395) 15.78% (552) 13.18% (461)
PaLM 2 (Chat) 3.2% (46) 1.95% (28) 3.41% (49) 3.27% (47) 3.69% (129) 2.54% (89) 3.6% (126) 3.77% (132)
Gemini 1.0 Pro 5.43% (78) 4.18% (60) 6.34% (91) 5.78% (83) 6.2% (217) 4.63% (162) 6.38% (223) 5.26% (184)

Gemini 1.0 Pro (Chat) 5.43% (78) 4.11% (59) 5.64% (81) 4.87% (70) 6.38% (223) 4.75% (166) 6.46% (226) 5.37% (188)

Model ANLI TriviaQA
0S ∅S 0CoT ∅CoT 0S ∅S 0CoT ∅CoT

PaLM 2 8.83% (106) 3.92% (47) 8.42% (101) 8.67% (104) 10.2% (102) 2.8% (28) 6.7% (67) 5.4% (54)
PaLM 2 (Chat) 0.33% (4) 0.42% (5) 0.08% (1) 0.42% (5) 4.8% (48) 4.3% (43) 4.3% (43) 5.7% (57)
Gemini 1.0 Pro 1.92% (23) 0.5% (6) 1.5% (18) 1.42% (17) 5.7% (57) 2.3% (23) 4.2% (42) 1.7% (17)

Gemini 1.0 Pro (Chat) 2.33% (28) 0.83% (10) 1.83% (22) 1.67% (20) 5.8% (58) 2.3% (23) 3.9% (39) 1.3% (13)

Table 21: This table displays the ratio of cases where each model responds with an empty string, representing
instances where a generated response or a prompt is blocked by safety mechanisms built into the model’s pipelines.
Red color represents a case where prompting decreases the number of empty responses. 0S, ∅S, 0CoT, and
∅CoT denote zero-shot prompting, null-shot prompting, zero-shot CoT prompting, and null-shot CoT prompting,
respectively.
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AQuA GSM8K StrategyQA WinoGrande
0.39% (1) 0.08% (1) 53.89% (1234) 20.52% (260)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0.06% (2) 0% (0) 7.9% (79)

Table 22: Number of instances when GPT-4 Turbo’s
response includes a phrase informing the user about the
unavailability of the instructed “Examples”.

AQuA GSM8K StrategyQA WinoGrande
0.39% (1) 1.29% (17) 26.33% (603) 5.45% (69)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0.2% (7) 0.08% (1) 64.7% (647)

Table 23: Number of instances when Gemini 1.0 Pro’s
response includes a phrase informing the user about the
unavailability of the instructed “Examples”.

F.3 Expected Behaviors When Encountering
Null-Shot Prompting

This section contains examples generated by either
GPT-4 Turbo, Gemini 1.0 Pro, Claude 2.1, Claude
3 Sonnet, or Claude 3 Opus from our main experi-
ments in section 3 and from ChatGPT web version.
When we utilize null-shot prompting, these LLMs
able to inform users in cases about the unavailabil-
ity of the “Examples” section. This demonstrates a
less hallucinatory behavior and may be preferred in
scenarios where, for example, users unintentionally
forget to provide the stated section in the prompt
but intend to include it. Through these examples,
we find that only the aforementioned LLMs have
the ability to inform users about its inaccessibility
to the instructed null “Examples” section. This
behavior exhibits less hallucination compared to
other models. The numbers of instances for each
dataset where this event occurred are presented in
Tables 22, 23, 24, 25, 26, and 27, for GPT-4 Turbo,
Gemini 1.0 Pro, Gemini 1.0 Pro (Chat), Claude
2.1, Claude 3 Sonnet, and Claude 3 Opus, respec-
tively. Examples of generated answers are shown
in Figures 14, 15, 16, 17, and 18,

AQuA GSM8K StrategyQA WinoGrande
0.39% (1) 1.21% (16) 26.24% (601) 5.45% (69)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0.23% (8) 0% (0) 64.8% (648)

Table 24: Number of instances when Gemini 1.0 Pro
(Chat)’s response includes a phrase informing the user
about the unavailability of the instructed “Examples”.

AQuA GSM8K StrategyQA WinoGrande
3.94% (10) 14.03% (185) 67.77% (1552) 91.55% (1160)

RACE-m RACE-h ANLI TriviaQA
0.7% (10) 0.2% (7) 5.33% (64) 45.9% (459)

Table 25: Number of instances when Claude 2.1’s re-
sponse includes a phrase informing the user about the
unavailability of the instructed “Examples”.

AQuA GSM8K StrategyQA WinoGrande
0% (0) 0% (0) 1.4% (32) 8.92% (113)

RACE-m RACE-h ANLI TriviaQA
0% (0) 0% (0) 0% (0) 0.6% (6)

Table 26: Number of instances when Claude 3 Sonnet’s
response includes a phrase informing the user about the
unavailability of the instructed “Examples”.

F.4 Hallucination Detection Ability of GPT-4
Turbo

As can be observed from Table 22, GPT-4 Turbo
is less prone to hallucination when using our null-
shot prompting in StrategyQA and WinoGrande
compared to other datasets, despite the fact that
our null-shot prompting eliciting and exploiting
hallucination. Typically, commonsense reasoning
requires a use of implicit reasoning steps (Geva
et al., 2021b) or world knowledge (Levesque et al.,
2012); performing this task may induced the model
to utilize its associated weights of various reason-
ing types required by each question in the task. The
use of reasoning may resulted in reduced halluci-
nation; in our case, the model is better at detect-
ing conflicting instructions. This observation is
aligned with a previous study (Dhuliawala et al.,
2023) which showed that reasoning could reduce
LLMs’ hallucination.

TriviaQA is another task where the model shows
its ability to detect hallucination compared to the
rest of the dataset. This could be due to the fact
that trivia questions may require additional knowl-
edge, prompting GPT-4 Turbo to use tools it has
been trained on, such as searching the Internet or re-
trieving information from external sources, as this
approach is common for this task (Yasunaga et al.,
2021; Schick et al., 2023). As GPT-4 Turbo might

AQuA GSM8K StrategyQA WinoGrande
1.57% (4) 2.35% (31) 13.14% (301) 61.72% (782)

RACE-m RACE-h ANLI TriviaQA
0.07% (1) 0% (0) 0.33% (4) 16% (160)

Table 27: Number of instances when Claude 3 Opus’s
response includes a phrase informing the user about the
unavailability of the instructed “Examples”.
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attempt to access these additional sources but could
not, the model responded with the unavailability of
the section.

On the other hand, GPT-4 Turbo did not inform
users in arithmetic reasoning, reading comprehen-
sion, and NLI tasks. These tasks have different
characteristics that may not encourage the model
to reason through words. For example, the reading
comprehension task may require a general level of
reasoning. However, with its long-context nature,
this may prohibit GPT-4 Turbo from reasoning and
easily distract the model via our null-shot phrase,
as we instructed the model to further look into
something that sounds promising to exist given the
long context. It is worth noting that the reading
comprehension task is the task that GPT-4 Turbo
benefits from null-shot prompting. For arithmetic
reasoning, numbers, calculations, and mathemat-
ical symbols may distract the model from paying
attention to detect the conflict in the prompt, i.e.,
activated different areas of attentions. As for NLI,
assessing a given hypothesis against a provided
context may not be enough to elicit the reasoning
level necessary to detect conflicts in prompts.

F.5 Hallucination Detection Ability of Gemini
1.0 Pro Models

Similar to what can be observed with GPT-4 Turbo,
Gemini 1.0 Pro is able to detect hallucination in the
prompts, as shown in Tables 23 and 24. In contrast
to GPT-4 Turbo, we observe a noticeable rate of
over half of the generated responses for TriviaQA,
but not WinoGrande, containing an informing state-
ment that the instruction to utilize information or
examples from the null “Examples” section is incor-
rect. We note that both Gemini 1.0 Pro and Gemini
1.0 Pro (Chat) share a highly similar pattern across
datasets, likely due to them being a similar model.

We observe that arithmetic reasoning and read-
ing comprehension tasks, coupled with null-shot
prompting, lower the ability of the models to reason
and detect hallucination, the same as with GPT-4
Turbo. Therefore, we conjecture that this is due
to the nature of the tasks, which involve heavy nu-
merical values and long contexts in general. We
prompt future studies to design hallucination detec-
tion methods incorporating this insight during the
development of hallucination detection datasets. In-
terestingly, TriviaQA is where the models shine the
most, which is consistent with a report on Gemini
where the authors implemented instruction-tuning
approaches aiming at reducing incorrect informa-

tion generation in closed-book question answering
tasks (Gemini et al., 2024).

F.6 Hallucination Detection Ability of Claude
2.1

Claude models are known to be less prone to hallu-
cination. However, we observe a similar trend with
the aforementioned LLMs for Claude 2.1. This
LLM is able to perform well in detecting halluci-
nation in the null-shot phrase. In fact, in almost all
test cases of WinoGrande, a commonsense reason-
ing task, Claude 2.1 is able to detect hallucination
in null-shot prompting. It also performs well on
StrategyQA and TriviaQA. Moreover, on GSM8K,
an arithmetic reasoning task, which the aforemen-
tioned models are unable to detect well, Claude 2.1
performs better than those models. We also note
that when Claude 2.1 performs well at hallucina-
tion detection for tasks, it also naturally exhibits
degradation in performance when using null-shot
prompting.

F.7 Hallucination Detection Ability of Claude
3 Models

In contrast, the trend for Claude 3 models is differ-
ent from Claude 2.1. In particular, Claude 3 Sonnet
exhibits lower ability at detecting hallucination to
the point that it is almost non-existent. The trend
for Claude 3 Opus is a step back from Claude 2.1.
Claude 3 Opus is better than Claude 3 Sonnet mod-
els, likely thanks to its size, and is good at detecting
hallucination in commonsense reasoning tasks and
closed-book question answering. However, we also
note that Claude 3 models, in general, benefit less
from the null-shot prompting, no matter how good
they are at detecting hallucination.

F.8 Inability of Other LLMs to Detect
Hallucination

One potential reason why other LLMs could not de-
tect hallucination when using our null-shot prompt-
ing could be due to the fact that these models are
smaller compared to the aforementioned LLMs that
are able to detect hallucination in prompts. In a pre-
vious study, it showed that smaller models may
exhibit fewer reasoning capabilities and more hal-
lucinated behaviors (Wei et al., 2022a). Therefore,
these LLMs likely lack enough scale to have such
abilities.

As for PaLM 2 models and GPT-3.5 Turbo, it
is unclear how their scale is comparable to GPT-4
Turbo or Gemini 1.0 Pro due to a lack of public
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reports. Nevertheless, it is worth noting that GPT-
3.5 Turbo utilized through the ChatGPT website
exhibits better responses in informing users about
the inaccessibility of the null section. An example
of an interaction with GPT-3.5 Turbo through the
ChatGPT website is shown in Figure 19. The in-
consistency in behaviors between GPT-3.5 Turbo
utilized via the website and GPT-3.5 Turbo utilized
via the API could possibly be due to the constant up-
dates behind the scenes of the web version, which
is potentially powered by a newer model.

Appendix G Examples

In this section, we provide examples of generated
responses from the datasets when utilizing null-
shot prompting. The LLM used to generate each
response is denoted in the figure caption. Figures
20, 21, 22, 23, 24, 25, 26, 27, 29, and 28 are
examples of AQuA-RAT, GSM8K, StrategyQA,
WinoGrande, RACE-m, RACE-h, ANLI, Trivi-
aQA, MATH, and HaluEval, respectively.

Appendix H Automatic Prompt
Optimization for PE
Approach Discovery

This study stems from an observation of an opti-
mized prompt from the automatic prompt optimiza-
tion (APO) process in one study. This presents
an interesting insight that APO could be a venue
for discovering new PE approaches. APO holds
a high regard in reducing time for human prompt
engineers (Zhou et al., 2023; Yang et al., 2024;
Guo et al., 2024) to optimize prompts and get the
most performance for a specific setting. This has
been a focus of APO. However, we argue that not
only is APO useful for optimizing prompts, but it
is also useful for discovering new PE approaches,
like null-shot prompting presented in this paper. A
study mentioned the bizarreness of the optimized
prompts (Battle and Gollapudi, 2024), like what
we observe in null-shot prompting. However, we
believe that this bizarreness not only helps us, to a
certain extent, better understand these LLMs, but
also presents a novel ground for inspiring a new PE
technique.

Nevertheless, like most PE approaches and op-
timized prompts, the discovered approach may be
suitable only for certain situations. This lack of
generalizability is, partly, due to our limited un-
derstanding of LLMs. As discussed in the main
parts of this paper, the next venue is to utilize the

aforementioned interpretability approaches, to bet-
ter understand what happens inside LLMs with the
hope of achieving better generalization. We also
note that it is important to conduct a study at such
a scale like this paper for the discovered PE ap-
proach, as it helps us understand and find common
similarities in observations, which not only helps
us better understand the PE approach but also the
LLMs in general.

Appendix I Hallucination in LLMs in
Relation to Phenomena in
Humans

In this section, we engage in a broader discussion
about the similarities of hallucination in LLMs to
three phenomena in humans: déjà vu, fabrication,
and confabulation. We select these phenomena as
they share some characteristics with LLMs, e.g.,
false memory, lying, or double firing in the same
region of neurons. We discuss déjà vu, fabrica-
tion, and confabulation in Sections I.1, I.2, and I.3,
respectively.

I.1 Déjà Vu
Déjà vu (Brown, 2003) in humans is a phenomenon
where one believes that they have a memory of a
certain situation before. For example, they may feel
like they have visited a place before, but in fact, this
is their first time there. The reasons behind this phe-
nomenon are still inconclusive for humans (Brown,
2003), with many streams of research pursuing ex-
planations.

We believe that one potential reason behind the
increased performance of LLMs could be due to a
similar phenomenon. LLMs may believe that they
have seen a situation before, while in fact, they have
never seen such a situation during their training. In
contrast to emergent abilities (Wei et al., 2022a)
when LLMs are further scaled and they generalize
to never-before-seen tasks, this phenomenon is pos-
sibly due to LLMs believing that they have seen
a particular piece of information before, similar
to déjà vu in humans, enabling them to retrieve a
memory that may have never existed. If this holds
true, it could also be a key factor in utilizing LLMs
for better understanding déjà vu in humans.

The most similar type of explanation for this be-
havior in LLMs to déjà vu in humans, in our opin-
ion, is the attentional framework (Brown, 2003),
where our brain may process information in two
passes, with the first pass being inattention and the
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Is one blast from double-barreled shotgun likely to kill all squid brains?
Choices: A) True, B) False
Answer:

I’m sorry, but as an AI, I don’t have access to external content, including an “Examples”
section you’re referring to. Therefore, I cannot directly utilize examples and information
from that section to answer your question.

However, I can provide a general answer based on common knowledge. A double-barreled
shotgun is a powerful firearm that can cause significant damage. Whether one blast could kill all
squid brains would depend on several factors, including the size and number of the squid, the
distance, the spread of the shot, and the specific ammunition used. In a realistic scenario, it is
unlikely that one blast would kill multiple squid if they are not in very close proximity to each
other, as the shot spread would disperse over a distance, reducing its lethality per squid. Therefore,
without specific context, the most accurate answer would be:

Answer: B) False

Figure 14: An output generated using null-shot prompting with GPT-4 Turbo for StrategyQA dataset.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task. Question: Did Metallica band members cutting their hair hurt their
sales? Choices: A) True, B) False Answer:

The provided context does not contain any information about Metallica band members
cutting their hair or the impact it had on their sales. Therefore, I cannot answer this
question.

Figure 15: An output generated using null-shot prompting with Gemini 1.0 Pro for StrategyQA dataset.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Is it difficult to conduct astrophotography in the summer in Sweden?
Choices: A) True, B) False
Answer:

Unfortunately I do not have enough context to definitively state whether it is difficult to conduct
astrophotography in the summer in Sweden. The “Examples” section does not provide any
information about astrophotography in Sweden specifically. Without more details or back-
ground information, I cannot reliably judge the difficulty level of conducting this activity. More
context would be needed regarding factors like Sweden’s latitude, typical summer weather patterns,
darkness levels during summer nights, etc. to make an informed assessment. Please provide more
details if you would like me to take another attempt at answering this specific question about
astrophotography in Sweden during summer.

Figure 16: An output generated using null-shot prompting with Claude 2.1 for StrategyQA dataset.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Was Black fly upstaged by another insect in Jeff Goldblum’s 1986 film?
Choices: A) True, B) False
Answer:

Unfortunately, without having access to the “Examples” section you referenced, I do not have
enough context to determine if Black fly was upstaged by another insect in Jeff Goldblum’s
1986 film. I cannot provide a definitive answer to the true/false question. However, I can say that I
will be careful not to reproduce any copyrighted material in my response.

Figure 17: An output generated using null-shot prompting with Claude 3 Sonnet for StrategyQA dataset.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Would costumes with robes and pointy hats be helpful for Macbeth?
Choices: A) True, B) False
Answer:

I apologize, but I don’t have access to any “Examples” section that was previously provided.
Could you please clarify what examples and information you are referring to? I’d be happy to
try to answer the question about costumes for Macbeth if you can provide the relevant context.
Without knowing what examples I’m meant to utilize, I don’t have enough information to provide
a helpful response.

Figure 18: An output generated using null-shot prompting with Claude 3 Opus for StrategyQA dataset.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: The A57 road runs from Liverpool to which English town or city?
Answer:

I’m sorry for any confusion, but I don’t have direct access to specific sections, including an
“Examples” section, as I don’t have the ability to browse external content or specific webpages.
However, I can provide information based on my training data up to January 2022.

As of my last update, the A57 road runs from Liverpool to Lincoln. It’s a major road in
England that connects these two locations. If there have been any changes or updates after my last
training cut-off, I recommend checking a reliable and up-to-date source for the latest information
on the A57 road.

Figure 19: An output generated using null-shot prompting with ChatGPT (web version). An
archived version of the conversation can be accessed via https://chat.openai.com/share/
96d07393-c685-45a1-a321-72471bc91c41

13353

https://chat.openai.com/share/96d07393-c685-45a1-a321-72471bc91c41
https://chat.openai.com/share/96d07393-c685-45a1-a321-72471bc91c41


Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: John likes to have lightly flavored tea every evening. In a 50% strong milk tea, he
replaces 15% of it with milk twice. Then, he replaces 10 percent of the resultant solution with
more milk.
What is the final concentration of tea John drinks?
Choices: A)15.38%, B)42%, C)39.86%, D)22.35%, E)32.51%
Answer:

To find the final concentration of tea John drinks, we can use the information from the “Examples”
section.

First, we need to find the concentration of tea after the first replacement of 15% with
milk.
Initial concentration of tea = 50%
After first replacement = 50% - (50% * 15%) = 50% - 7.5% = 42.5%

Then, we need to find the concentration of tea after the second replacement of 15% with
milk.
Initial concentration of tea = 42.5%
After second replacement = 42.5% - (42.5% * 15%) = 42.5% - 6.375% = 36.125%

Finally, we need to find the concentration of tea after the third replacement of 10% with
milk.
Initial concentration of tea = 36.125%
After third replacement = 36.125% - (36.125% * 10%) = 36.125% - 3.6125% = 32.5125%

So, the final concentration of tea John drinks is approximately 32.51%. Therefore, the
correct choice is E) 32.51%.

Figure 20: An output generated using null-shot prompting with GPT-3.5 Turbo for AQuA-RAT.

13354



Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: On Mondays, Wednesdays, and Fridays, college student Kimo has three 1-hour classes
each day. On Tuesdays and Thursdays, he has two 2-hour classes each day. In one semester, there
are 16 weeks of school. In one semester, how many hours does Kimo spend attending classes?
Answer:

To calculate the total hours Kimo spends attending classes in one semester, we can use the
information provided in the examples section.

On Mondays, Wednesdays, and Fridays:
3 classes x 1 hour each = 3 hours per day
3 hours x 3 days = 9 hours per week

On Tuesdays and Thursdays:
2 classes x 2 hours each = 4 hours per day
4 hours x 2 days = 8 hours per week

Total hours per week:
9 hours (MWF) + 8 hours (TTh) = 17 hours per week

Total hours for 16 weeks:
17 hours/week x 16 weeks = 272 hours

So, in one semester, Kimo spends 272 hours attending classes.

Figure 21: An output generated using null-shot prompting with GPT-3.5 Turbo for GSM8K.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Can someone sell their time through the Toronto Star?
Choices: A) True, B) False
Answer:

A) True

Example from the “Examples” section: “People can sell their time through the Toronto
Star by offering services such as tutoring, dog walking, or house cleaning through classified ads or
online platforms.”

Figure 22: An output generated using null-shot prompting with GPT-3.5 Turbo for StrategyQA.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: They were worried the wine would ruin the bed and the blanket, but the _ was’t ruined.
Choices: 1) blanket, 2) bed
Answer:

2) bed

Example from the “Examples” section: “I spilled wine on the bed and the blanket, but
the bed wasn’t ruined.”

Figure 23: An output generated using null-shot prompting with GPT-3.5 Turbo for WinoGrande.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Article: A boy and his father were walking in the mountains. Suddenly the boy fell,hurt himself,and
cried,“AAAhhhhhhhhh!!!” To his surprise,he heard the voice repeating ,somewhere in the moun-
tain,“AAAhhhhhhhh!!!” Then the boy shouted,“Who are you?” He received the answer,“Who are
you?”He got angry at the answer,so he shouted, “Foolish!”He received the answer,“Foolish!”
He looked at his father and asked,“What’sgoing on?”The father smiled and said,“My
son,listen,”And then he shouted to the mountain,“Ilove you!”The voice answed,“Ilove you!”
Again the man cried,“You are the best!” The voice answed,“You are the best!”
The boy was surprised,but did not understand. Then the father explained ,“People call this
’ECSO’,but really this is Life.It gives you back everything you say or do. Our life is just a reflection
of what we have done. If you want more love in the world,have more love in your heart. If you
want to be successful,work hard. This can be used in everything in life. Life will give you back
everything you have given to it.
Question: When the boy heard the voice repeating,he thought _ .
Choices: A) it was foolish to hear others’ voice, B) someone else in the mountain liked his voice,
C) there were many other people in the mountain, D) he was laughed at by someone else in the
mountain
Answer:

D) he was laughed at by someone else in the mountain

Figure 24: An output generated using null-shot prompting with GPT-4 Turbo for RACE-m.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Article: Japan’ s nuclear crisis is also causing concerns in China. Worried shoppers rushed to
stores and supermarkets in the country for salt, with the belief that it might protect them from
potential nuclear radiation spreading from Japan.
Many rushed to buy to store as much iodized salt as possible because of the rumor that iodized salt
could help prevent radiation poisoning spreading from Japan’ s Fukushima Daiichi power plant.
Consumers also worried that the nuclear plumes might spread to China by air and sea, polluting
food sources, including salt taken from the sea.
The wave of panic buying spread quickly across the country, driving up salt prices by five to ten
fold in some cities.
Even regions rich in salt production, like Jiangxi Province,faced sudden shortages.
The government took measures to guarantee enough supply and to stabilize the market. It also
dismissed the nuclear rumors, saying the nuclear fallout was unlikely to reach the country, and that
salt did not help to prevent radiation poisoning.
Local authorities have stepped in to stabilize the market, too. As well, state-owned salt companies
have been urged to increase their supply.
Facing expanding market demand, distribution centers have taken extra measures to ensure they
are well-prepared.
Wang Yun, the General Manager of Beijing Salt Industry Corporation, said, “Our storage reserves
can guarantee a two-month supply for the Beijing market.”
Question: People made panic purchases of salt for the reasons EXCEPT _ .
Choices: A) salt might protect them from potential nuclear radiation, B) nuclear radiation might
pollute food sources, C) nuclear radiation might pollute salt taken from the sea, D) there would be
a shortage of salt on the market
Answer:

D) there would be a shortage of salt on the market

Figure 25: An output generated using null-shot prompting with GPT-4 Turbo for RACE-h.
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Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Context: How to handle smart people<br>Accept that you cannot always be the smartest person in
the room. There will probably be people who are able to comprehend certain things easier than
you. Everyone is talented in their own way and are good and bad at different things.
Hypothesis: ANgelina never takes the kids to school
Question: Does the hypothesis imply ‘entailment,’ ‘neutral,’ or ‘contradiction’ in the given context?
Choices: A) entailment, B) neutral, C) contradiction
Answer:

The correct answer is: **B) neutral**

The hypothesis “Angelina never takes the kids to school” is neutral in the given context.
This is because the hypothesis does not provide any information about whether or not Angelina
is smart. It is possible that Angelina is smart and chooses not to take the kids to school, or that
Angelina is not smart and chooses not to take the kids to school. The hypothesis does not provide
enough information to determine whether or not there is an entailment, contradiction, or neutral
relationship between the hypothesis and the context.

Here are some examples of entailment, contradiction, and neutral relationships:

* **Entailment:** If it is raining, then the ground is wet. This is an example of entail-
ment because the conclusion (the ground is wet) necessarily follows from the hypothesis (it is
raining).
* **Contradiction:** If it is raining, then the ground is dry. This is an example of contradiction
because the conclusion (the ground is dry) contradicts the hypothesis (it is raining).
* **Neutral:** If it is raining, then the ground is either wet or dry. This is an example of a neutral
relationship because the conclusion (the ground is either wet or dry) does not necessarily follow
from the hypothesis (it is raining).

Figure 26: An output generated using null-shot prompting with PaLM 2 (Chat) for ANLI.

Look at examples in the “Examples” section and utilize examples and information from that section
to perform the following task.
Question: Who was named the best player at Euro 2012 by UEFA ?
Answer:

The best player at Euro 2012 was named Andres Iniesta by UEFA. This can be seen in the example
from the “Examples” section: “Andres Iniesta was named the best player at Euro 2012 by UEFA.”

Figure 27: An output generated using null-shot prompting with GPT-3.5 Turbo for TriviaQA.
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Look at examples in the “Examples” section and utilize examples and information from that
section to perform the following task.
You are a response judge. You MUST determine if the provided response contains non-factual or
hallucinated information. The answer you give MUST be “Yes” or No”
- You are trying to determine if the true entity in the response is replaced with a highly similar
entity.
- You are trying to determine if the true entity in the response is replaced with a dissimilar entity.
- You are trying to determine if the true entity in the response is replaced with a dissimilar entity in
a different entity type.
I want you act as a response judge. Given a dialogue history and a response, your objective is
to determine if the provided response contains non-factual or hallucinated information. You
SHOULD give your judgement based on the following hallucination types and the world
knowledge.
You should try your best to determine if the response contains non-factual or hallucinated
information according to the above hallucination types. The answer you give MUST be “Yes” or
“No”.
#Dialogue History#: [Human]: Can you tell me about the movie Thor: The Dark World?
[Assistant]: Oh I love this movie, it stars Natalie Portman, Chris Hemsworth and Anthony Hopkins.
It’s a Fantasy movie and the genre is adveture. [Human]: Oh, I like all of them, can you tell me
what else Natalie Portman has been in?
#Response#: Natalie was the executive producer in no strings attached, she has starred in Where
the Heart is and star wars.
#Your Judgement#:

Based on the dialogue history and the provided response, my judgement is:

Yes

The response contains non-factual or hallucinated information. While Natalie Portman
did star in the Star Wars prequel trilogy, she was not the executive producer of the movie “No
Strings Attached” and did not star in the movie “Where the Heart Is”. The response incorrectly
attributes these roles and movies to Natalie Portman, which are non-factual or hallucinated
information.

Figure 28: An output generated using null-shot prompting with Claude 3 Sonnet for HaluEval (Dialogue).
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Look at examples in the “Examples” section and utilize examples and information from that
section to perform the following task.
Question: Altitudes $\overline{AX}$ and $\overline{BY}$ of acute triangle $ABC$ intersect at
$H$. If $\angle BAC = 43ˆ \circ$ and $\angle ABC = 67ˆ \circ$, then what is $\angle HCA$?
Answer: Output the final answer in \boxed{} (LaTeX).

To solve this problem, we can use the information provided in the “Examples” section.

In the “Examples” section, we have the following example:

“Let $ABC$ be an acute triangle with altitudes $\overline{AX}$ and $\overline{BY}$
intersecting at $H$. If $\angle BAC = 43ˆ \circ$ and $\angle ABC = 67ˆ \circ$, then $\angle HCA
= 90ˆ \circ - \angle BAC = 47ˆ \circ$.“

Applying the same logic to the given problem, we have:
* Acute triangle $ABC$ with altitudes $\overline{AX}$ and $\overline{BY}$ intersecting at $H$
* $\angle BAC = 43ˆ \circ$
* $\angle ABC = 67ˆ \circ$

Therefore, the angle $\angle HCA$ is:
$\angle HCA = 90ˆ \circ - \angle BAC = 90ˆ \circ - 43ˆ \circ = \boxed{47ˆ \circ}$

Figure 29: An output generated using null-shot prompting with Claude 3 Haiku for MATH (Geometry).

second one being full attention. The matching be-
tween an experience of the second pass to the first
pass makes us subconsciously feel like we had this
experience before. In LLMs, it may be possible
that null-shot prompting elicits similar behaviors
of firing through same regions of attention weights,
in a loose sense, twice, making the model hallu-
cinate the null section. The interpretation of this
could be due to a resurfacing of similar probabil-
ity distributions of tokens during LLMs’ decoding
process.

I.2 Fabrication
Another perspective to consider is fabrication. As
humans, we fabricate, i.e., lie about facts, stories,
experiences, and more (Saxe, 1991). We fabri-
cate for various purposes, such as protecting our
loved ones from harsh truths, maintaining harmony
among peers, or taking advantage of a situation
through fabricated stories. Considering that LLMs
have been trained on large corpora containing a
massive amount of human-generated content (Zhao
et al., 2023), these models may learn these kinds of
behaviors through their training data. Alternatively,
it could be due to the fact that the training corpora

may contain conflicting data, leading to hallucina-
tory behaviors of LLMs. Fabricating the null “Ex-
amples” section as instructed in null-shot prompt-
ing, is potentially done because the model wants to
maintain comfort or gain favors, i.e., “sycophancy”,
with users (Perez et al., 2023).

While fabrication in this sense may sound ac-
ceptable, these behaviors of fabricating facts can
be exploited in malicious attempts by making the
models fabricate false information, strengthening
confirmation bias (Nickerson, 1998) instead of pro-
viding truthful and objective information. This
kind of hallucination can be harmful, and while
we propose null-shot prompting, which exploits
inherent hallucination, we posit that a better under-
standing and mitigation of hallucination in LLMs
should render our approach less effective. This
means that LLMs are less prone to hallucination
and can provide more truthful information. That is
why we also posit that null-shot prompting shows
the possibility of uses in hallucination detection as
well.
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I.3 Confabulation
Related to déjà vu and fabrication is confabula-
tion. Confabulation in humans is an “honest lying”
(Berrios, 1998) where a person retains a false mem-
ory and believes that such a memory is true (Fo-
topoulou, 2008). Similarly, as we observe from the
results, LLMs may honestly believe that such a sec-
tion exists when prompted with null-shot prompt-
ing and try to produce results in accordance with
the instruction in the prompt. In humans, provoked
confabulation (Schnider et al., 1996; Francis et al.,
2022) directly prompts a person with a question or
conversation related to a false memory. This type
of confabulation can also be regarded as the same
as what null-shot phrase prompts LLMs.

While confabulation is regarded as a neuropsy-
chiatric disorder usually following brain damage,
comprehensive causes of this disorder remain in-
conclusive (Berrios, 1998; Francis et al., 2022).
Further investigation and understanding in LLMs
for the origin of their hallucination may also shed
some light and aid in discovering causes of con-
fabulation in humans. Nevertheless, confabulation,
both in humans and LLMs, is generally regarded
as an undesired behavior, and various studies have
been explore intervention/mitigation approaches
(Francis et al., 2022; Zhang et al., 2023). Finally,
we acknowledge that some studies use confabula-
tion in place of hallucination for LLMs (Shanahan
et al., 2023; Rawte et al., 2023a). Whether which
term is more suitable to describe this category of
behaviors in LLMs remains inconclusive for the
field and is an open question.

Appendix J Raw Data and Source Code

• Source code: https://github.com/
Pittawat2542/null-shot-prompting

• Raw data and associated analysis code:
https://github.com/Pittawat2542/
null-shot-results

Appendix K Declaration of AI Assistance

We utilized ChatGPT only for grammatical check-
ing and LaTeX support of the content presented in
this study but did not use it for the initial draft of
this study. GitHub Copilot was utilized for trivial
and boilerplate code completion during data gener-
ation and data analysis. We declare that all content
presented and code utilized in this study has been
reviewed and edited by the authors.
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