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Abstract

Despite the remarkable abilities of Large Lan-
guage Models (LLMs) to answer questions,
they often display a considerable level of over-
confidence even when the question does not
have a definitive answer. To avoid providing
hallucinated answers to these unknown ques-
tions, existing studies typically investigate ap-
proaches to refusing to answer these questions.
In this work, we propose a novel and scalable
self-alignment method to utilize the LLM itself
to enhance its response-ability to different types
of unknown questions, being capable of not
just refusing to answer but further proactively
providing explanations to the unanswerability
of unknown questions. Specifically, the Self-
Align method first employ a two-stage class-
aware self-augmentation approach to generate
a large amount of unknown question-response
data. Then we conduct disparity-driven self-
curation to select qualified data for fine-tuning
the LLM itself for aligning the responses to
unknown questions as desired. Experimental
results on two datasets across four types of un-
known questions validate the superiority of the
Self-Aligned method over existing baselines in
terms of three types of task formulation. 1

1 Introduction

Large Language Models (LLMs) have showcased
exceptional capabilities in performing high-quality
conversational information seeking, even when en-
countering user questions that require complex
reasoning (Wei et al., 2022) or extensive external
knowledge (Yao et al., 2023b). However, LLMs
tend to exhibit a significant degree of overconfi-
dence (Si et al., 2023; Mielke et al., 2022) when
answering the questions that they are aware of. This
means that they might confidently deliver incorrect
answers or reply to questions that do not have a

∗ Equal contribution.
1The data and code will be released at https://github.

com/zhaoy777/KUQP-Dataset.

Q: What animal can be found at the top of the men's 
Wimbledon trophy?

Direct  
Answer

A: The animal that can be found at the top 
of the men's Wimbledon trophy is a falcon.

Unknown Question 
DetectionA: The answer is unknown.

A: The question is incorrect. Unknown Question 
Classification

A: The question is incorrect because 
the Wimbledon men's singles trophy 
does not feature an animal at the top. 
Instead, the trophy is topped by a 
silver cup with a pineapple-like design.

Self-aligned 
Answer

Figure 1: Comparisons of different types of responses
to an unknown question that contains incorrect assump-
tion. Red words denote the hallucinated content, while
underlined word denotes the explanation.

definitive answer, potentially leading to hallucina-
tion issues (Ji et al., 2023; Huang et al., 2023b;
Chen et al., 2023).

To mitigate the hallucination issue, existing stud-
ies typically develop more sophisticated reason-
ing (Xu et al., 2021; Wang et al., 2023a,b; Yao
et al., 2023a) or knowledge-enhanced techniques
(Shen et al., 2018; Deng et al., 2018, 2022; Asai
et al., 2023; Jiang et al., 2023) to improve the ac-
curacy of the responses. Despite the improvement
on correctly answering those known questions that
have definitive answers but a specific model may
not know, LLMs still tend to assertively respond
to questions that do not have a definitive answer,
i.e., objectively unanswerable. Trustworthy and
reliable LLMs should not only better know what
they know, but more importantly, also know what
they do not know. These questions are typically
regarded as Unknown Questions (Amayuelas et al.,
2023; Yin et al., 2023; Agarwal et al., 2023). Such
questions might be unanswerable either because

13652

https://github.com/zhaoy777/KUQP-Dataset
https://github.com/zhaoy777/KUQP-Dataset


of insufficient or inaccurate information or due to
the inherent intricacy of the topic. As the example
presented in Figure 1, the question "What animal
can be found at the top of the men’s Wimbledon tro-
phy?" contains an incorrect assumption that there
is an animal at the top of the men’s Wimbledon
trophy. Instead, it is a fruit-like design. If directly
answering such kind of questions, it will inevitably
produce hallucinated content.

To appropriately provide the response to un-
known questions, a straightforward solution is to
prompt LLMs to detect the unanswerability of the
question (Yin et al., 2023; Slobodkin et al., 2023)
and respond to unknown questions with pre-defined
responses, such as “The answer is unknown”. Some
researchers (Amayuelas et al., 2023; Agarwal et al.,
2023) further classify unknown questions into spe-
cific types, such as incorrect questions or ambigu-
ous questions, using in-context learning and Self-
Ask (Press et al., 2022) prompting schemes. As the
pioneer studies, there are several issues that remain
to be tackled: (1) current approaches focus solely
on prompt-based methods, which fail to truly equip
LLMs to respond to unknown questions effectively,
and (2) merely detecting and classifying unknown
questions are insufficient. As presented in Figure 1,
it is crucial to proactively explain why a question
lacks a definitive answer (Deng et al., 2023a, 2024).
This will help us to determine if LLMs genuinely
recognize their knowledge gaps.

In this work, we propose a novel and scalable
self-alignment method to endow LLMs with the
response-ability to different types of unknown ques-
tions. Our method starts with large amounts of QA
data where all the questions can be regarded as
known questions since they are accompanied with
a definitive answer, and a small amount of seed
data of paired known-unknown questions for each
specific type of unknown questions. Each pair of
known-unknown question seed data contains an
unknown question with its answerable counterpart.
For example, the answerable counterpart for the
incorrect unknown question "What animal can be
found at the top of the men’s Wimbledon trophy?"
is "What fruit can be found at the top of the men’s
Wimbledon trophy?".

Specifically, the base LLM itself is first used
to self-augment a large amount of unknown ques-
tion data in a specific type of unknown questions
from the known question data by using the seed
data as demonstrations for guided question rewrit-
ing. Furthermore, we instruct the base model itself

with the prior knowledge about knowing the unan-
swerability of the question to generate appropriate
responses with explanations. Afterwards, we can
obtain a large amount of question-response data
for unknown questions. However, such generated
data may contain lots of noise. To remedy this, we
further leverage the base model to evaluate the qual-
ity of the generated data according to the disparity
to their known QA data counterpart. Upon fine-
tuning on the curated unknown question-response
data, the base model is self-aligned to be capable
of responding to unknown questions as desired.

To sum up, the contributions of this work are
three-fold as follows:

• We first study the problem of unknown questions
in the form of open-ended response generation,
rather than simply refusing to answer them.

• We propose a novel and scalable self-alignment
approach to utilize LLMs to improve its own
capabilities in identifying the unanswerability
of unknown questions as well as responding to
unknown questions with explanations.

• Experimental results on two datasets validate the
superiority of the proposed method over existing
baselines in terms of three types of task formula-
tion, including unknown question detection, un-
known question classification, and open-ended
response generation.

2 Related Works

Uncertainty in Large Language Models Uncer-
tainty quantification, which aims to quantify the
prediction uncertainty, is a long-standing problem
in machine learning, from deep neural networks
(Gal and Ghahramani, 2016) to LLMs (Lin et al.,
2023; Hou et al., 2023). Another line of research
is the model calibration for LLMs (Xiong et al.,
2023; Tian et al., 2023), which aims to ensure the
predicted probabilities or confidence scores to align
with the prediction accuracy. However, methods
to measure uncertainty in LLMs do not explicitly
enable the model to refuse to answer unknown ques-
tions that do not have a definitive answer.

Unknown Questions Early studies (Rajpurkar
et al., 2018; Trivedi et al., 2022; Fu et al., 2023)
on unknown questions mainly focus on unanswer-
able questions that cannot be addressed with the
given context. These questions are typically used
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[Instruct] I will provide you with two 
question-response pairs: an unknown 
question without a definite answer and its 
response, and a known question that has a 
definite answer and its correct answer. 
Please score the disparity between these 
two pairs from 0 to 100:  
<Unknown Question-Response Pair> 
<Known Question-Response Pair>

Seed 
Data

Known Question: When did Neil 
Armstrong set foot on the Moon?

Unknown Question: When did Neil 
Armstrong set foot on Mars? Known 

Questions

Seed 
Data

Known Question: Priya said yes to Jay 
when he proposed. Did she say yes?

Unknown Question: Jay proposed to 
Priya yesterday. Did she say yes? Known 

Questions

Incorrect 
Questions

Incomplete
 Questions

Seed 
Data

Known Question: Everyone is ready 
to eat the goat. Is the goat cooked?

Known-Unknown Question: The goat 
is ready to eat. Is the goat cooked? Known 

Questions

Seed 
Data

Known Question: What was the 
biggest sporting event in 2020?

Unknown Question: What will be 
the biggest sporting event in 2040? Known 

Questions

Ambiguous 
Questions

Futuristic 
Questions

Incorrect 
Questions

Incomplete 
Questions

Ambiguous 
Questions

Futuristic 
Questions

Base LLM

[Instruct] The following 
question is incorrect. 
Please answer the 
question by pointing out 
its incorrectness.

[Instruct] The following 
question is incomplete. 
Please answer the 
question by pointing out 
its incompleteness.

[Instruct] The following 
question is ambiguous. 
Please answer the 
question by pointing out 
its ambiguity.

[Instruct] The following 
question is futuristic. 
Please answer the 
question by pointing out 
its futurism.

Unknown 
Question-

Response Data

Base LLM Base LLM Selected  
Data

Stage 1: Guided Question Rewriting Stage 2:Conditioned Response Generation

Stage 3: Disparity-driven Selection

Unknown Question: What animal can be found at 
the top of the men's Wimbledon trophy?

Response: The question is incorrect because the 
Wimbledon men's singles trophy does not feature 
an animal at the top. Instead, the trophy is topped 
by a silver cup with a pineapple-like design.

  Unknown Question-Response Example 

Base LLM

Stage 4: SFT

Iterative Self-Alignment

Figure 2: The workflow of the Self-Aligned method.

to evaluate the model’s reasoning capabilities, in-
stead of studying the uncertainty of model knowl-
edge. To this end, recent works (Amayuelas
et al., 2023; Agarwal et al., 2023; Yin et al., 2023)
study the unknown questions that are meant to not
have definitive answers in general. Most prelim-
inary approaches (Amayuelas et al., 2023; Agar-
wal et al., 2023; Slobodkin et al., 2023) design
various prompts for instructing LLMs to detect
the unanswerability of the unknown questions and
further classify the reasons why the question is
unknown. Another line of research conduct su-
pervised fine-tuning of LLMs over automatically-
annotated question-response data based on pre-
defined rules, such as incorporating verbal ex-
pressions of confidence (Yang et al., 2023) like
"I’m about 90% confident" or template responses
(Zhang et al., 2023) like "I am unsure". In this
work, we further investigate how to enable LLMs
to proactively respond to unknown questions with
appropriate explanations, rather than just refusing
to answer.

Large Language Model Self-alignment Our
proposed method is motivated by the increasingly
trending direction in LLMs, i.e., self-alignment
(Sun et al., 2023; Huang et al., 2023a), which aims
to utilize the model to enhance itself and align its
response with desired behaviors. In particular, the
self-alignment approaches are evolved from self-
training (Fu et al., 2023), which is typically ap-
plied for small language models, and self-instruct
(Wang et al., 2023c) approaches that are mainly
concerning the instruction-following capabilities
rather than the response behaviors. The mainstream
self-alignment approaches can be divided into two

groups: 1) Methods use the model to generate ad-
ditional context to improve the output at inference
time (Zhang and Yang, 2023; Madaan et al., 2023);
and 2) Methods use the model to construct addi-
tional training data for supervised fine-tuning (Li
et al., 2023; Sun et al., 2023). In this work, we
follow the second fashion and propose a novel and
adaptive self-alignment method for aligning the
LLMs’ responses to unknown questions as desired.

3 Method

The proposed self-alignment approach assumes ac-
cess to a base language model, a small amount of
seed data containing unknown questions with their
known counterparts, and a collection of general
known question-answer data.

3.1 Initialization

Seed Data We adopt a small number of human-
annotated examples of paired known questions and
their unknown counterparts as the seed data for
few-shot demonstration. We denote the seed data
as Dseed = {(qi, pi)}Ni , where qi and pi are the
paired known and unknown questions, respectively.

Base Model The base model can be any train-
able LLM, denoted as M. M(·) represents the
inference process using the base model M.

Known QA Data We use publicly available QA
datasets as the source of known QA data. We de-
note the known QA data as Dkq = {(qi, ai)}Mi .

3.2 Class-aware Self-Augmentation

The first step of self-alignment is to produce candi-
date training data of (question, response) pairs for
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supervised fine-tuning. Despite the large amount of
available question-response pairs for known ques-
tions, there exists a great challenge in collecting
these pairs for unknown questions. Since both
the unknown questions and their appropriate re-
sponses are required, we propose a two-stage self-
augmentation strategy to automatically generate
such pairs, including 1) Guided Question Rewrit-
ing, and 2) Conditioned Response Generation.

3.2.1 Guided Question Rewriting
We prepare a small amount of human-annotated
seed data in the form of (known question, unknown
question) pairs, namely Dseed, and a large number
of known questions that are easily collected from
existing QA datasets, namely Dkq. In order to fur-
ther endow the capability of distinguishing differ-
ent types of unknown questions, the seed data Dc

seed
is collected in terms of specific unknown question
class c, as defined in Amayuelas et al. (2023) and
Agarwal et al. (2023). In the first stage, the seed
data is adopted as few-shot demonstrations for the
in-context learning of unknown question rewriting:

Dc
uq = {M(zcqr;Dc

seed; q)}q∈Dkq , (1)

where Dc
uq denote the generated unknown questions

with the unknown question class c, according to
their known question counterparts. zcqr denotes
the prompt to rewrite the known questions into a
specific class c of unknown questions. In particular,
Dc

uq shares the identical number of questions as
Dkq, and we use the same index for indicating the
paired known and unknown questions in Dkq and
Dc

uq respectively.

3.2.2 Conditioned Response Generation
In order to teach the base model how to proactively
respond to unknown questions with appropriate ex-
planations, we assign class-aware prompts, zcrg, for
instructing the base model to analyze the unanswer-
ability of the unknown questions according to the
class c of the seed data. For example, if the seed
data Dc

seed is used for rewriting known questions
into incorrect questions, i.e., c = incorrect, the
conditioned response generation will instruct the
base model with "The following question is
incorrect. Please answer the question by
pointing out its incorrectness.". Thanks
to the guided question rewriting, all the generated
unknown questions are paired with their original
known question counterparts. Therefore, we can
further provide the original known question to help

the base model better analyze the unanswerability
with the reference known question.

Formally, we collect the self-augmented un-
known question-response data Dc

unk as follows:

Dc
unk = {(pi,M(zcrg; pi, qi))}pi∈Dc

uq,qi∈Dc
kq
, (2)

where pi and qi denote the generated unknown
question and its original known question. The
self-augmented data from all types of unknown
questions will be merged into Dunk.

3.3 Disparity-driven Self-Curation

Since the self-augmented data Dunk potentially con-
tains noisy examples, we filter out low-quality
unknown question-response pairs using the base
model itself. Different from existing self-alignment
approaches (Li et al., 2023; Sun et al., 2023) that de-
signs principle-based prompts to score the quality
of self-augmented samples, we propose a disparity-
driven self-curation approach to measure the se-
mantic difference between the unknown question-
response pair (pi, ri) ∈ Dunk and its known
question-answer pair counterpart (qi, ai) ∈ Dkq.
In specific, we instruct the base model to score the
disparity with the prompt zsc:

si = M(zsc; (qi, ai); (pi, ri)), (3)

where si denotes the score of the i-th sample in
Dunk. We select samples with the score si > ϵ
to form the curated set of data, denoted as D̂unk,
where ϵ is a threshold value for qualified data.

The motivations are two-fold. (1) Since the base
model itself may fail to identify whether the ques-
tion has a definitive answer, it is also difficult to
score the unanswerability of the rewritten ques-
tion. (2) The base model possesses strong semantic
understanding capabilities for distinguishing the
disparity between two natural language samples,
i.e., the known QA pair and its unknown QA pair
counterpart. Since the textual quality of the gen-
erated unknown question-response pairs has been
guaranteed by the exceptional conditional genera-
tion capability of LLMs, it is unlikely and actually
difficult to generate new questions that are com-
pletely different to the previous one but also be
answerable. Therefore, their quality issues lie in
the insufficient semantic difference from the origi-
nal known QA pairs. In this manner, the disparity-
driven self-curation strategy filters out low-quality
pairs whose are still semantically similar.
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3.4 Supervised Fine-tuning

After obtaining a curated set of unknown question-
response pairs D̂unk, we fine-tune the base model
on this curated set to endow it with the capability
of responding to unknown questions:

max
θ

∑
(p,r)∈D̂unk

∑|r|
t=1

logPθ(rt|p, r<t), (4)

where θ denotes the parameters of the base model.

3.5 Iterative Self-Alignment

After supervised fine-tuning, we denote the base
model with updated parameters as M(1). We fur-
ther employ iterative self-alignment to continually
augment and curate higher-quality data D̂(1)

unk with
the improved model M(1). In general, the base
model in turn can be fine-tuned with the new data
D̂(k)

unk to get a new updated base model M(k+1).

4 Experimental Setups

4.1 Datasets

As introduced in Section 3.1, the initialization of
the Self-Aligned method includes a set of human-
annotated seed data and a large amount of known
question-answer data. There are different catego-
rizations of unknown questions in the literature
(Amayuelas et al., 2023; Agarwal et al., 2023).
In our experiments, we adopt the four overlap-
ping classes of unknown questions for evaluation,
including Incomplete, Futuristic, Incorrect,
and Ambiguous. First, we manually annotated 5
pairs of known and unknown questions for each
class, resulting in 20 seed data in total. Then
we collect the known question-answer data from
several widely-used datasets, including WebQues-
tions (Berant et al., 2013), TempQuestions (Jia
et al., 2018), CNN/Dailymail (Hermann et al.,
2015), CUP (Sun et al., 2022), and SemEval2017
(Miller et al., 2017). For evaluation, we adopt
a publicly-available dataset, called QnotA (Agar-
wal et al., 2023). Due to the absence of other
publicly-available datasets, we further manually
annotated a new set of Known-Unknown Question
Pairs (KUQP) with the same number of samples as
QnotA. Overall, the statistics of all data2 used in
our experiments are summarized in Table 1.

2A semantic similarity assessment between every question
in these two test datasets and every question in the initial data
is conducted using the ChatGPT, confirming that there is no
overlap between the two test datasets and the initial data.

Type # Seed # Known QA # QnotA # KUQP

Incomplete 5 2,734 80 80
Futuristic 5 824 80 80
Incorrect 5 588 80 80
Ambiguous 5 1,422 80 80
Total 20 5,568 320 320

Table 1: The statistics of adopted datasets.

4.2 Evaluation Settings and Metrics
Following previous studies (Amayuelas et al., 2023;
Agarwal et al., 2023), we consider the following
three evaluation settings:

• Task 1: Unknown Question Detection. Given
a question, the language model performs binary
classification for known and unknown questions.
We report the F1 score for each class of datasets.

• Task 2: Unknown Question Classification.
Given an unknown question, the language model
performs multi-class classification to categorize
why a question is unknown. We report the Macro-
Precision, Recall, and F1 scores.

• Task 3: Open-ended Response Generation.
Given a question, the language model generates
natural language responses. Since there is no
ground-truth response for automatic evaluation,
we employ GPT-4 to automatically compare two
generated responses and conduct human evalua-
tion. To mitigate the order bias of GPT-4 scoring,
we report the average win rate of both orders of
the two compared instances.

4.3 Implementation Details
For the base model, we adopt two open-source
LLMs for evaluation, including Vicuna 7B (Chiang
et al., 2023) and LLaMA-2 7B (Touvron et al.,
2023). During fine-tuning, we employ LoRA (Hu
et al., 2022) for efficient training process with r =
8, alpha = 16, and dropout rate as 0.05. We fine-
tune the base model with learning rate as 1e-4 and
batch size as 4 for 30 epochs. We set the self-
curation threshold ϵ as 80.

We conducted experiments using four A5000
GPUs with a VRAM size of 24GB each. The
amount of data used for fine-tuning the model in
each round ranged from 3000 to 5500 samples (as
the data required filtering through Disparity-driven
Self-Curation). We stopped at the third round
of iterative self-alignment by balancing computa-
tional costs and experimental effectiveness, since
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the number of the curated datasets becomes less
than 50% of the augmented datasets and there is
no significant performance improvement after that.
As for the prompts of zcqr, zcrg, and zsc introduced
in Section 3, we present the details in Appendix C.

4.4 Baselines

For the tasks of Unknown Question Detection and
Unknown Question Classification, we adopt five
baselines for comparisons, including three prompt-
based methods (Zero-shot, Def+q(k)+q’(k) (Agar-
wal et al., 2023), and Self-Ask (Amayuelas et al.,
2023)) and two fine-tuning methods (Supervised
fine-tuning on the AmbigQA dataset (Min et al.,
2020) and R-Tuning (Zhang et al., 2023)).

For the task of Open-ended Response Genera-
tion, we adopt the following baselines: Zero-shot,
Few-shot, Proactive, ProCoT (Deng et al., 2023b),
and Hint (Slobodkin et al., 2023). The detailed
descriptions of these baselines are presented in Ap-
pendix A.

5 Experimental Results

5.1 Unknown Question Detection

The evaluation results for unknown question detec-
tion are detailed in Table 2. Among the baseline
prompt-based methods, we observed significant
performance variations. These methods demon-
strate sensitivity, making it challenging to consis-
tently surpass the vanilla zero-shot baseline, re-
gardless of the base model or dataset used. Intrigu-
ingly, in the comparison between the two open-
source base models, Vicuna consistently outper-
formed LLaMA2 in detecting unknown questions.
This is noteworthy, considering LLaMA2’s supe-
rior performance in other benchmarks. However,
LLaMA2 tends to exhibit greater overconfidence
than Vicuna, especially when encountering ques-
tions without definitive answers. Notably, our Self-
Aligned method consistently and substantially sur-
passes the Zero-shot baseline across all categories
of unknown questions and with both base mod-
els. Although fine-tuning baselines indeed offer
competitive performance in certain aspects, Self-
Aligned still outperforms them across various ques-
tion types. This underscores the effectiveness of
our method in improving the base model’s capabil-
ity of recognizing its own knowledge limitations
when addressing unknown queries. More impor-
tantly, our Self-Aligned method only requires a
really small amount of seed data, instead of large-

scale human-annotated data for fine-tuning.

5.2 Unknown Question Classification
The evaluation results for unknown question clas-
sification are presented in Table 3. Similarly, the
performance of the prompt-based baseline meth-
ods appears to be unreliable, exhibiting instabil-
ity and inconsistency across various datasets and
base models. For example, the effectiveness of
the Def+q’(5)+q(5) method largely depends on the
semantic and structural relevance of the 5-shot ex-
amples provided. In contrast to the unknown ques-
tion detection, the vanilla LLaMA2 performs much
better than the vanilla Vicuna in classifying the cat-
egory of the unknown question. The vanilla Vicuna
demonstrates limited ability to discern the reasons
behind an unknown question. However, our pro-
posed Self-Aligned method markedly surpasses all
other methods, showing a substantial improvement.
Remarkably, the Vicuna’s F1 score in this task sees
an increase in the range of 300%-400% post self-
alignment, highlighting the method’s effectiveness
in enhancing the base model’s capability in identi-
fying the reasons why a question is unknown.

5.3 Open-ended Response Generation
5.3.1 Automatic Evaluation
The results from the automatic evaluation, as pre-
sented in Table 4, reveal the potential and capability
of the Self-Aligned method in enhancing LLMs’
ability to generate responses to unknown questions.
Focusing on the Vicuna model, the Self-Aligned
method consistently outperforms the Standard,
Proactive, and ProCoT approaches across all cate-
gories in both QNotA and KUQP, demonstrating
its notable effectiveness in improving open-ended
response generation capabilities. However, the win
rate against the Hint method is slightly lower than
50% in both datasets. LLaMA2 also benefits sig-
nificantly from the Self-Aligned method. Over-
all, according to the average scores, Self-Aligned
proves to be a robust and effective enhancement for
open-ended response generation, showcasing its
potential for improving model performance when
addressing unknown questions across various sce-
narios and datasets. Additionally, the average win
rate against the Self-Aligned method with single-
round iteration is larger than that with two-round
iterations, which indicates the effectiveness of it-
eration self-alignment on improving the quality of
the generated responses. To clarify the concern of
overfitting to the unknown questions, we further
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Model Method
QNotA KUQP

Incomp. Future Incorr. Ambig. Avg Incomp. Future Incorr. Ambig. Avg

Vicuna

Zero-shot 0.478 0.333 0.639 0.737 0.547 0.487 0.899 0.654 0.825 0.716
Def+q’(5)+q(5) (Agarwal et al., 2023) 0.397 0.481 0.608 0.711 0.549 0.500 0.925 0.670 0.837 0.733
Self-Ask (Amayuelas et al., 2023) 0.512 0.635 0.735 0.418 0.575 0.503 0.635 0.725 0.468 0.583
SFT (AmbigQA) 0.612 0.426 0.661 0.478 0.544 0.554 0.812 0.659 0.637 0.666
R-Tuning (Zhang et al., 2023) 0.469 0.687 0.544 0.394 0.523 0.531 0.938 0.688 0.791 0.737
Self-Aligned 0.670 0.664 0.572 0.812 0.679 0.571 0.975 0.749 0.874 0.792

LLaMA2

Zero-shot 0.404 0.361 0.494 0.459 0.430 0.333 0.218 0.333 0.436 0.330
Def+q’(5)+q(5) (Agarwal et al., 2023) 0.485 0.380 0.476 0.476 0.454 0.387 0.271 0.436 0.583 0.419
Self-Ask (Amayuelas et al., 2023) 0.452 0.423 0.568 0.478 0.480 0.271 0.799 0.481 0.563 0.528
SFT (AmbigQA) 0.533 0.559 0.517 0.465 0.519 0.536 0.738 0.554 0.629 0.614
R-Tuning (Zhang et al., 2023) 0.516 0.636 0.542 0.523 0.554 0.532 0.773 0.563 0.747 0.654
Self-Aligned 0.543 0.695 0.573 0.693 0.626 0.545 0.948 0.639 0.812 0.736

Table 2: Evaluation results on unknown question detection. Bold results denote the best baseline performance.

Model Method
QNotA KUQP

P R F1 P R F1

Vicuna

Zero-shot 0.240 0.200 0.076 0.341 0.230 0.129
Def+q’(5)+q(5) 0.441 0.225 0.123 0.391 0.245 0.155
Self-Ask 0.185 0.210 0.133 0.535 0.365 0.312
SFT (AmbigQA) 0.220 0.375 0.276 0.421 0.385 0.294
R-Tuning 0.713 0.425 0.345 0.529 0.425 0.358
Self-Aligned 0.728 0.505 0.436 0.730 0.485 0.449

LLaMA2

Zero-shot 0.367 0.395 0.305 0.312 0.380 0.309
Def+q’(5)+q(5) 0.345 0.400 0.310 0.344 0.400 0.332
Self-Ask 0.364 0.285 0.261 0.260 0.220 0.160
SFT (AmbigQA) 0.440 0.360 0.266 0.426 0.335 0.255
R-Tuning 0.398 0.395 0.313 0.319 0.375 0.278
Self-Aligned 0.556 0.480 0.398 0.428 0.485 0.403

Table 3: Evaluation results on unknown question classi-
fication.

provide evaluation results on open-ended response
generation for known questions in Appendix H.1.

5.3.2 Human Evaluation

We further conduct human evaluation on the gen-
erated responses. The annotator guideline is pre-
sented in Appendix E. The results, as presented
in Table 5, highlight the qualitative strengths of
open-ended response generation. Notably, the Self-
Aligned method excels across all criteria, demon-
strating heightened effectiveness in honesty, com-
prehensibility, and helpfulness. The exception is
that the Self-Aligned method fails to generate more
comprehensive responses than the Hint method,
which also leads to the higher automatic scores
assessed by GPT-4 in Section 5.3.1.

From the perspective of three evaluation criteria,
the model’s score for Honesty is generally higher
than that for Comprehensibility. This indicates that,
despite providing honest answers to some ques-
tions, the model fundamentally does not accurately
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Figure 3: Effect of self-curation approaches.
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Figure 4: Effect of iterative self-alignment.

understand the meaning of the questions and ana-
lyze them. At the same time, we can observe that
the model’s score for Comprehensibility is gener-
ally positively correlated with its score for Help-
fulness. This also suggests that the model is more
likely to generate content that is helpful to users
when it has a better understanding of the questions.

5.4 Discussion and Analysis
5.4.1 Effect of Self-Curation
In order to validate the effectiveness of the pro-
posed Disparity-driven Self-curation, we conduct
the analysis of the effect of self-curation strategies.
We compare to two variants of our Self-Aligned
Method as follows:

• No Self-curation: We directly conduct super-
vised fine-tuning over the self-augmented un-
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Model Self-Aligned (K=3) vs. Method
QNotA KUQP

Incomp. Future Incorr. Ambig. Avg Incomp. Future Incorr. Ambig. Avg

Vicuna

Zero-shot 0.563 0.575 0.525 0.713 0.594 0.563 0.600 0.638 0.588 0.597
Few-shot (5) 0.638 0.725 0.625 0.775 0.691 0.525 0.700 0.625 0.675 0.631
Proactive (Deng et al., 2023b) 0.813 0.913 0.775 0.713 0.803 0.625 0.725 0.625 0.900 0.719
ProCoT (Deng et al., 2023b) 0.850 0.913 0.875 0.675 0.828 0.625 0.875 0.675 0.850 0.756
Hint (Slobodkin et al., 2023) 0.475 0.725 0.550 0.675 0.606 0.463 0.513 0.513 0.625 0.528
Self-Aligned (K=1) 0.700 0.438 0.725 0.638 0.625 0.563 0.513 0.575 0.463 0.528
Self-Aligned (K=2) 0.513 0.425 0.538 0.613 0.522 0.600 0.525 0.613 0.575 0.578

LLaMA2

Zero-shot 0.475 0.650 0.525 0.575 0.556 0.513 0.663 0.513 0.513 0.550
Few-shot (5) 0.625 0.600 0.575 0.563 0.591 0.513 0.538 0.550 0.575 0.544
Proactive (Deng et al., 2023b) 0.625 0.700 0.525 0.513 0.591 0.400 0.538 0.525 0.625 0.522
ProCoT (Deng et al., 2023b) 0.525 0.675 0.513 0.513 0.556 0.588 0.550 0.425 0.588 0.538
Hint (Slobodkin et al., 2023) 0.525 0.638 0.600 0.538 0.575 0.475 0.538 0.550 0.638 0.550
Self-Aligned (K=1) 0.475 0.588 0.563 0.550 0.544 0.488 0.513 0.625 0.513 0.534
Self-Aligned (K=2) 0.450 0.525 0.563 0.513 0.513 0.563 0.450 0.525 0.488 0.506

Table 4: Automatic evaluation results on open-ended response generation. The score is the win rate of Self-Aligned
(K=3) against each baseline. The gray numbers represent win rates below 50%.

Method (Vicuna)
Incomp. Future Incorr. Ambig. Avg

Hon. Comp. Help. Hon. Comp. Help. Hon. Comp. Help. Hon. Comp. Help. Hon. Comp. Help.

Zero-shot 0.95 0.35 0.10 0.98 0.95 1.88 0.85 0.83 0.85 0.80 0.08 0.03 0.89 0.55 0.71
Proactive (Deng et al., 2023b) 1.00 0.58 0.30 1.03 1.23 1.40 0.90 0.88 0.93 0.58 0.05 0.03 0.88 0.68 0.66
ProCoT (Deng et al., 2023b) 0.78 0.33 0.15 1.83 1.65 1.30 0.60 0.63 0.78 0.50 0.15 0.05 0.93 0.69 0.57
Hint (Slobodkin et al., 2023) 1.50 1.33 1.03 1.60 1.60 1.35 0.75 0.73 0.70 0.65 0.13 0.08 1.13 0.94 0.79
Self-Aligned 1.65 1.08 1.30 1.65 1.73 1.95 1.08 0.95 1.30 1.15 0.45 0.40 1.38 1.05 1.24

Table 5: Human evaluation results on open-ended response generation.

known question-response dataset without the self-
curation step, so the fine-tuning dataset will be
much larger than our method.

• Principle-driven Self-curation: We follow pre-
vious studies (Sun et al., 2023; Li et al., 2023) to
design several appropriate principles for instruct-
ing the base model to score each self-augmented
data. The prompt is presented in Appendix C.
The curated dataset is based on the ranking of the
score and with the same size as our method.

As depicted in Figure 3, the Principle-driven
Self-curation approach demonstrates minimal per-
formance enhancement in Task 1, and in some
cases, it even leads to a decline in performance
when Vicuna is the base model. This observation
aligns with our discussions in Section 3.3, where
we noted that the base model might struggle to dis-
cern whether a question is known or unknown. Con-
sequently, the Principle-driven Self-curation might
not effectively select qualified self-augmented un-
known questions. In contrast, as for Task 2, the
Principle-driven Self-curation method contributes
to a moderate improvement in performance. How-
ever, it is the Disparity-driven Self-curation method

that significantly enhances performance across both
tasks. The improvement over no self-curation also
indicates an important insight: the quality of align-
ment data can be more impactful than its quantity.
Furthermore, we provide an analysis on the quality
of self-augmented data in Appendix F.

5.4.2 Effect of Iterative Self-Alignment
Figure 4 presents the analysis of the iteration times
of self-alignment. The findings highlight the effi-
cacy of the iterative self-alignment process. Over-
all, we observed enhancements in the performance
of Task 1 and Task 2 corresponding with succes-
sive iterations of self-alignment. However, consis-
tent with trends noted in automatic evaluations of
open-ended response generation, the magnitude of
improvement tends to diminish over time. This
phenomenon is likely due to the reliance on a
static dataset of known QA pairs. As the iterations
progress, the quality of the refined data approaches
a ceiling, contingent upon the unchanging nature
of the source material.

5.4.3 Case Study
To facilitate intuitive comparisons among various
methods in generating open-ended responses to un-

13659



A: Directly answer: Spiderman became the highest grossing movie ever 
due to its excellent storyline, engaging characters, and …

Q: Nick shot an elephant in his pajamas. Where was the elephant?

StandardA: The elephant was in Africa.

ProactiveA: Directly answer. The elephant was in Nick's pajamas.

ProCoT

Hint

A: This is an example of a play on words and does not 
make sense as an actual question. Therefore, it is not an 
unknown question. As such, I would choose "direct 
answer", and my answer would be: Nowhere.

A: The answer is unanswerable, because the question 
itself is a paradox that defies logical or factual 
explanation. The statement is inherently 
contradictory and nonsensical, as elephants are too 
large to fit into pajamas and it is impossible for 
someone to shoot an elephant while wearing pajamas.

A: The question is ambiguous, as the sentence is a 
play on words that combines two different meanings 
of the phrase "in his pajamas." The first meaning is 
that Nick was wearing his pajamas, and the second 
meaning is that Nick shot the elephant while it was in 
his pajamas, which means that the elephant was dead 
and in Nick's pajamas.

Self-
Aligned

Q: How did Spiderman become the highest grossing movie ever?

Standard
A: Spider-Man: No Way Home became the highest-grossing 
movie of all time due to a combination of factors, including …

Proactive

A: The question is not an unknown question as it requires a specific factual 
answer. It is asking for information about a particular event. As an AI 
language model, I can provide a direct answer to this question. Direct 
answer: Spiderman became the highest grossing movie ever due to …

ProCoT

HintA: Spiderman became the highest grossing movie ever 
due to a combination of factors, including …

A: "Spider-Man" is a 2002 superhero film based on the Marvel Comics 
character Spider-Man. "Spider-Man" became the highest grossing movie 
ever at that time primarily due to a combination of factors, including: … 
All of these factors contributed to the film's success and helped it become 
the highest grossing movie at that time. However, it's worth noting that 
box office numbers have continued to rise since the release of "Spider-
Man," and as of my knowledge cutoff in September 2021, there are 
several films that have surpassed its gross.

Self-
Aligned

Figure 5: Case study. The left one is an ambiguous question, while the right one is an incorrect question. Red words
denote the hallucinated content, while green words denote helpful explanations.

known questions, we illustrate two cases in Figure
5. All responses are generated using Vicuna as the
base model. In the first case, featuring an ambigu-
ous question, the basic Vicuna model fabricates
an answer with non-existent information. Meth-
ods like Proactive and ProCoT address the ambi-
guity by choosing one possible interpretation. The
Hint method accurately recognizes the question
as unanswerable, though the analysis of the unan-
swerability is out of scope. Most notably, our Self-
Aligned method not only identifies the question as
ambiguous but also provides an in-depth explana-
tion regarding its ambiguity. As for the right case
which is an incorrect question, the incorrectness
lies in the fact that Spiderman is not the highest
grossing movie ever if there is no constraint. The
Standard prompting just hallucinates the response
by changing the movie name from "Spiderman" to
"Spider-Man: No Way Home" based on its own
conjecture. The other three baselines are all tricked
by the incorrect question to generate responses with
incorrect information. However, our Self-Aligned
method successfully realizes the incorrect assump-
tion in the given question and provides a reasonable
response to answer the incorrect question.

6 Conclusions

In this work, we explore the challenge of respond-
ing to unknown questions with open-ended an-
swers, as opposed to simply declining to answer
them. We introduce a novel and scalable approach,
termed Self-Aligned, designed to enhance LLMs’

ability to identify unanswerable unknown questions
and to proactively respond to them with appropri-
ate explanations. The Self-Aligned method ini-
tially self-augments a dataset of unknown question-
responses, starting from a small set of seed data
and a substantial amount of known QA data. Sub-
sequently, we introduce the Disparity-driven Self-
curation approach, which is focused on selecting
qualified data to refine the base model. Our experi-
mental findings across two datasets demonstrate
that this proposed method outperforms existing
baselines in three different task formulations.

Limitations

Lack of Robust Evaluation Protocols for Open-
ended Response Generation Due to the lack
of ground-truth responses as references, we could
only adopt GPT-4 as an automatic evaluation pro-
tocol for open-ended response generation. Such
evaluation can be sensitive to the order of two re-
sponses for comparison. To mitigate the bias, we
report the average score of changing the orders of
two compared responses. Additionally, we further
conduct human evaluation to assess the quality of
responses from different perspectives.

Restricted Applicability to Black-box Large
Language Models Self-alignment approaches
(Li et al., 2023; Sun et al., 2023), which are based
on data augmentation, rely on the availability of
fine-tuning in the base model. Therefore, the pro-
posed method might be restricted to be applied
to those black-box LLMs, such as ChatGPT. We
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also advocate reflecting and stimulating discussion
about open science and reproducible NLP research,
as well as supporting the open source software
movement.

Experiments on Larger Language Models Due
to constraints in available computational resources,
we have to admit that we are unable to extend
our experiments to larger models. However, the
experiments are actually conducted on two most
widely-adopted open-sourced LLMs, including Vi-
cuna and LLaMA-2. The effectiveness of the pro-
posed method can actually contribute to a wide
range of applications that are based on these two
open-sources LLMs.
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Appendix

A Descriptions of Baselines

For the tasks of Unknown Question Detection and
Unknown Question Classification, we adopt the
following baselines for comparisons:

• Zero-shot. The model is evaluated directly on
classifying the question.

• Def+q(k)+q’(k) (Agarwal et al., 2023). k exam-
ples of unknown and known questions are pro-
vided along with the task definition. We adopt
the seed data as examples for a fair comparison,
so k is set to 5 in our experiment.

• Self-Ask (Amayuelas et al., 2023). Inspired by
the work from Self-Ask (Press et al., 2022), the
model is first asked to provide the answer to the
question and then, based on its own answer, de-
cide whether the question is known or unknown.
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• SFT (AmbigQA). Supervised fine-tuning on the
AmbigQA dataset (Min et al., 2020),a dataset
covering 14,042 questions from NQ-open, an
existing open-domain QA benchmark. Over half
of the questions in NQ-open are ambiguous, with
diverse sources of ambiguity such as event and
entity references.

• R-Tuning (Zhang et al., 2023).This approach is
formalized by first identifying the knowledge gap
between parametric knowledge and the instruc-
tion tuning data. Then, the refusal-aware data
is constructed based on the knowledge intersec-
tion, to tune LLMs to refrain from responding to
questions beyond its parametric knowledge. We
train the model successively on the ParaRel, Hot-
potQA, and FEVER datasets, and use this model
as a significant baseline for our comparison.

For the task of Open-ended Response Genera-
tion, we adopt the following baselines:

• Zero-shot. The model is evaluated directly on
responding to the question.

• Few-shot. For each category of questions, we
selected 5 typical question-answer pairs as exam-
ples to assist the model in generating answers.

• Proactive & ProCoT (Deng et al., 2023b). These
two methods are originally proposed for respond-
ing to ambiguous questions, where the model is
offered with two options, directly answering the
question or asking a clarification question. Here
we extend them into various types of unknown
questions.

• Hint (Slobodkin et al., 2023). The model is
prompted with a "hint" to the possibility of
(un)answerability.

The prompting details of these baselines used
for experiments can be found in Appendix D.

B Seed Data

B.1 Incomplete Seed Data
Five examples are shown as below:
Unknown Question1: I’m considering

taking a cooking class. Is it
suitable for beginners?
Known Question1: I’m considering

taking a cooking class designed
for beginners. Is it suitable for
beginners?

Unknown Question2: They’re
releasing a new software update. Does
it improve security?
Known Question2: The new software

update includes enhanced security
features. Does it improve security?
Unknown Question3: The library has

a new book collection. Is the history
section included?
Known Question3: The library’s new

book collection includes the history
section. Is the history section
included?
Unknown Question4: Our team is

working on a project due next week.
Are there any guidelines we should
follow?
Known Question4: Our team is

working on a marketing analysis
project due next week, which
requires adherence to the new data
visualization guidelines published
last month. Are there any specific
guidelines we should follow for this
project?
Unknown Question5: There’s a debate

competition next quarter. What topics
will be covered?
Known Question5: There’s a

national-level debate competition
next quarter focusing on environmental
policy and sustainable development.
The topics will likely revolve
around current global challenges and
solutions in sustainability. What
topics will be covered?

B.2 Futuristic Seed Data

Five examples are shown as below:
Unknown Question1: who will be the

governor of Texas in 2033?
Known Question1: who was governor

of Texas in 2003?
Unknown Question2: Who will win the

Best Director of Oscar in 2051?
Known Question2: Who won Best

Director of Oscar in 2001?
Unknown Question3: Which city will

hold Olympics in 3000?
Known Question3: Which city held

Olympics in 2000?
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Unknown Question4: Who will win the
election of Nigeria in 2099?
Known Question4: Who won the

election of Nigeria in 1999?
Unknown Question5: How many

countries will participate in 2096
Summer Olympics?
Known Question5: How many countries

participated in 1996 Summer Olympics?

B.3 Incorrect Seed Data
Five examples are shown as below:
Unknown Question1: What is the

boiling point of wood?
Known Question1: What is the

boiling point of water?
Unknown Question2: When did

Shakespeare write the screenplay for
’Titanic’?

Known Question2: When did
Shakespeare write ’Romeo and Juliet’?
Unknown Question3: How many goals

did Leonardo da Vinci score in the
World Cup?
Known Question3: How many paintings

did Leonardo da Vinci create?
Unknown Question4: When did

dinosaurs first use the internet?
Known Question4: When did humans

first use the internet?
Unknown Question5: Who was the

first astronaut to land on the sun?
Known Question5: Who was the first

astronaut to land on the moon?

B.4 Ambiguous Seed Data
Five examples are shown as below:
Unknown Question1: The teacher

spoke to the student with the question.
Who had the question?
Known Question1: The teacher spoke

to the student who had the question.
Who had the question?
Unknown Question2: Sarah bought

a gift for her niece that is very
delicate. What is very delicate?
Known Question2: Sarah bought a

very delicate gift for her niece.
What is very delicate?
Unknown Question3: If you try to

fail and succeed, which one did you
do?

Known Question3: If your intention
was to fail at a task but you ended up
completing it successfully, does this
mean you failed at your intention or
succeeded at the task?
Unknown Question4: Are part-time

band leaders semi-conductors?
Known Question4: What

responsibilities does a part-time band
leader have compared to a full-time
conductor?
Unknown Question5: The fish is

ready to eat. Is the fish cooked?
Known Question5: The fish is cooked

properly and is now ready to be eaten.
Is the fish cooked?

C Prompting Details of Self-Aligned

C.1 Guided Question Rewriting

The following is the generation of prompts for un-
known questions in different categories given in
Table 1, using seed data and known questions. The
prompts for each category are designed based on
the known question-answer data in the correspond-
ing dataset, aiming for the model to mimic the form
of the seed data and modify the given known ques-
tion into the corresponding unknown questions for
which we don’t have definitive answers.

C.1.1 Incomplete Question Rewriting

I will give you a statement below.
Please modify them into statements
with incomplete information and
initiate a question.You can try to
create incompleteness by deleting
or changing some information in the
statement, but you must ensure that
the revised statement is grammatical
and fluent.Please ensure that the
revised statement can’t answer the
question because of insufficient
information, while the original
statement I give you can answer the
question.Output your revised statement
and the questions you initiated.
Statement:{statement}
Five examples are shown as below:
• {example1}
......

• {example5}
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C.1.2 Futuristic Question Rewriting
I will give you a question related
to the past that you need to modify
into a question about the future
that becomes unanswerable.You can
change the part about time in the
sentence to a time point in the future.
Please output your revised question.
Question:{question}
Five examples are shown as below:
• {example1}
......

• {example5}

C.1.3 Incorrect Question Rewriting
I will give you a question, please
modify it to an unanswerable question.
You can try to create conflict by
replacing certain subjects, objects,
adverbials, or attributives in the
question, thereby adding some factual
error to the question, making it a
question that cannot be answered
on its own.Please don’t revise it
into a question about the future.
Please print the revised question.
Question:{question}
Five examples are shown as below:
• {example1}
......

• {example5}

C.1.4 Ambiguous Question Rewriting
Unlike the other three categories of problems dis-
cussed, human language contains various types of
ambiguous questions, which require a great deal
of time and effort to annotate answers for due to
their complexity. Therefore, we use only puns as
representatives of ambiguous problems for our ex-
periments here. Our method aims to demonstrate
the effectiveness of the self-alignment approach
across different categories of unknown problems.
Given that the diversity of the generated training
data depends on the diversity of the data used to
build the training dataset and the diversity of the
prompts, we believe that our self-alignment method
can actually generalize to any specific type of un-
known problem.
I will give you a punned statement

and a word that appears in that
statement to signify a pun.This word
has two different meanings and I will

tell you the punned statement, the pun
word and the two meanings of the word
in the following format:
Sentence:{The punned statement.}
Word:{The pun word.}
Word sense one:{The first meaning of

the word.}
Word sense two:{The second meaning

of the word.}
Here are two things you can do:
1.Please rewrite the original

statement according to each
interpretation scheme, so that the
meaning is clear and no pun intended.
2.Make a question of the original

statement so that the pun statement
cannot answer the question precisely
because of the pun.
Five examples are shown as below:
• {example1}
......

• {example5}

C.2 Conditioned Response Generation

C.2.1 Incomplete Questions

The following question is incomplete,
you should first analyze why this
question is an unknown question by
pointing out its incompleteness, and
then give me the answer this question
in the way of classified discussion,
or in the way of avoiding giving
an exact answer, and you can ask
questions for its incompleteness,
hoping to get further supplementary
explanations from users.

C.2.2 Futuristic Questions

The following question is futuristic,
you should first analyze why this
question is an unknown question by
pointing out its futurism, and then
give me the answer this question in
the way of classified discussion, or
in the way of avoiding giving an exact
answer, and you can ask questions for
its futurism, hoping to get further
supplementary explanations from
users.
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C.2.3 Incorrect Questions
The following question is incorrect,
you should first analyze why this
question is an unknown question by
pointing out its incorrectness, and
then give me the answer this question
in the way of classified discussion,
or in the way of avoiding giving
an exact answer, and you can ask
questions for its incorrectness,
hoping to get further supplementary
explanations from users.

C.2.4 Ambiguous Questions
The following question is ambiguous,
you should first analyze why this
question is an unknown question by
pointing out its ambiguity, and then
give me the answer this question in
the way of classified discussion, or
in the way of avoiding giving an exact
answer, and you can ask questions
for its ambiguity, hoping to get
further supplementary explanations
from users.

C.3 Principle-driven Self-curation

I will give you an unknown question
with no definite answer and a
candidate answer to the question.
Please evaluate whether or not the
answer is a good example of how
AI Assistant should respond to the
question. Please assign a score using
the following 5-point scale:
1.Indicates that the answer is

completely inconsistent with the
content of the question and does
not understand the core points of
the question.For example, the answer
only matches a small part of the
question and does not answer the
question completely; Direct answer
can’t give the correct answer because
it can’t get the latest information
in real time for its own reasons;
Unknown question is understood as
known question, which gives an exact
but incorrect answer.
2.This means that the answer

solves part of the problem.It didn’t
answer the question directly and

accurately.For example, it repeated
or summarized the question, but did
not give a detailed and convincing
answer.
3.Indicates that the answer answered

the question well.It is complete and
self-contained, but the disadvantage
is that the analysis of the problem
is not comprehensive enough and the
logical relationship contained in the
problem is not clarified.
4.This means that the answers are

highly correlated with the questions,
and they can accurately understand the
logical relationship in the questions,
analyze the questions in detail and
give convincing answers.It is well
organized, self-contained and written
in a useful tone.It has little room
for improvement, such as being more
concise and focused.
5.It means that this is a

perfect answer.The answer
provides high-quality content,
answers questions accurately
and comprehensively, and shows
professional knowledge in this
field.It is very well written, logical,
easy to understand, attractive and
insightful.You must answer me the
score of the "question-answer" pair by
strictly following this format:[score],
for example:Rating:[5], and then tell
me the reason.
Five examples are shown as below:
• Question: The lecturer said
that she would take a pop quiz
on Friday. When is the pop quiz?
Answer: The pop quiz is on
Friday.
Score:1

• Question: Look at the dog with
one eye. Does the dog have only
one eye?
Answer: As an AI language model,
I don’t have the ability to see
or observe physical objects.
However, I can tell you that if
a dog has only one eye, it would
be considered a congenital or
acquired disability, depending
on how the eye was lost.

13667



Score:2
• Question: They stood watching the
fireworks in the garden. Where
were the fireworks?
Answer: It is not clear where the
fireworks were being held as the
sentence only states that the two
individuals were watching them in
a garden. It could be a private
garden or a public garden where
the fireworks were being held.
Score:3

• Question: Nick shot an elephant
in his pajamas. Where was the
elephant?
Answer: The phrase "Nick shot
an elephant in his pajamas" is a
humorous example of a nonsensical
sentence. It is often used to
illustrate the concept of a
"logical fallacy" or "illogical
statement," which is a statement
that is not based on sound
reasoning or evidence.
Score:4

• Question: Time flies like an
arrow. What does time mean in
this context?
Answer: In the context of the
phrase "time flies like an arrow,"
"time" refers to the progression
of moments from the past to the
present and into the future. The
arrow symbolizes the idea that
time is moving forward, passing
quickly, and that it is fleeting
or transient. The phrase suggests
that time is precious and should
be cherished, as it is constantly
moving and cannot be stopped or
recaptured.
Score:5

Question:{question}
Answer:{answer}

C.4 Disparity-driven Self-Curation
I will provide you with two
"question-answer" pairs:one with an
unknown question without a definite
answer and its possible answer, and
the other with a known question that
has a definite answer and its correct

response.Please evaluate the disparity
between these two answers—the greater
the disparity, the higher the score,
with 0 representing the lowest score
and 100 representing the highest
score.Answer me only with the score.
Two examples are shown as below:
• Question1: Who does Danneel
Harris play in the underwater
basket weaving tournament?
Answer1: The question you
provided is incorrect because
there is no such thing as an
"underwater basket weaving
tournament." Basket weaving is
an activity that is typically done
on land, and it does not involve
swimming or being underwater.
Therefore, it is not possible
for Danneel Harris or anyone else
to participate in an underwater
basket weaving tournament.
Question2: Who does Danneel
Harris play on one tree hill?
Answer2: Danneel Harris played
the character of Rachel Gatina
on the television show Öne Tree
Hill."̈
The disparity between the two
answers is 80.

• Question1: Marion Bartoli won
her first Grand Slam title at
Wimbledon by beating Sabine
Lisicki in straight sets. Who
did Marion Bartoli beat in the
final?
Answer1: The question is
not incomplete. It is a
multiple-choice question that asks
for the name of the player that
Marion Bartoli beat in the final
of Wimbledon. The answer choices
are Sabine Lisicki and Kirsten
Flipkens.
Question2: Marion Bartoli
wins first Grand Slam title
at Wimbledon beating Sabine
Lisicki in straight sets.The
28-year-old becomes only the
second Frenchwoman to win
Wimbledon in the open era. Who
did Marion Bartoli beat in the
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final?
Answer2: Marion Bartoli beat
Sabine Lisicki in the final to
win her first Grand Slam title at
Wimbledon.
The disparity between the two
answers is 0.

Question1:{question1}
Answer1:{answer1}
Question2:{question2}
Answer2:{answer2}

D Prompting Details of Baselines

D.1 Unknown Question Detection

D.1.1 Zero-shot
Is the following question known
or unknown? Answer only known or
unknown.
Question:{question}

D.1.2 Def+q’(5)+q(5)
Is the following question known
or unknown? Answer only known or
unknown.
Question:{question}
Five examples are shown as below:
• {example1}
......

• {example5}

D.1.3 Self-Ask
Given the question and answer, is the
following question known or unknown?
Answer only known or unknown.
Question:{question}
Answer:{answer}

D.2 Unknown Question Classification

D.2.1 Zero-shot
Task: Classify the following
question in one of the following
categories.Answer only with the
category name.
Category name: Known Question: A

question for which we can know the
answer. Example: Who is the current
President of the United States?
Category name: Futuristic Questions:

A question about the future we cannot
know. Example: What will be the
top-performing stock in the year 2030?

Category name: Incomplete Questions:
A question that that lacks key
information to answer the question.
Example: I went to the park last
weekend. Did Tom go with me?
Category name: Incorrect Questions:

A question that that contains
incorrect information, facts, or logic.
Example: What time zone is the UK in
on Mars right now?
Category name: Ambiguous Questions:

A question that contains puns or
ambiguous references and cannot be
answered accurately. Example: There
is a bird in a cage that can fly. Can
the cage fly?
Question:{question}

D.2.2 Def+q’(5)+q(5)
Task: Classify the following
question in one of the following
categories.Answer only with the
category name.
Category name: Known Question: A

question for which we can know the
answer. Example: Who is the current
President of the United States?
Category name: Futuristic Questions:

A question about the future we cannot
know. Example: What will be the
top-performing stock in the year 2030?
Category name: Incomplete Questions:

A question that that lacks key
information to answer the question.
Example: I went to the park last
weekend. Did Tom go with me?
Category name: Incorrect Questions:

A question that that contains
incorrect information, facts, or logic.
Example: What time zone is the UK in
on Mars right now?
Category name: Ambiguous Questions:

A question that contains puns or
ambiguous references and cannot be
answered accurately. Example: There
is a bird in a cage that can fly. Can
the cage fly?
Five examples are shown as below:
• {example1}
......

• {example5}
Question:{question}
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Response (Vicuna)
Incomp. Future Incorr. Ambig. Avg

Hon. Comp. Help. Hon. Comp. Help. Hon. Comp. Help. Hon. Comp. Help. Hon. Comp. Help.

Zero-shot 0.85 0.30 0.15 0.95 0.85 1.20 0.80 0.75 0.55 0.75 0.25 0.10 0.84 0.54 0.50
Self-augmented 1.95 1.65 1.55 2.00 1.85 1.80 1.85 1.45 1.30 1.70 1.35 0.85 1.88 1.58 1.30

Table 6: Human evaluation results on self-augmented data.

Model Self-Aligned (K=3) vs. Method
QNotA KUQP

Incomp. Future Incorr. Ambig. Avg Incomp. Future Incorr. Ambig. Avg

Vicuna

Zero-shot 0.513 0.500 0.500 0.513 0.507 0.525 0.500 0.475 0.513 0.503
Few-shot (5) 0.488 0.500 0.488 0.513 0.497 0.500 0.500 0.488 0.525 0.503
Self-Aligned (K=1) 0.500 0.513 0.488 0.488 0.497 0.513 0.500 0.513 0.475 0.500
Self-Aligned (K=2) 0.475 0.500 0.513 0.513 0.500 0.488 0.500 0.500 0.500 0.497

LLaMA2

Zero-shot 0.500 0.513 0.475 0.513 0.500 0.500 0.500 0.525 0.463 0.497
Few-shot (5) 0.463 0.513 0.488 0.500 0.491 0.488 0.488 0.500 0.500 0.494
Self-Aligned (K=1) 0.500 0.513 0.500 0.488 0.500 0.500 0.500 0.513 0.513 0.507
Self-Aligned (K=2) 0.513 0.500 0.500 0.500 0.503 0.513 0.500 0.488 0.513 0.504

Table 7: Automatic evaluation results on open-ended response generation for known questions. The score is the win
rate of Self-Aligned (K=3) against each baseline. The gray numbers represent win rates below 50%.

D.2.3 Self-Ask

Task: Given the question and answer,
classify the following question in one
of the following categories. Answer
only with the category name.

Category name: Known Question: A
question for which we can know the
answer. Example: Who is the current
President of the United States?

Category name: Futuristic Questions:
A question about the future we cannot
know. Example: What will be the
top-performing stock in the year 2030?

Category name: Incomplete Questions:
A question that that lacks key
information to answer the question.
Example: I went to the park last
weekend. Did Tom go with me?

Category name: Incorrect Questions:
A question that that contains
incorrect information, facts, or logic.
Example: What time zone is the UK in
on Mars right now?

Category name: Ambiguous Questions:
A question that contains puns or
ambiguous references and cannot be
answered accurately. Example: There
is a bird in a cage that can fly. Can
the cage fly?

Question:{question}

D.3 Open-ended Response Generation

D.3.1 Proactive

Act: ["Directly Answer", "Point out
the question is an unknown question"]
Given the question below I give you,

please use appropriate actions to
generate the answer:
Question:{question}

D.3.2 ProCoT

Act: ["Directly Answer", "Point out
the question is an unknown question"]
Given the question below I give you,

you should first analyse whether the
question is an unknown question, and
then select appropriate actions to
generate the answer:
Question:{question}

D.3.3 Hint

Given the question below I give you,
answer the question. If it cannot
be answered, reply "unanswerable" and
explain why it is unanswerable.
Question:{question}

E Human Evaluation Guidelines

As depicted in Figure 6, this Guideline is designed
for human evaluation of the response quality of lan-
guage models to Unknown Questions. We evaluate
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the quality of answers based on three aspects: Hon-
esty, Comprehensibility, and Helpfulness. Each
aspect is divided into three levels: 0, 1, and 2.

F Analysis of Self-augmented Data

F.1 Examples

Here we present two examples of self-augmented
data. We list the rewritten unknown question, the
original model’s response, and the self-augmented
response, to intuitively demonstrate the quality of
the self-augmented data.

Rewritten unknown question 1: The cashier
said there was no charge for my battery. What does
it mean when the cashier says there is no charge
for my battery?

Zero-shot Response 1: When a cashier says
"there’s no charge for your battery," it means that
you don’t have to pay anything extra for the re-
placement battery provided by the store. In other
words, the cost of the new battery is already in-
cluded in the price you paid for your device or
product. It’s important to note that some stores
may have specific policies regarding free batteries,
so it’s always a good idea to check with the cashier
or customer service representative before making
a purchase.

Self-augmented Response 1: The question is
ambiguous because "no charge" could mean the
battery is free of cost or that it is not electrically
charged. If it’s about cost, it might indicate the
battery was given to you for free, perhaps due to a
promotion or as part of a warranty. If it’s about the
battery’s electrical state, it could be a humorous
comment that the battery needs charging before use.
To clear up this confusion, could you explain the
specific implication of "no charge" in this sentence?

Rewritten unknown question 2: What year did
Kim Il Sung become the Supreme Leader of North
Korea, continuing the political legacy established
by his ancestors?

Zero-shot Response 2: Kim Il-sung never be-
came the "Supreme Leader" of North Korea. In fact,
there is no such position as a "Supreme Leader"
in North Korean politics or government. Kim Il-
sung was born on April 15, 1912 and served as the
leader of North Korea from 1948 until his death
on July 8, 1994. He held various positions within
the North Korean government during this time, in-
cluding Premier (1948-1972) and President (1972-
1994). However, he was not referred to as the
"Supreme Leader."

Model Method SelfAware

Vicuna

Zero-shot 0.193
Def+q’(5)+q(5) (Agarwal et al., 2023) 0.338
Self-Ask (Amayuelas et al., 2023) 0.253
SFT (AmbigQA) 0.397
R-Tuning (Zhang et al., 2023) 0.463
Self-Aligned 0.626

LLaMA2

Zero-shot 0.230
Def+q’(5)+q(5) (Agarwal et al., 2023) 0.375
Self-Ask (Amayuelas et al., 2023) 0.329
SFT (AmbigQA) 0.427
R-Tuning (Zhang et al., 2023) 0.507
Self-Aligned 0.759

Table 8: Evaluation results on unknown question detec-
tion on the SelfAware dataset. Bold results denote the
best baseline performance.

Self-augmented Response 2: Kim Il Sung
became the Supreme Leader of North Korea in
1948. However, the phrase "continuing the po-
litical legacy established by his ancestors" in the
question is incorrect. Kim Il Sung was the founding
leader of North Korea and did not inherit the role
from a political dynasty. There was no established
political legacy by his ancestors in this context; he
established the regime and its governing philos-
ophy himself when the country was formed after
World War II and the division of Korea.

F.2 Human Evaluation

We randomly select 40 responses from each ques-
tion category for human evaluation, and the re-
sults are shown in Table 6. It can be seen that the
self-augmented data substantially outperforms the
model’s origin responses on all three given evalua-
tion metrics.

G Additional Experiments and Results

Regarding the limited number of test samples in
our initial evaluation, we supplemented our experi-
ments with the SelfAware dataset provided by Yin
et al. (2023). This dataset contains 2,337 answer-
able questions and 1,032 unanswerable questions,
allowing us to conduct more comprehensive evalu-
ations. Since the SelfAware dataset only provides
labels for "answerable" and "unanswerable," we ex-
tended our experiments with both Unknown Ques-
tion Detection and the Automatic Evaluation part of
Open-ended Response Generation, both of which
demonstrated the effectiveness of our Self-Aligned
method. The results are presented in Table 8 and
Table 9, respectively.
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Model Self-Aligned (K=3) vs. Method SelfAware

Vicuna

Zero-shot 0.595
Few-shot (5) 0.675
Proactive (Deng et al., 2023b) 0.753
ProCoT (Deng et al., 2023b) 0.718
Hint (Slobodkin et al., 2023) 0.645
Self-Aligned (K=1) 0.603
Self-Aligned (K=2) 0.558

LLaMA2

Zero-shot 0.573
Few-shot (5) 0.613
Proactive (Deng et al., 2023b) 0.625
ProCoT (Deng et al., 2023b) 0.598
Hint (Slobodkin et al., 2023) 0.563
Self-Aligned (K=1) 0.540
Self-Aligned (K=2) 0.525

Table 9: Automatic evaluation results on open-ended
response generation on the SelfAware dataset.

H Further Analysis on Open-ended
Response Generation

H.1 Evaluation on Known Questions
The automatic evaluation results for known ques-
tions are detailed in Table 7. GPT-4 scores that
the differences among each set of responses are
marginal, and there are no particularly outstanding
cases, demonstrating that there is minimal impact
on the quality of answers generated for known ques-
tions by our Self-Aligned method.
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Figure 6: Guideline of Human Evaluation for Unknown Questions.
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