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Abstract

The field of open relation extraction (ORE)
has recently observed significant advancement
thanks to the growing capability of large lan-
guage models (LLMs). Nevertheless, chal-
lenges persist when ORE is performed on
specific topics. Existing methods give sub-
optimal results in five dimensions: factualness,
topic relevance, informativeness, coverage, and
uniformity. To improve topic-oriented ORE,
we propose a zero-shot approach called Pri-
ORE: Open Relation Extraction with a Priori
seed generation. PriORE leverages the built-
in knowledge of LLMs to maintain a dynamic
seed relation dictionary for the topic. The dic-
tionary is initialized by seed relations generated
from topic-relevant entity types and expanded
during contextualized ORE. PriORE then re-
duces the randomness in generative ORE by
converting it to a more robust relation classi-
fication task. Experiments show the approach
empowers better topic-oriented control over the
generated relations and thus improves ORE per-
formance along the five dimensions, especially
on specialized and narrow topics.

1 Introduction

Relation extraction (RE) (Zhao et al., 2024), which
aims to recognize semantic relations between en-
tities under certain contexts, is essential for var-
ious downstream tasks such as knowledge graph
construction (Shi and Weninger, 2018) and ques-
tion answering (Yan et al., 2021). Traditional RE
mostly focuses on the closed setting (Closed RE),
where the task is to choose the best relation from
a pre-defined relation set. Another line of work
proceeds to the open relation extraction (ORE) task
that extracts relations without being constrained by
a pre-defined set.

Despite these developments, existing ORE ap-
proaches often give sub-optimal results on specific

*Equal contribution

Figure 1: Extracted relations on the topic redox reac-
tions for the entity pair (magnesium, oxygen) by closed
RE, open RE and our topic-oriented RE.

topics. Take Figure 1 as an example. Given a
passage under a chemical topic redox reactions,
existing methods fail to robustly extract the desired
relation (oxidized by) between the entities magne-
sium and oxygen. Closed RE fails when the desired
relation is not in the pre-defined set. Extractive
ORE is restricted by the expression of the relation
in contexts. It thus can be easily misled by topic-
irrelevant relations (e.g., exposed to is not directly
relevant to redox reactions) or implicit expressions.
The generative method mostly utilizes the general
knowledge in LLMs to interpret the context, lead-
ing to the generation of overly general relations
(e.g., forms compound with).

An important yet less studied direction is how
to make ORE more aligned with the users’ needs
under the specific topics (e.g., redox reactions, elec-
tric vehicle batteries). On the one hand, existing
domain-specific ORE work (Aljamel et al., 2015)
usually relies heavily on domain features and can
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Dimension Extracted Relation Explanation

Factualness gives to Wrong given text and topic
Relevance is exposed to Correct given text but not directly relevant to topic

Informativeness form compound with Correct but conceptually too general given text and topic
Coverage form powdery magnesium oxide Correct but too specific, covering too few instances

Uniformity {be oxidized by, give electrons to, . . . } Multiple correct expressions extracted for the same relation

Table 1: Existing ORE methods can cause errors in five dimensions. This example is a continuation of Figure 1 in
extracting the relations between magnesium and oxygen under the topic redox reactions. The desired relation is be
oxidized by.

hardly be generalized to out-of-domain topics. On
the other hand, general methods (Wadhwa et al.,
2023b; Angeli et al., 2015) are designed and eval-
uated without considering the alignment to user-
specified topics.

Under specific topics, we summarize the main
errors of existing ORE methods in five dimen-
sions which cause the extracted relations to be
sub-optimal (shown in Table 1). (i) Factualness:
the extracted relations should be correct when ex-
amined with the text and the topic. (ii) Relevance:
the relations should be directly relevant to the topic.
(iii) Informativeness: the relations should contain
proper levels of detail in context to avoid overly
general expressions. (iv) Coverage: the relations
should have general applicability under this topic to
avoid overly specific expressions. (v) Uniformity:
varied ways of expressing the same relation should
have a uniform and consistent representation (i.e.,
synonym relations should be normalized to a single
expression).

Some existing methods work well on certain di-
mensions. Take Figure 1 as an example. Although
forms compound with meets the requirements of
factualness, coverage, and topic relevance, it fails
in informativeness. The extractive result is expose
to also meets the factualness, while failing in topic
relevance. No single mechanism has been opti-
mized simultaneously across all five dimensions
for topic-oriented ORE.

To address this gap, we propose PriORE1, an
approach that utilizes a priori seed generation to
improve ORE for topic-oriented applications. The
term a priori refers to: before considering any
contexts for RE, PriORE first utilizes the LLMs’
built-in knowledge about topics to generate seed
relations based on topic-relevant entity types. We
observe that the context-agnostic a priori gener-
ation can get more robust and coherent relations

1Our code is available at https://github.com/d01d01/
PriORE.

because randomness derived from context is alle-
viated. Type-based generation further enhances
the robustness of long-tail scenarios. The seed
relations are kept as a relation dictionary for the
topic and can be dynamically updated. Then, with
context, PriORE determines whether to choose a re-
lation from the dictionary or update the dictionary
with a new relation. In other words, PriORE con-
verts ORE to relation classification (RC), which
can reduce the randomness of ORE and generate
more coherent expressions. The label space of RC
is the seed relations first generated independent of
the contexts and can be dynamically updated.

We evaluated PriORE on four topic-oriented
datasets ranging from big, general topics to small,
narrowly focused ones. We find that PriORE opti-
mizes all five dimensions, especially informative-
ness, for topic-oriented ORE. Our advantage is par-
ticularly remarkable on specialized, narrow topics.

2 Related Work

Open RE Traditional open RE work can be
categorized primarily into sequence labeling and
clustering-based methods. Sequence labeling meth-
ods use syntactic or semantic features to extract
relational phrases from the text as relations (Banko
et al., 2007; Fader et al., 2011; Stanovsky et al.,
2018; Cui et al., 2018). The relations can be lim-
ited in expressiveness, and this line of work can
hardly capture global context. Clustering-based
approaches model the relation representations and
cluster them into relation types with masked lan-
guage modeling (Wang et al., 2022; Li et al., 2022;
Hogan et al., 2023) or relational feature extraction
(Zhou et al., 2023). Although enhancing the co-
herence of expressions, they are sensitive to data
quality, dataset size, and distribution of relations,
especially for narrow topics.

Generative RE More recent works take ad-
vantage of generative models for ORE by for-
mulating ORE into sequence-to-sequence tasks
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(Huguet Cabot and Navigli, 2021; Ni et al., 2022),
whose generalization to new topics is limited by
training data. With the development of LLMs, Wad-
hwa et al. (2023a) and Jiang et al. (2024) show the
effectiveness of LLMs on ORE. Other LLM-based
RE methods focus on the closed-domain setting,
with the paradigm of filter-then-rerank (Ma et al.,
2023), the formulation of summarization (Zhang
et al., 2023), or data synthesis (Li et al., 2023; Zhou
et al., 2024).

Both generative and extractive methods for
topic-oriented ORE may suffer from redun-
dant/insufficient information and incoherent ex-
pressions. To align with users’ needs and reduce
ambiguity, some may apply relation canonicaliza-
tion after extraction based on token-level statistics,
entity information, triplet-level structure informa-
tion, or external knowledge bases along with clus-
tering methods (Galárraga et al., 2014; Vashishth
et al., 2018; Putri et al., 2019). Instead of the post-
extraction canonicalization, which is sensitive to
data volume and distribution, our work can extract
high-quality relations by a priori seed generation
to convert the ORE task to a more robust relation
classification task.

3 Method

3.1 Task Formulation

Different from general ORE, topic-oriented ORE
takes a topic as additional input for guidance. The
topic granularity can vary from general levels and
domain levels (e.g., chemistry) to even more spe-
cialized and narrower ones (e.g., redox reactions).

Formally, the input consists of a topic τ and a
set of unlabelled instances D = {(si, hi, ti)}Ni=1,
where each instance contains a text passage si, a
head entity hi and a tail entity ti. Our model, de-
noted as P (ri|τ, si, hi, ti), aims to generate rela-
tions ri to form the triples (hi, ri, ti). The out-
put of this task is the topic-oriented triple set
T = {(hi, ri, ti)}Ni=1.

We expect the generated relations to follow the
principles of factualness, topic relevance, informa-
tiveness, coverage, and uniformity, as illustrated in
Table 1.

3.2 Overall Framework

As Figure 2 shows, our proposed PriORE mainly
consists of two parts: A Priori Seed Relation Gen-
eration, and A Posteriori Seed-Guided Relation
Extraction. It first runs the a priori component to

generate a relation dictionary without taking the
topic-specific corpus. Then, it uses the a posteriori
component to go through the corpus and extract
relations.

3.3 A Priori Seed Relation Generation

Directly applying LLMs to extract relations from
texts may lead to inferior results, as shown in Table
1. Some errors result from randomness in text gen-
eration with different contexts and entities as input.
To reduce such randomness and improve the quality
of relations, we generate candidate relations from
entity types without considering contexts. Specifi-
cally, given a topic, PriORE initiates a a dynamic
relation dictionary by querying LLMs to generate
seed relations for possible pairs of topic-relevant
entity types. An example for topic Electrical Ve-
hicle (EV) Batteries is shown in the upper part of
Figure 2.

Seed relations are high-quality candidate rela-
tions under a topic. For example, under topic redox
reactions, [be oxidized by, be reduced by, . . . ] can
be a set of seed relations. As another example, [be
power source of, be recycled from, be managed by,
. . . ] are high-quality seed relations under the EV
Batteries topic.

We use a two-step approach to generate seed
relations. First, we extract the topic-relevant entity
hierarchy from external knowledge bases. Then,
we utilize LLMs to generate relations from relevant
entity types.

Motivations The reasons for using entity types
instead of entities to generate seed relations in-
clude the following. (i) Directly generating rela-
tions from entities may lead to redundant phrases
(e.g., be oxidized by and give electrons to have ex-
actly the same meaning). The entity type space
is much smaller than the entity space, which can
significantly reduce the randomness of LLM gener-
ations. (ii) On narrow topics, understanding highly
specialized or newly emerging entities may be hard
for LLMs, while entity types can be easier. (iii)
The hierarchy of entity types can enable different
granularity in seed relations.

Entity Type Hierarchy Collection Given a topic,
we collect the topic-relevant hierarchies of entity
types from custom or existing external knowledge
bases (e.g., Wikipedia Categories2). Starting from

2https://en.wikipedia.org/wiki/Wikipedia:
Contents/Categories
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Figure 2: The Overview of our PriORE for the topic-oriented RE task. A Priori Seed Generation: Given the
topic EV battery, we first initialize an entity type hierarchy and a seed relation dictionary for pairs of entity types.
A Posteriori Seed-guided Relation Extraction: We then type the entities and retrieve seed relations from the
dictionary as candidates for classification. In this case, the relation between the underlined entity pair is classified
into be power source of. The relation dictionary can be dynamically updated if the desired relation is not found.

the topic node, we explore their relevant descen-
dant and ancestor nodes as the initial type hierar-
chy. We clean the hierarchy by keeping the "is-a"
relations and resolving the noise and inconsistency
(Aouicha et al., 2016). Although the process may
miss some necessary entity types of the topic, they
can be dynamically discovered from the corpus in
the subsequent relation extraction process.

Seed Relation Generation from Entity Types
For a pair of entity types (T1, T2) on the topic hi-
erarchy, we query the LLMs for the candidate re-
lations under the specified topic as seed relations
(T1, T2, τ) → R. By providing the topic and entity
types, the LLM can infer and generate the possible
relations between two types in a topic-oriented way.
The prompt we have used is shown in Appendix C.

To further enhance fault tolerance on narrow
topics and provide more choices on different gran-
ularity, for a pair of nodes in the hierarchy, we also
merge the relations generated from their ancestor
nodes (i.e., parent types) into the set of seed rela-
tions R. For example, the relations between Bat-
tery and Vehicle naturally apply to Rechargeable
battery and Electric vehicle. To further improve the
uniformity, we utilize a pre-trained sentence trans-

former (Reimers and Gurevych, 2019)3 to check
the relation similarity and filter out the relations
that are highly similar to existing relations. The
seed relations are used in the subsequent steps to
guide the relation classification and expansion.

3.4 A Posteriori Seed-guided Relation
Extraction

Given a topic-relevant document and the relation
dictionary constructed by the a priori module, Pri-
ORE goes through the following two procedures
to extract precise relations. (i) Topic-Aware En-
tity Typing. We first type the entities onto the type
hierarchy. (ii) Relation Classification and Expan-
sion. We use the entity types to retrieve the best
matches from the relation dictionary and expand
the dictionary as necessary.

Topic-Aware Entity Typing The type of entities
can vary depending on the topic. For example, the
entity oxygen can be typed as a gas under a chem-
istry topic, or as an XML editor under a computer
science topic. Therefore, for topic-oriented ORE,
we start with topic-aware entity typing.

Given the head or tail entity in the context, we
first apply ZOE (Zhou et al., 2018), a zero-shot

3https://huggingface.co/sentence-transformers/all-
MiniLM-L6-v2
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open entity typing method, to rank the types based
on our entity type hierarchy to get the top K en-
tity types. As an open method, ZOE is able to dis-
cover missing types of the topic hierarchy from text.
We set a threshold to filter out the topic-relevant
types based on their similarities to the topic. The
similarity measurement is based on the sentence
transformer3. The entity type hierarchy can be ex-
panded by the newly discovered types if the entity
has low similarity to all types in the hierarchy.

Relation Classification and Expansion Given a
pair of entities and the context, we can retrieve the
seed relations from the relation dictionary by their
typing results. We then query LLMs to determine
whether the target relation is included in the seed
relations, and if so, which relation is the best match.

• Case 1 (Classification): If LLMs believe that a
target relation ri is in the retrieved seed relations,
we can directly return the triple (hi, ri, ti).

• Case 2 (Expansion): If none of the seed relations
are suitable for the current entity pairs under the
context (i.e., target relation is not found), then
we query LLMs again with the context and seed
relations to generate novel relations, which will
be updated into the relation dictionary.

During expansion, to maintain the quality of
newly generated relations, we query LLMs with
the seed relations as examples. We also use the
same similarity measurement to check the similar-
ity of the new relation to all existing seed relations
in the dictionary. To maintain the uniformity of the
relation dictionary, a new relation is added only if
it has low similarity to all existing ones.

All prompts we use are reported in Appendix C.

4 Experiment

4.1 Datasets

We evaluate our PriORE for topic-oriented RE task
across different levels of topic specificity ranging
from general to specific topics. For specific top-
ics, we construct two topical datasets to show the
performance on long-tail scenarios.

General-level At a general level, we use a gen-
eral domain document-level RE dataset DocRED
(Yao et al., 2019). The dataset has a relatively wide
coverage of topics.

Domain-level At a domain-specific level, we
use the FewRel Domain Adaption (FewRel DA)
dataset4 (Yao et al., 2022), and use the "Biomedi-
cal" as the domain-level topic.

Theme-level At a more specific level, we select
two topics: "Electric vehicle (EV) batteries" and
"Redox reactions", which include long-tail termi-
nologies and require theme-specified knowledge.
The evaluation of the performance of PriORE on
these topics aims to provide information on its po-
tential to support real-world applications. For each
theme, we collect instances from online databases.
The datasets are annotated by domain experts.

Statistics and the annotation process of the
datasets are reported in Appendix A.

4.2 Evaluation

4.2.1 Evaluation on Topic-Oriented ORE
It has been reported recently that traditional metrics
like precision and recall fall short in evaluating
generative RE (Jiang et al., 2024). Following our
discussion in Section 1, we define the following
metrics to evaluate the quality of extracted relations
for the topic-oriented ORE task. For all metrics,
the higher, the better.

Factualness We adopt the factualness score de-
fined in previous work (Jiang et al., 2024) to eval-
uate the extent to which the extracted relation is
supported by the context. It uses an LLM as a
fact-checking tool.

Topic Relevance We query LLMs to decide if the
extracted relations are directly relevant to the topic.
The relevance score is defined by the percentage of
extracted relations with a positive LLM response.
The prompt template is given in Appendix C.

Informativeness This score assesses if relations
contain sufficient details compared to the ground
truth relations (e.g., form a compound with is less
detailed than be oxidized by), which can be evalu-
ated by querying LLM. The score is the percent-
age of informative relations in all instances. The
prompt template is given in Appendix C.

Coverage This score evaluates the generality of
a predicted relation (i.e., the capability of cover-
ing a significant proportion of instances in a topic-
relevant corpus). For example, in Table 1, the pre-
dicted relation form powdery magnesium oxide has

4https://thunlp.github.io/2/fewrel2_da.html
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a low coverage because it is only true in a lim-
ited number of instances. For each instance si, we
consider all instances {sj} labeled with the same
ground truth relation ri as si, and calculate the
percentage of instances in {sj} that support the
relation r̂i extracted from si. Formally, we define
the coverage of r̂i as follows:

Cr̂i =

∑
j 1 (rj = ri)1 [f (r̂i, sj)]∑

j 1 (rj = ri)
(1)

where 1(∗) equals 1 if ∗ is true and 0 otherwise,
f (r̂i, sj) denotes the factualness score (0 or 1) be-
tween r̂i and the j-th instance sj . The coverage
score of a method on a dataset is the percentage of
extracted relations that have a higher coverage than
a predefined threshold tc in Appendix A.

Overall Accuracy This score evaluates the cor-
rectness of the results with the above four met-
rics combined. A predicted relation is considered
correct if it has good factualness, topic relevance,
informativeness, and coverage.

Uniformity Different from the above correctness-
focused metrics, this score inversely reflects the
redundancy of the results. It is defined by the per-
centage of the most frequently predicted relation
phrase in the group of instances labeled with the
same ground-truth relation.

4.2.2 Evaluation on Seed Relations
Our method performs a priori generation of seed
relations. To evaluate the quality of seed relations,
we use the Precision (P), Recall (R), and F1 scores.

Precision The percentage of correct relations in
generated seed relations. Correct relations refer
to topic-relevant and logical relations between the
given entity types.

Recall The percentage of ground-truth relations
that are generated.

4.3 Experimented Methods

We report the results of the following methods.
(1) GPT-4: the prompted GPT-4-1106-preview5

(Achiam et al., 2023) for ORE task. (2) LLama-3:
the prompted Llama-3-8B for ORE task6, which
is open-source with fewer parameters. Besides the
topic-agnostic methods, we add two topic-aware

5https://openai.com/gpt-4
6https://huggingface.co/meta-llama/Meta-Llama-3-8B

methods based on GPT-4 and Llama-3 by provid-
ing topic information in prompts: (3) Topic GPT-4,
and (4) Topic Llama-3. GPT-4-turbo is used as
the LLM for evaluating the factualness, topic rele-
vance, and informativeness of all methods.

To validate the effectiveness of methods, we fur-
ther compared the following methods for ablation
studies on GPT-4: (1) PriORE+GPT4 w/o expan,
which removes the dynamic relation expansion of
PriORE and merely uses seed relations for extrac-
tion. (2) PriORE+GPT4 w/o type, which directly
uses entities instead of entity types to generate seed
relations for extraction. The prompts we used for
baselines can be found in Appendix C.

4.4 Results
Table 2 shows the correctness-based metrics for the
experiment results on the general domain dataset,
DocRED, and the biomedical domain dataset,
FewREL DA. On the general domain, when our
PriORE approach is applied with GPT-4 / Llama-
3, we do not observe significant differences in the
metrics compared with vanilla LLMs. However, no-
table improvement (∼ 20%) over vanilla LLMs is
observed in informativeness and overall accuracy
on the biomedical topic. This reveals that when
LLMs utilize their general world knowledge to in-
terpret the context of specialized topics, they suffer
from generating overly general results that miss
topic-relevant, detailed information in the context.

We further report results on two narrowly fo-
cused, theme-level topics in Table 3. The margin
of the improvement that PriORE brings to informa-
tiveness and overall accuracy now further grows
to ∼ 30%. Moreover, PriORE starts to show an
advantage of ∼ 10% in the coverage metric with-
out losing on the topic relevance and factualness
metrics. As the topic narrows, the relations become
more fine-grained, and correct extraction becomes
more challenging for generative ORE, causing the
performance of vanilla LLMs and topic-informed
LLMs to decay significantly (Table 2 vs. Table
3). However, the performance of our PriORE re-
mains stable and reliable when the topic granularity
goes down from the biomedical domain to the bat-
tery/redox themes.

We also report the uniformity metric in Table
4. Our PriORE approach shows an improvement
of ∼ 10% on the general dataset and ∼ 20% on
domain-level and theme-level topics.

Directly adding the topic to the LLM queries
fails to show significant and consistent improve-
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Table 2: Correctness-based metrics on coarse-grained topics. The metrics are abbreviated. Info: informativemess.
TRel: topic relevance. Fac: factualness. Cov: coverage. Acc: overall accuracy. Since there’s no limitation in topics
on general datasets, the TRel of DocRED is omitted, and the topic LLMs are the same as vanilla LLMs for DocRED.

Method DocRED (general) FewREL DA (bio-medical)

Info Fac Cov Acc Info TRel Fac Cov Acc

Llama-3 0.91 0.98 0.92 0.82 0.57 0.97 0.88 0.98 0.49
Topic Llama-3 0.91 0.98 0.92 0.82 0.59 0.95 0.87 0.92 0.48

PriORE+Llama-3 0.90 0.92 0.97 0.81 0.79 0.98 0.85 0.97 0.70

GPT-4 0.89 0.96 0.94 0.78 0.61 0.94 0.90 0.91 0.49
Topic GPT-4 0.89 0.96 0.94 0.78 0.63 0.97 0.90 0.87 0.51

PriORE+GPT4 w/o type 0.94 0.93 0.86 0.80 0.66 0.97 0.79 0.83 0.52
PriORE+GPT4 w/o expan 0.86 0.88 0.99 0.74 0.74 0.99 0.75 0.98 0.64

PriORE+GPT4 0.90 0.94 0.98 0.84 0.82 0.98 0.88 0.94 0.73

Table 3: Correctness-based metrics on theme-level topics: Electric vehicle batteries, and redox reactions.

Method EV Battery Redox Reaction

Info TRel Fac Cov Acc Info TRel Fac Cov Acc

Llama-3 0.49 0.89 0.82 0.84 0.37 0.47 0.84 0.85 0.86 0.38
Topic Llama-3 0.54 0.89 0.79 0.79 0.40 0.53 0.88 0.81 0.83 0.43

PriORE+Llama-3 0.82 0.92 0.81 0.90 0.69 0.77 0.87 0.83 0.95 0.67

GPT-4 0.52 0.89 0.84 0.81 0.40 0.48 0.85 0.87 0.80 0.37
Topic GPT-4 0.55 0.90 0.80 0.77 0.39 0.51 0.93 0.89 0.75 0.39

PriORE+GPT4 w/o type 0.63 0.88 0.75 0.80 0.45 0.59 0.86 0.71 0.77 0.36
PriORE+GPT4 w/o expan 0.68 0.93 0.74 0.94 0.61 0.65 0.90 0.68 0.96 0.57

PriORE+GPT4 0.83 0.91 0.85 0.90 0.70 0.80 0.92 0.88 0.92 0.69

Table 4: Evaluation of uniformity. Columns headers are
abbreviated dataset names.

Method Doc. Few. EVB. Redox.

Llama3 0.41 0.25 0.27 0.20
Topic Llama3 0.41 0.22 0.25 0.24
PriORE+Llama3 0.56 0.45 0.46 0.41

GPT 4 0.43 0.26 0.27 0.25
Topic GPT 0.43 0.24 0.26 0.25
PriORE+GPT4 0.54 0.43 0.47 0.42

ment over topic-agnostic prompts, as indicated by
the Topic Llama3/GPT rows in Tables 2 to 4. There-
fore, the topic-oriented ORE task is harder than
what simple prompt engineering can solve.

On the other hand, PriORE achieves state-of-the-
art performance on all metrics and shows notable
margins on some without directly instructing LLMs
to optimize any of them. This shows that our de-
sign of a priori relation generation followed by
a posterior relation classification is a systematic
solution to topic-oriented ORE.

4.5 Ablation Study

We evaluate the quality of the dynamic relation
dictionary in Table 5. The recall rate of the dy-
namic relation dictionary determines whether the

ground truth relation can be retrieved and extracted.
Without the expansion step (w/o expan), the recall
rate of generated seed relations can already achieve
∼ 80% on the general topic and ∼ 70% on spe-
cific ones. For PriORE with expansion, the recall
rate can achieve more than 90%. The precision
achieves more than 80%. The wrong relations in
the dictionary have limited effects on the final re-
sults because they are unlikely to be selected in
the relation classification step. Columns under w/o
type show the quality of relations generated from
entities instead of entity types. Although the re-
call is high on general data, it drops to ∼ 55% on
the datasets with narrower topics. The overall per-
formance of the ablated variants of PriORE (w/o
expan and w/o type) is given in Tables 2 and 3. Us-
ing entities instead of types for relation generation
(w/o type) significantly impairs the performance
on domain-level and theme-level topics, while its
effect on the general dataset is not that obvious.

4.6 Case Study
We analyze the performance of vanilla GPT4 and
PriORE+GPT4 on relations with different granular-
ity. We observe that PriORE brings major improve-
ment to the informativeness especially on the spe-
cialized relations, as shown in Figure 3. The gen-
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Table 5: Evaluation on precision, recall, and F1 of the dynamic relation dictionary.

Dataset Method PriORE w/o expan w/o type

P R F1 P R F1 P R F1

DocRED PriORE+Llama-3 0.98 0.95 0.96 0.97 0.79 0.87 0.87 0.91 0.89
PriORE+GPT4 0.95 0.96 0.95 0.94 0.86 0.89 0.90 0.91 0.90

FewREL DA PriORE+Llama-3 0.85 0.91 0.88 0.86 0.61 0.71 0.71 0.58 0.64
PriORE+GPT4 0.92 0.94 0.93 0.94 0.72 0.82 0.69 0.62 0.65

EV Battery PriORE+Llama-3 0.83 0.88 0.85 0.85 0.62 0.72 0.68 0.57 0.62
PriORE+GPT4 0.85 0.92 0.88 0.83 0.69 0.75 0.71 0.54 0.61

Redox Reaction PriORE+Llama-3 0.84 0.85 0.84 0.83 0.61 0.70 0.70 0.49 0.58
PriORE+GPT4 0.82 0.90 0.86 0.82 0.75 0.78 0.64 0.55 0.59

Figure 3: Case study. The informativeness and coverage of vanilla GPT4 and PriORE+GPT4 for relations with
different granularity. The upper half shows some common and general relations. The lower half shows more specific
relations.

Table 6: Some extracted relations for the ground truth
relation inheritance type of. Red relations lose informa-
tiveness. Blue relations are correct. Note that the correct
relations extracted by PriORE have better uniformity
(i.e., fewer variations).

Method Extracted Relations from Sampled Instances

GPT-4 (arterial tortuosity syndrome, is a type of, auto-
somal recessive), (tar syndrome, is inherited in,
autosomal recessive), (hypohidrotic ectodermal
dysplasia,is transmitted as, x-linked recessive
trait), (Fanconi anemia, is, autosomal recessive)
(cact deficiency, is, autosomal recessive)

PriORE (arterial tortuosity syndrome, is inherited
through, autosomal recessive), (tar syndrome,
is inherited through, autosomal recessive), (hy-
pohidrotic ectodermal dysplasia, is inherited
through, x-linked recessive trait), (Fanconi ane-
mia, is associated with, autosomal recessive)
(cact deficiency, is inherited through, autoso-
mal recessive)

eral and common relations (e.g., locate in, involved
in, caused by, ingredient of ) naturally have less

information. Compared with specialized ones (e.g.,
mouth of watercourse, oxidized by, gene found in,
inheritance type of ), it is easier to achieve good
informativeness. Therefore, on the upper half of
Figure 3, we can see both vanilla GPT4 and Pri-
ORE+GPT4 can achieve higher informativeness
scores than those in the lower half.

For general relations, PriORE brings marginal
improvement to GPT-4, while for more specific
ones, the advantage of PriORE becomes notable.
The reason lies in the fact that GPT-4 can hardly
control the granularity of the relations it generates.
For example, GPT-4 sometimes generates “is” for
the relation “inheritance type of ” (Table 6), which
misses some information. In some other cases,
when GPT-4 generates overly specific relations that
can hardly be applied to other instances, the cover-
age score is hurt.

We also show the advantage of PriORE in uni-
formity in Table 6 with examples. As the blue
phrases demonstrate, PriORE keeps a coherent ex-
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pression for the same relation, while vanilla GPT-4
is prone to generating multiple expressions (e.g., is
inherited in and is transmitted as).

5 Conclusion

In this paper, we propose PriORE, a zero-shot ap-
proach for the task of topic-oriented ORE. Existing
methods lead to inferior results on the dimensions
of factualness, topic relevance, informativeness,
coverage, and uniformity. By generating seed rela-
tions with LLMs for the topic in an a priori way,
we reduce the randomness in generative LLMs by
converting the ORE task into a more robust rela-
tion classification task. Experiments show we can
outperform state-of-the-art generative LLMs along
the five dimensions. Our advantage is particularly
remarkable on specialized topics along the infor-
mativeness, coverage, and uniformity dimensions.

Limitation

Our method applies LLMs in the seed relation gen-
eration, relation classification, and relation expan-
sion steps. It assumes that the topic is well dis-
cussed in the pre-training corpora of LLMs. If this
is not the case, one may get inferior results. To
optimize the results, one can fine-tune LLMs or
apply retrieval-augmented generation (Lewis et al.,
2020) on the topic-focused corpus before adopting
our approach.

The entity types of the topics are the keys to
generating seed relations. We assume that they
are covered in external knowledge bases, which
is largely true in many applications. For exam-
ple, Wikipedia is sufficient for our experiments on
the general-level, domain-level, and theme-level
topics. For some applications requiring very fine-
grained or specialized types that are not covered by
Wikipedia, there may still exist suitable knowledge
bases, e.g., the Microsoft Academic Graph (Wang
et al., 2020) for scientific topics and the Medical
Subject Headings (Lipscomb, 2000) for biomedi-
cal topics. Providing custom type hierarchies or
applying automatic knowledge base construction
methods can also help in case the desired types
cannot be fetched.

As discussed throughout the paper and experi-
mented on the general-level dataset DocRED, the
improvement of our method mainly lies in topic-
oriented ORE scenarios. In the general domain, we
do not observe a significant advantage over vanilla
state-of-the-art LLMs, which can be more conve-

nient to use in such cases.
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A Experimental Details

A.1 Datasets

Table 7: Statistics of datasets.

Datasets Instances Relations

DocRED 12275 96
FewREL DA 900 9
EVBattery 280 15

RedoxReaction 235 12

Data Statistics We construct two theme-level
datasets: Electric Vehicle Batteries and Redox Re-
actions. We collect data from online sources and
select relations for each theme. The data statistics
are shown in Table 7.

Annotation Each theme has two expert annota-
tors. The guideline of annotation follows the prin-
ciples in Table 1. The primary annotator selects
documents and performs the first round of annota-
tion. Then, the predicted results from all models

are pooled together and delivered to the primary
annotator for a second round of annotation. After
this, the secondary annotator checks the results and
resolves disagreements with the primary annotator.

A.2 Evaluation Parameter
We set the coverage threshold tc to 0.1, which
yields results more consistent with preliminary
manual assessments. Note that the threshold is
an evaluation parameter rather than a model hyper-
parameter. When conducting coverage evaluation
on different methods, it can be set to a reasonable
value according to users’ desired relation granular-
ity.

B LLM-Based Evaluation

To establish the reliability of our LLM-based evalu-
ation metrics, we report the alignment between the
three LLM-computed metrics and human evalua-
tion in Tables 8 and 9. The results are based on 120
sampled instances from all four datasets. Table 8
includes the average values of the corresponding
metric over this sample. Table 9 evaluates the LLM-
generated labels using the human-created labels as
the ground truth. For example, for a relation in-
stance, if LLM gives 1 for the factualness metric
but the human gives 0, this instance will reduce
the accuracy/precision/F1 values in the Factualness
row. We observe a very high alignment between
LLM-computed and human-labeled evaluation re-
sults.

Table 8: Mean metric values.

Metric Human Labeled LLM Labeled

Factualness 0.69 0.68
Informativeness 0.59 0.59
Topic Relevance 0.70 0.68

Table 9: Evaluation on automatically created 0/1 labels
with human labels as the ground truth.

Metric Accuracy Precision Recall F1

Factualness 0.98 0.99 0.98 0.98
Informativeness 0.96 0.97 0.97 0.97

Relevance 0.96 0.99 0.95 0.97

C Prompt Templates

All prompts we used are listed in Table 10.
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Prompt Name Prompt Template

Type-Centric Generation

You are a helpful assistant in generating all possible rela-
tions from entity types for knowledge base. [Examples can
be listed based on your need]. Under the topic [topic], what
are the possible exclusive relations from [type 1] to [type
2]? List the possible relations in the format: ([type 1], ____,
[type 2]). Please strictly follow the format and only fill in
the blank.

Relation Classification

You are a helpful assistant for relation classification about
[topic]. I will give you the relation set and context. You
should choose the most specific relation from the relation
set that can best describe the accurate relation from [entity
1] to [entity 2] according to the context. Context: [context].
Relation set: [triple 1, triple 2, . . . , none of the above (If
the result is inaccurate according to the context, you should
output none of the above)]. Please direct output the result
without other words.

Dynamic Relation Expansion

You are a helpful assistant for extracting relation of two
entities in the context about [topic]. The example of rela-
tions can be: [seed relations]. Please extract the relation
from [entity 1] to [entity 2] in the format of ([entity 1], ___,
[entity 2]). Context:[context]. Please strictly follow the
format without other words.

Informativeness
You are a helpful assistance to evaluate the informativeness
of relations. Given the topic [topic], is the relation [ex-
tracted relation] having significantly more specific meaning
than the relation [ground truth relation]? Output yes or no.

Topic Relevance
You are a helpful assistance of knowledge base construction
for [topic]. Is "[extracted relation]" a relation directed
related to the topic [topic]? Output yes or no.

Topic-agnostic Baselines
You are a helpful assistant for extracting relation of two
entities in the context. Please extract the relation from
[entity 1] to [entity 2] in the format of ([entity 1], ___,
[entity 2]). Context:[context]. Please strictly follow the
format without other words.

Topic-aware Baselines
You are a helpful assistant for extracting relation of two
entities in the context about [topic]. Please extract the
relation from [entity 1] to [entity 2] in the format of ([entity
1], ___, [entity 2]). Context:[context]. Please strictly follow
the format without other words.

Table 10: Prompt templates used in this work. Italic words denote the placeholders for filling in contents indicated
by their surface names.
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