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Abstract

As the utilization of Large Language Mod-
els (LLMs) becomes more widespread, there
is a growing demand for their ability to han-
dle more complex and longer external knowl-
edge across various use cases. Most existing
evaluations of the open-ended question an-
swering (ODQA) task, which necessitates the
use of external knowledge, focus solely on
whether the model provides the correct an-
swer. However, even when LLMs answer cor-
rectly, they often fail to provide an obvious
source for their responses. Therefore, it is nec-
essary to jointly evaluate and verify the cor-
rectness of the answers and the appropriate-
ness of grounded evidence in complex exter-
nal contexts. To address this issue, we exam-
ine the phenomenon of discrepancies in abil-
ities across two distinct tasks—QA and evi-
dence selection—when performed simultane-
ously, from the perspective of task alignment.
To verify LLMs’ task alignment, we introduce
a verification framework and resources consid-
ering both semantic relevancy and structural
diversity of the given long context knowledge.
Through extensive experiments and detailed
analysis, we provide insights into the task mis-
alignment between QA and evidence selec-
tion. Our code and resources can be found at
https://github.com/seonminkoo/WAI.

1 Introduction

Open-domain question answering (ODQA) task
aims to generate accurate answers for a wide
range of contexts and queries (Chen et al., 2017;
Yang et al., 2019). In the ODQA task, large
language models (LLMs) should be capable of
leveraging fluent generative abilities and retrieval-
augmented generation (RAG)-based capabilities
to effectively utilize more complicated and longer
external knowledge from the real world.

∗ Equally contributed.
† Corresponding author.

Title: Jingle Bell Rock

[1] Hall & Oates released a version in 1983 as a non-album single 
which peaked at number 30 on the Hot 100 Recurrents chart in 2005 , 
it also reached number 6 on the Billboard 's Holiday Airplay chart on 
December 13 , 2008 and number 24 on the Hot Holiday Songs chart on 
December 10 , 2011 . Helms' original version, on Decca 9 … [2] …

(…)
[7] ``Jingle Bell Rock'' is an American popular Christmas song first 
released by Bobby Helms in 1957 ( after it was recorded in October 
1957 ) . It has received frequent airplay in the United States during 
every Christmas season since then . ``Jingle Bell Rock'' was composed 
by Joseph Carleton Beal ( 1900 -- 1967 ) and James Ross Boothe 
( 1917 -- 1976 ) . Beal was a Massachusetts - born public relations 
professional and longtime resident of South Ocean Avenue in Atlantic 
City , New Jersey , and Boothe was an American writer in the 
advertising business . [8] Beal was a Massachusetts  …

Question Answering Task

Evidence Selection Task

Q. Who sings the original jingle 
bell rock song?

Provide the evidence paragraph 
number that supports your answer.

“Bobby Helms”

“Paragraph 1”

GT: Paragraph 7

Figure 1: Example of task alignment verification. LLM
correctly answers the given question but selects an incor-
rect evidence paragraph that does not support the answer.
We find that LLMs often exhibit a task misalignment
between QA and evidence selection.

One of the challenges in leveraging diverse real-
world knowledge is that knowledge contexts may
not contain only helpful information for genera-
tion (Baek et al., 2023). In other words, unrelated
or fascinating but partially relevant information
that may confuse the model can be spread across
various locations within the knowledge context (Ji
et al., 2023; Bang et al., 2023; Yang et al., 2023).
This can lead LLMs to generate hallucinated con-
tent that contradicts reality or fail to clearly present
the evidence source for their responses, as illus-
trated in Figure 1. In particular, this phenomenon
becomes more severe as the knowledge context
becomes longer (Huang et al., 2023).

Despite these challenges, conventional QA re-
search primarily evaluates whether model outputs
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are included in the gold answer using metrics such
as Exact Match (EM) score, thus often not focus-
ing on the correctness of the sources underlying
the generated responses (Chen et al., 2017; Lewis
et al., 2020; Izacard and Grave, 2020). Recent stud-
ies on LLMs’ evidence selection ability have ex-
plored various approaches, including modeling and
prompting (Jo et al., 2021; Wei et al., 2022; Chen
et al., 2022; Wang et al., 2023; Kong et al., 2023).
However, these studies have typically treated QA
and evidence source selection as separate tasks, rel-
atively overlooking the discrepancy in the LLMs’
task alignment capabilities.

Bridging this discrepancy is crucial for ensuring
the explainability of LLMs’ outputs and enhancing
end-user reliability (Nakano et al., 2021; Menick
et al., 2022; Ras et al., 2022). Therefore, when
LLMs handle extensive external knowledge, it is
essential to sufficiently verify not only the accuracy
of responses but also the appropriateness of the
corresponding evidence selected by models.

To address these issues, we conduct an integrated
and systematic study on the alignment between an-
swer correctness and grounding appropriateness,
which have traditionally been studied separately, in
challenging long context settings. We explore task
alignment by simultaneously performing two dis-
tinct tasks—QA and evidence selection, utilizing
the same features.

For systematic validation, we conduct an empir-
ical study on LLMs’ alignment capabilities, con-
sidering both the semantic relevancy and structural
diversity of the long context knowledge they utilize.
Specifically, we construct semantically diverse sur-
rounding input contexts by retrieving relevant and
irrelevant information from multiple documents
using the RAG approach. Additionally, we inves-
tigate the LLMs’ behavior in detail by structurally
diversifying the position of ground-truth evidence
within complex contexts.

From a task alignment perspective, we provide
insights into the discrepancy between LLMs’ ca-
pabilities in QA and evidence selection through
extensive experiments and detailed analysis. Fur-
thermore, we conduct additional experiments and
analyses based on context lengths and prompting
strategies.

Our contributions are threefold: i) We introduce
a framework and resource construction method
for validating task misalignment occurring in real-
world long context-based generation scenarios. ii)
To achieve systematic validation, we devise the con-

cepts of semantic relevancy and structural diversity,
effectively investigating LLMs’ task alignment ca-
pabilities and achieving enhanced explainability.
iii) Through extensive experiments and analysis,
we provide various insights on the LLMs’ behavior
in QA and evidence selection tasks when generat-
ing based on long contexts.

2 Related Works

2.1 Long context LLMs

To understand how LLMs handle long context in-
puts, (Li et al., 2024a; Levy et al., 2024) proposed
new datasets and discovered that LLMs exhibit
notable degradation in reasoning performance at
much shorter input lengths than their technical max-
imum. Similarly, Liu et al. (2023) demonstrated the
“lost-in-the-middle” phenomenon, where LLMs
show lower accuracy when evidence for a query
is located in the middle of a long context input.
(Junqing et al., 2023; Zhang et al., 2024) proposed
methodologies to mitigate these issues.

To evaluate the attributions of LLM-generated
text, ZeroScrolls (Shaham et al., 2023), Long-
Bench (Bai et al., 2023), Cab (Zhang et al.,
2023), LooGLE (Li et al., 2023), and ELITR-
Bench (Thonet et al., 2024) proposed to evaluation
method of LLMs on long context inputs. Addition-
ally, L-Eval (An et al., 2023) constructed datasets
and investigated the effectiveness of evaluation met-
rics for standardized assessment.

2.2 LLMs with Attribution
Retrieval/Generation

To mitigate hallucination in LLMs, several method-
ologies have been developed to generate or re-
trieve attributions along with sentence genera-
tion (Menick et al., 2022; Gao et al., 2023; Jain
et al., 2023; Huo et al., 2023). These approaches
help ensure that the responses generated by LLMs
are based on reliable sources. In the retrieve-and-
read paradigm, a retrieval for relevant documents
within a corpus, and the language model reorders
them to extract an answer (Chen et al., 2017; Zhu
et al., 2021). Generative retrieval has emerged as
an alternative to the traditional retrieve-and-read
pipeline, integrating search and generation into a
single process. This approach controls the genera-
tion process by ensuring that the LLM’s responses
include keywords or content from the retrieved in-
formation (De Cao et al., 2020; Metzler et al., 2021;
Li et al., 2024b; Sun et al., 2024).
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Wiki�Pool

8K
4K

Provide the evidence paragraph 
number that supports your answer.

Evidence Selection Task

“Bobby Helms, 
Paragraph 7”

“Bobby Helms, 
Paragraph 1”

Semantic�Relevancy-aware Curation Structural�Diversification

Length�diversityPosition�diversity

Related�
information

Q. who sings the original jingle 
bell rock song?

Question Answering Task

Surrounding�Context�Construction

Alignment�Probing

Unrelated�
information

Mixed�
information

Figure 2: Overview of our task alignment verification. The upper box illustrates the construction of the surrounding
context in real-world environments (related, unrelated, and mixed information) through semantic relevancy and
structural diversification. The lower box demonstrates alignment probing in QA and evidence selection tasks. LLMs
may exhibit task alignment discrepancies for the same query.

3 Experimental Setup

In this section, we describe the process of construct-
ing resources to verify the alignment between an-
swer correctness and appropriateness of evidence
selection in LLMs’ responses within long-context
scenarios. Additionally, we explain the models and
evaluation metrics adopted for the tasks.

3.1 Datasets

Inspired by previous studies that validate the capa-
bilities of existing LLMs (Chen et al., 2023; Ma
et al., 2023), we experiment with the task alignment
of LLMs in long contexts through QA and evidence
selection tasks. For our experiment, we utilize the
NQ dataset (Kwiatkowski et al., 2019), which is
constructed based on Wikipedia that serves as a
realistic world knowledge pool similar to a com-
mercial search engine. This dataset includes ques-
tions formulated by users of search engines and
answers manually extracted from Wikipedia. NQ
dataset contains questions of formats such as ‘who’,
‘when’, and ‘how many’. Detailed statistics of the
dataset can be found in Appendix A.1.

To set up the challenging long-context-based
tasks, we extract contexts exceeding 16k from var-
ious Wikipedia sources. For the diverse types of
questions and context included, the model is ex-
pected to provide both the answer and the evidence
paragraph.

3.2 Surrounding Context Construction

LLMs should be able to effectively utilize vari-
ous external knowledge sources provided through
methods such as RAG. However, in the real world,
knowledge context may not contain information
only beneficial for task performance, and attrac-
tive distractors could be spread across various
sources (Ji et al., 2023; Bang et al., 2023; Yang
et al., 2023). Therefore, considering these real-
world challenges, we construct the surrounding
contexts as illustrated in the upper part of Figure 2,
considering both semantic relevancy (§ 3.2.1) and
structural diversity(§ 3.2.2).

3.2.1 Semantic Relevancy-aware Curation
Related Information Related information refers
to contents with highly relevant to the query. To
prepare for the 16k setting, we first select 100
documents over 16k in length. Each document
is embedded using OpenAI’s text-embedding-3-
large model (OpenAI-Blog, 2022) and stored in
Pinecone1 (please refer to Appendix A.2). From
the stored documents, we extract paragraphs with
high cosine similarity to the query, reconstructing
a context set based on the related information.

Unlike previous studies that simply concatenate
multiple short documents to create contexts, we
build a more semantics-aware context by extract-
ing and ranking relevant paragraphs from a single

1https://www.pinecone.io
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Document: Jingle Bell Rock  (11th paragraph)
After the song was featured on the soundtrack album to the 1996 film 
Jingle All the Way , the original Bobby Helms version returned to the 
Billboard country singles charts in late 1996 and early 1997 , 
reaching a peak of No. 60 . The song is featured in the opening … 

Document: Jingle Bell Rock  (7th paragraph)
``Jingle Bell Rock'' is an American popular Christmas song first 
released by Bobby Helms in 1957 ( after it was recorded in October 
1957 ) . It has received frequent airplay in the United States during 
every Christmas season since then . ``Jingle Bell Rock'' was …

Document: Steam (1st paragraph)
Fireless steam locomotives were steam locomotives that operated 
from a supply of steam stored on board in a large tank resembling a 
conventional locomotive 's boiler . This tank was filled by process 
steam , as is available in many sorts of large factory , such as …

Q: Who sings the original jingle bell rock song?
Gold Answer: Bobby Helms

Related 
paragraphs 

Answer 
paragraph

Unrelated 
paragraphs

Figure 3: An example of our mixed context construction
result. Context contains related or unrelated paragraphs
along with the answer paragraph.

document. We utilize the contexts reconstructed
with related information to verify whether they
positively contribute to task performance or act
as misleading evidence that may adversely affect
the model.

Unrelated Information Unrelated information
refers to contents with low relevance to the query.
Most existing research extracts unrelated informa-
tion by randomly selecting documents from the
search pool (Yoran et al., 2023; Cuconasu et al.,
2024). However, the random sampling method may
include paragraphs related to the query. To prevent
this, we apply low-rank retrieval. Specifically, we
calculate the similarity between the query and the
documents stored in Pinecone, then select the doc-
ument with the lowest relevance.

Subsequently, we build an unrelated context by
sequentially adding paragraphs that have low co-
sine similarity with the query from the selected
unrelated documents. This approach allows us to
construct a semantic relevancy-aware setting that is
strictly differentiated from the related information.

Mixed information Mixed information refers to
contexts containing both related and unrelated in-
formation. In real-world scenarios, considering that
queries rarely contain fully related or unrelated in-
formation alone, we reconstruct a more challenging
setting of mixed context for the model.

We build the context to include an equal propor-
tion of the previously extracted related and unre-
lated information based on their similarity to the
query. From the related information, we sequen-
tially select the top paragraphs with the highest
cosine similarity to the query. Conversely, from the
unrelated information, we sequentially select the

bottom paragraphs with the lowest similarity to the
query. This approach enables us to verify whether
the model can provide accurate responses by effec-
tively filtering the task-relevant information within
semantically mixed contexts.

Figure 3 illustrates an example of the mixed con-
text from our proposed data construction method.
The original example includes a document titled
“Jingle Bell Rock,” a question-answer pair, and
the ground truth (GT) paragraph supporting the
answer. The related information comprises para-
graphs highly relevant to the query. Consequently,
within the same document titled “Jingle Bell Rock,”
highly relevant paragraphs are selected. In contrast,
the unrelated information consists of the least rele-
vant paragraphs from the least relevant document.
Therefore, text from an unrelated document titled
“Steam” is selected. This mixed composition ap-
proach is useful for evaluating whether the model
can clearly distinguish between relevant and irrele-
vant information.

3.2.2 Structural Diversification
Position Diversity We consider ‘position diver-
sity’ when performing QA and evidence selection
tasks, as irrelevant answers or incorrect but attrac-
tive answers that do not directly substantiate the
task can be spread across various positions within
the given context. The ‘Structural diversification’
step in the upper box of Figure 2 demonstrates the
process wherein the position between the ground-
truth paragraph and surrounding paragraphs vari-
ably shifts within a context constructed upon di-
verse semantic relevancy.

Specifically, we diversify the position of the GT
evidence paragraph within the context into three
cases: at the top, middle, and bottom. For instance,
if the sequence of paragraphs in the initial context is
‘related information-answer paragraph-unrelated in-
formation,’ we vary this into forms such as ‘answer-
related-unrelated,’ ‘unrelated-answer-related,’ and
‘unrelated-related-answer.’ Through this approach,
we can validate task alignment in a more challeng-
ing and diversified setting.

Length Diversity In addition to position diver-
sity, we build contexts of 8k and 4k lengths along-
side 16k contexts to compare the model’s behav-
ior with different context lengths. The 8k and 4k
contexts are also constructed based on semantic
relevancy, following the same process described
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Models
F1 Rouge-L EM F1 Rouge-L EM F1 Rouge-L EM

Related Information
RAR ARR RRA

GPT-3.5 0.16 0.14 0.46 0.19 0.17 0.42 0.16 0.14 0.43
Mixtral 0.13 0.11 0.53 0.12 0.11 0.53 0.14 0.13 0.57
Claude3 0.14 0.13 0.56 0.16 0.14 0.55 0.14 0.13 0.54

Unrelated Information
UAU AUU UUA

GPT-3.5 0.06 0.06 0.13 0.16 0.13 0.34 0.09 0.08 0.13
Mixtral 0.18 0.16 0.59 0.18 0.17 0.64 0.14 0.13 0.61
Claude3 0.10 0.09 0.31 0.12 0.11 0.45 0.08 0.07 0.19

Mixed information
MAM AMM MMA

GPT-3.5 0.13 0.12 0.34 0.16 0.14 0.42 0.15 0.13 0.31
Mixtral 0.13 0.12 0.54 0.15 0.13 0.57 0.14 0.12 0.58
Claude3 0.14 0.12 0.55 0.15 0.14 0.60 0.16 0.13 0.57

Table 1: Evaluation results of QA task. R, A, and U denote paragraphs containing related information, the answer,
and unrelated information, respectively. M indicates a mixture of related and unrelated information. The arrangement
illustrates the semantic and structural composition of the context. For example, RAR indicates the context sequence
‘related-answer-related’.

in Section 3.2.1, and include paragraphs with re-
lated and unrelated information. Furthermore, po-
sition diversification is applied to the constructed
8k and 4k contexts. This involves shifting the po-
sition of the GT paragraph within the context to
various positions, such as top, middle, and bottom,
to evaluate the model’s performance under different
conditions.

3.3 Models

For all experiments, we adopted the GPT-3.5-turbo-
16k model using OpenAI’s ChatGPT API (OpenAI-
Blog, 2022). The hyperparameters were set to their
default values as recommended by OpenAI. Ad-
ditionally, to handle various types of LLMs, we
also employed Claude 3 (Anthropic, 2024) and
the Mixtral-8x7B model. Specifically, we used the
claude-3-haiku-20240307 version for Claude 3.

Notably, it is important to highlight that Chat-
GPT or other models might occasionally generate
empty responses due to network transmission time-
outs or API overload. In such cases, we followed
the standard practice of resubmitting the request
until obtaining non-empty responses. To prevent
any potential influence from prior responses, we
cleared the conversation history each time and sub-
mitted a new query to the model.

3.4 Evaluation Metrics

To verify the task alignment of LLMs, we jointly
perform QA and evidence selection tasks. An exam-

ple of the prompt template for the tasks is provided
in Appendix A.3.

3.4.1 Question Answering Task

To evaluate the quality of the generated answers,
we use the F1-score (Sokolova et al., 2006) as
the primary metric, which is the harmonic mean
of precision and recall. Additionally, we employ
ROUGE-L (Lin, 2004), based on n-gram match-
ing with the reference, to measure the similarity
between the generated answers and the reference
answers. We also utilize the Exact Match (EM)
score as supplementary indicator to assess the ac-
curacy of generated answers.

3.4.2 Evidence Selection Task

To evaluate the preciseness of selecting evidence
paragraphs corresponding to answers to queries, we
use Accuracy (%). We extract evidence numbers
from model-generated responses and compare them
with GT evidence paragraph numbers.

In preliminary experiments, we observed in-
stances where LLMs did not respond to the evi-
dence selection task. Therefore, we also measure
the rate of when the model does not provide an an-
swer to the instruction (no answer). If the generated
response does not include an evidence number, it
is considered a ‘no answer’ case.
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4 Experiments and Analysis

In this section, we analyze the results of experi-
menting with LLMs by feeding challenging con-
texts that are semantically and structurally diversi-
fied in Section 3.2. Additionally, we provide vari-
ous qualitative analyses (refer to Appendix B).

4.1 How Do Context Changes in Semantic
and Structure Affect LLMs’ QA Abilities?

Following previous research on LLMs responses to
context (Xu et al., 2023; Jiang et al., 2023; Liu et al.,
2024), we verify the answer generation abilities of
LLMs through the QA task. Table 1 shows the eval-
uation results of the QA task. We observe the ca-
pabilities of LLMs in terms of semantic and struc-
tural changes across various combinations of di-
verse information types: related (R), unrelated (U),
and mixed information (M). Abbreviations such
as ‘RAR’ represent the order of context composi-
tion. For example, ‘RAR’ indicates the sequence
‘related-answer-related’.

First, the results concerning position diversity
are as follows: When the surrounding contexts are
composed only of related information, i.e., RAR,
ARR, and RRA, the F1 performance is lower when
the answer paragraph is positioned in the middle
compared to the other two cases. This result aligns
with previous findings that LLMs tend to lose infor-
mation positioned in the middle of the context (Liu
et al., 2023). Similarly, in contexts composed of un-
related and mixed information, the F1 performance
is generally lower when the answer paragraph posi-
tioned in middle—UAU and MAM—compared to
other positions.

Moreover, the results concerning changes in se-
mantic relevancy during context composition are
as follows: When the surrounding contexts are
composed solely of related information, the per-
formance is highest regardless of the answer para-
graph’s position compared to contexts with unre-
lated or mixed information. Conversely, the lowest
performance is observed when only unrelated in-
formation is provided.

Therefore, semantically, surrounding contexts
composed solely of related information positively
impact LLMs’ QA abilities. Structurally, the an-
swer paragraph’s position at the top of the context
has the most positive effect. We provide insights
into the QA capabilities of LLMs across various
contexts by applying semantic and structural con-
cepts, thereby enhancing their interpretability.

Models
Acc. no ans. Acc. no ans. Acc. no ans.

Related Information
RAR ARR RRA

GPT-3.5 0.62 0.10 0.62 0.09 0.50 0.12
Mixtral 0.62 0.04 0.48 0.05 0.60 0.06
Claude3 0.59 0.01 0.62 0.01 0.45 0.01
Avg. 0.61 0.05 0.57 0.05 0.52 0.06

Unrelated Information
UAU AUU UUA

GPT-3.5 0.56 0.44 0.72 0.24 0.52 0.46
Mixtral 0.95 0.04 0.95 0.05 0.90 0.05
Claude3 0.53 0.47 0.67 0.33 0.38 0.60
Avg. 0.68 0.32 0.78 0.21 0.60 0.37

Mixed Information
MAM AMM MMA

GPT-3.5 0.45 0.22 0.52 0.20 0.51 0.21
Mixtral 0.48 0.01 0.55 0.02 0.63 0.04
Claude3 0.57 0.03 0.79 0.01 0.60 0.01
Avg. 0.50 0.09 0.62 0.08 0.58 0.09

Table 2: Evaluation results of evidence selection task.
Avg., Acc. and no ans. indicate the average of the scores,
accuracy and, no answer, respectively.

4.2 How Do Context Changes in Semantic
and Structure Affect LLMs’ Evidence
Selection Abilities?

In real-world scenarios, LLMs’ ability to clearly
present the evidence source amidst confusing in-
formation for their generated responses is crucial.
Table 2 shows the evaluation results of the evidence
selection task.

Firstly, from a semantic perspective, LLMs
achieve the highest accuracy when the surrounding
contexts are composed solely of unrelated informa-
tion. Conversely, the evidence selection ability of
LLMs is most diminished when the contexts are
composed of related information. Moreover, from
a structural perspective, the evidence selection ca-
pability of LLMs is observed to be independent of
the position of answer paragraphs.

The proportion of ‘no answer’ responses based
on the location of the answer paragraph is in the
following order: in the bottom, middle, and top, re-
spectively. In other words, as the answer paragraph
is placed later in the context, LLMs’ instruction-
following ability for the evidence selection task
decreases significantly.

Therefore, we find that LLMs’ evidence selec-
tion ability improves when the context is composed
solely of unrelated information and that the posi-
tion of the answer paragraph does not significantly
affect LLMs’ performance.
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Figure 4: Alignment of QA and evidence selection tasks. Each of the six sectors of the chart corresponds to a QA
task’s performance (correct, incorrect) and evidence selection ability (Acc+, Acc−, Acc0).

Figure 5: Alignment of QA and evidence selection
tasks for all variations. The height of each bar rep-
resents the accuracy of evidence extraction for QA.
We provide detailed mixed settings, such as ‘MAM →
UAR and RAU’.

4.3 Alignment Probing: Do LLMs’ QA
Capabilities Align with Evidence Selection
Abilities?

As seen in the lower box of Figure 2, LLMs may
fail to correctly identify the evidence source from
the context even if they provide the correct answer.
Bridging the misalignment between LLM’s abili-
ties across tasks is crucial for preventing halluci-
nations and ensuring the explainability of LLM’s
generative behavior. To this end, we explore the
task alignment between LLMs’ answer generation
and evidence selection abilities.

Figure 4 and Figure 5 illustrate the alignment of
the QA task and the evidence selection task. The
terminology used in the figures is categorized as
follows:

• The correctness of answers of LLMs in
QA tasks is indicated as either ‘Correct’ or
‘Wrong.’

• The accuracy of evidence selection of LLMs is
indicated as correct (Acc+), incorrect (Acc−),

or no answer (Acc0).

We find discrepancies in the alignment between
QA and evidence selection tasks. In Figure 4, the
proportion of cases where both QA and evidence
selection tasks are performed correctly (Correct,
Acc+ in red) is comparable to the proportion where
QA is incorrect but evidence selection is correct
(Wrong, Acc+ in green). Additionally, the propor-
tion of cases where both QA and evidence selection
tasks are performed incorrectly (Wrong, Acc− in
blue) is low.

This indicates that the LLMs’ abilities in the QA
task do not necessarily lead to their evidence se-
lection abilities, resulting in the task misalignment
phenomenon. Particularly, in Figure 5, the propor-
tion of cases where both QA and evidence selection
tasks are incorrect (Wrong, Acc− in blue) is lowest
in the unrelated information context compared to
the related or mixed information contexts. This sug-
gests that task misalignment is most pronounced in
contexts involving unrelated contexts.

Therefore, we provide insight that even when
LLMs are given contexts with the same semantic
and structural context, performance mismatches
between the tasks can occur. For this reason, un-
related information can act as noise and interfere
with generation in the QA tasks where the LLMs’
ability to synthesize information and evidence is
crucial. Conversely, in the evidence selection task,
related information can confuse the model when
extracting the evidence source.

4.4 How Does Context Length Affect LLMs’
Task Alignment Abilities?

Figure 6 and Figure 7 demonstrate the performance
on QA tasks and evidence selection tasks across
various context lengths, respectively. In QA tasks,

14150



Figure 6: Evaluation results of QA task by context length (4k, 8k, 16k). ‘Rel.’ and ‘Unrel.’ denote related and
unrelated contexts, respectively.

Figure 7: Evaluation results of evidence selection task by context length (4k, 8k, 16k). ‘Rel.’ and ‘Unrel.’ denote
related and unrelated contexts, respectively.

performance tends to decrease as the length of re-
lated or unrelated information provided increases.

In contrast, in the evidence selection task, per-
formance can improve, such as in the RAR case, or
show different score change tendencies compared
to the QA task. Additionally, in mixed information
contexts, the performance changes with respect to
length are opposite for the QA and evidence se-
lection tasks. Most cases show lower QA abilities
at 8k or 16k lengths, while the evidence source
identification ability is lowest at 4k.

This suggests that the task misalignment is most
pronounced at the 8k length. Therefore, we provide
insights into a discrepancy in LLMs’ performance
tendency regarding the length of contexts between
the QA and evidence selection tasks.

4.5 Do Prompting Strategies Mitigate LLM’s
Task Misalignment?

Our efforts to quantify and verify task misalign-
ment in LLMs, considering semantic relevancy and

structural diversity, can be the significant founda-
tion for mitigating the discrepancy.

As part of the exploration of mitigation feasi-
bility, we conduct several prompting experiments
that may offer extended insights and understand-
ing. According to Figure 5, task misalignment was
most pronounced in the RRA (Correct, ACC−)
and UAU (Wrong, ACC+) settings. Therefore, we
investigate whether applying several prompting
strategies to these two settings can mitigate LLM’s
task misalignment. In particular, Chain-of-Thought
(CoT) (Wei et al., 2022) and In-Context Learning
(ICL) (Brown, 2020) methods are explored, which
are the most widely used to induce in-depth reason-
ing. For the ICL method, a 1-shot exemplar in the
form of (context, query, answer) is provided.

Table 4 and Table 5 show the experimental re-
sults in the individual tasks, QA and evidence se-
lection, respectively. First, the performance of QA
demonstrates a general upward tendency when ad-
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Misalignment Case Others

Correct, Acc− Wrong, Acc+ Correct, Acc+ Correct, Acc0 Wrong, Acc− Wrong, Acc0

RRA
Baseline 0.15 0.25 0.25 0.03 0.23 0.09

CoT 0.21 (+0.06) 0.23 (-0.02) 0.23 0.02 0.27 0.04
ICL 0.16 (+0.01) 0.15 (-0.10) 0.16 0.09 0.17 0.27

UAU
Baseline 0.00 0.43 0.13 0.00 0.00 0.44

CoT 0.00 (-) 0.33 (-0.10) 0.39 0.03 0.04 0.21
ICL 0.00 (-) 0.22 (-0.21) 0.14 0.07 0.00 0.57

Table 3: Experimental results on prompting strategies for mitigating task misalignment. “Misalignment Case” (left)
indicates where the model responds differently to each task, QA and evidence selection. “Others” (right) represents
aligned or non-response cases.

F1 Rouge-L EM F1 Rouge-L EM
RRA UAU

Baseline 0.16 0.14 0.43 0.06 0.06 0.13
CoT 0.17 0.15 0.46 0.16 0.13 0.42
ICL 0.24 0.24 0.41 0.17 0.17 0.21

Table 4: Experimental results on prompting strategies
for QA task.

vanced prompting strategies are adopted, as shown
in Table 4. On the other hand, only the CoT method
improves accuracy, and no answer rate in the evi-
dence selection task, and the ICL method generally
deteriorates both performances, as shown in Ta-
ble 5.

Notably, the task alignment performance in Ta-
ble 3 shows inconsistent distribution according to
the composition setting of context, such as RRA
and UAU. For instance, when CoT prompting is
applied in the RRA setting, the misalignment rate
of Correct, Acc− case increases from 0.15 to 0.21,
indicating a decline in task alignment capability.
On the other hand, in the UAU setting, the task
alignment capability improves from 0.43 to 0.33
(CoT) and 0.22 (ICL), respectively, in the case of
Wrong, Acc+.

These results suggest that while applying
prompting strategies sometimes results in improve-
ments in individual tasks, it may not necessarily
mitigate LLMs’ task misalignment. Therefore, it
is crucial to specifically design an optimized ap-
proach to bridge this discrepancy in LLMs’ task
alignment capabilities, ensuring the explainability
of their outputs and enhancing end-user reliability.
In future work, researchers could extend this study
by exploring methods to enhance the model’s task
alignment ability in long-context situations.

Acc. no ans. (↓) Acc. no ans. (↓)
RRA UAU

Baseline 0.50 0.12 0.56 0.44
CoT 0.46 0.06 0.72 0.24
ICL 0.31 0.36 0.36 0.64

Table 5: Experimental results on prompting strategies
for evidence selection task.

5 Conclusion

One of the challenges of utilizing long-context
knowledge in real-world scenarios is that the knowl-
edge context does not contain information only
helpful for generation. Consequently, LLMs of-
ten generate hallucinated contents or fail to ade-
quately present the evidence source for their re-
sponses. Therefore, we examine and interpret the
phenomenon of discrepancies in LLMs’ abilities
when performing two different tasks—QA and ev-
idence selection—simultaneously using the same
input features, from the perspective of task align-
ment. To address this, we propose a task alignment
verification framework and resource construction
methodology based on the concepts of semantic rel-
evance and structural diversity. Through extensive
experiments and analysis in settings that closely
resemble real-world scenarios, we provide various
insights to bridge the task alignment gap observed
in LLMs. We hope our work serves as useful ref-
erence material for preventing hallucinations and
enhancing the explainability of LLMs’ generative
behavior when given long contexts.

Limitations

Despite the significant contributions of this study,
there are several limitations that need to be ac-
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knowledged.
First, due to resource constraints, our experi-

ments were limited to only three different LLMs.
While these models were selected to provide a
diverse representation, a broader range of mod-
els could potentially offer more comprehensive
insights into task alignment issues. Future work
should consider including a wider variety of mod-
els to validate and extend the findings of this study.

Second, the constructed contexts in our experi-
ments were designed to reflect realistic scenarios
as much as possible, but they still may not capture
the full complexity of real-world applications. The
dynamics of user interactions and the variety of ex-
ternal knowledge sources in practical settings might
present additional challenges not fully addressed
by our study. Therefore, real-world testing and val-
idation in diverse application domains would be
beneficial to further substantiate our findings.

Finally, while our framework and methodology
provide a robust approach to evaluating task align-
ment, there is room for refinement in terms of mea-
surement granularity and the evaluation metrics
used. More nuanced metrics could potentially of-
fer deeper insights into the alignment discrepancies
observed between QA and evidence selection tasks.

Despite these limitations, this study offers valu-
able contributions to understanding the alignment
between QA and evidence selection tasks in LLMs,
particularly in the context of long and complex ex-
ternal knowledge. Our findings highlight important
areas for improvement and provide a foundation
for future research aimed at enhancing the relia-
bility and explanatory power of LLM-generated
responses in real-world applications.

Ethics Statement

We discuss the main ethical considerations of
the model we proposed: (1) Privacy. the datasets
adopted to construct our model provide factual
knowledge and fictional person’s preferences, and
our model does not contain privacy issues. (2) Po-
tential problems. Although we take conscientious
steps to ensure the quality of our models, there can
still be potential problems with the generated re-
sponses’ quality, which can lead to incorrect predic-
tions in applications that leverage factual informa-
tion and human preferences. (3) Model deployment.
Our approach employs the Large Language Models
(LLMs) for the downstream tasks, which have the
risk of reflecting the bias of the training data. It is

a well-known threat in tasks using LLMs, and we
should be careful about social impact when using
this method since our model aims to handle factual
knowledge.
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A Detailed Experimental Setup

A.1 Data Statistics

NQ dataset (Kwiatkowski et al., 2019) has a Cre-
ative Commons Share-Alike 3.0 license. This li-
cense requires that reusers give credit to the cre-
ator. It allows reusers to distribute, remix, adapt,
and build upon the material in any medium or for-
mat, even for commercial purposes. If others remix,
adapt, or build upon the material, they must license
the modified material under identical terms.

Train Test
Size 79,168 3,610
Question Length 9.17 9.22
Answer Length 2.16 2.22
Answers 1.22 1.79

Table 6: Statistics of NQ dataset. We utilize this dataset
to construct contexts and validate, considering semantic
relevancy and structural diversity.

A.2 Tools

Pinecone used in Section 3.2 is, an open-source
vector database, reduces the cost and time associ-
ated with text embedding by storing the embedded
text.

A.3 Prompt Template

Provide Long Context
Context: {{context}}

—-
Task Instruction
Generate an answer (A) to the question (Q)
based on the given context.
Also, provide the evidence paragraph number
(Evidence num) that supports your answer.
Please respond according to the format below.

Output Format Instruction
# Q: {{question}}
# A:
# Evidence num:

Table 7: Prompt template example for the QA and evi-
dence selection task.

A.4 Exact Match Score

EM score checks whether the answer is entirely
contained within the generated answer. If the an-

swer is included, the score is 1; otherwise 0.

EMshort

=

{
1, if answer ⊆ generated answer
0, otherwise

(1)
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B Qualitative Analysis

Title: Code of Federal Regulations
... [7] Under the nondelegation doctrine , federal agencies are authorized by enabling legislation to promulgate regulations (
rulemaking ) . The process of rulemaking is governed by the Administrative Procedure Act ( APA ) : generally , the APA
requires a process that includes publication of the proposed rules in a notice of proposed rulemaking ( NPRM ) , a period for
comments and participation in the decisionmaking , and adoption and publication of the final rule , via the Federal Register.
...[8] The Code of Federal Regulations ( CFR ) is the codification of the general and permanent rules and regulations
( sometimes called administrative law ) published in the Federal Register by the executive departments and agencies
of the federal government of the United States . The CFR is divided into 50 titles that represent broad areas subject
to federal regulation. ...

Question: Where are the rules of federal administrative agencies published?

GT paragraph
[8] The Code of Federal Regulations ( CFR ) is the codification of the general and permanent rules and regulations (
sometimes called administrative law ) published in the Federal Register by the executive departments and agencies of the fed-
eral government of the United States . The CFR is divided into 50 titles that represent broad areas subject to federal regulation.

GPT-3.5 Prediction
The rules of federal administrative agencies are published in the Code of Federal Regulations (CFR). The CFR is the
codification of the general and permanent rules and regulations published in the Federal Register by the executive
departments and agencies of the federal government. It is divided into 50 titles that represent broad areas subject to federal
regulation. (Evidence num: 8)

Mixtral Prediction
A: The rules of federal administrative agencies are published in the Code of Federal Regulations (CFR). Evidence num: 8
The CFR is the codification of the general and permanent rules and regulations published in the Federal Register by the
executive departments and agencies of the federal government of the United States.

Claude3 Prediction
A: The rules and regulations of federal administrative agencies are first published in the Federal Register, as stated in the
first paragraph: "The rules and regulations are first promulgated or published in the Federal Register." Evidence num: 0

Table 8: Qualitative results on the impact of related information contexts in QA task. Surrounding contexts composed
solely of related information positively impact LLMs’ answer generation abilities.

Title: Code of Federal Regulations
... [unrel] [4] J.T. Hellstrom is introduced in 1999 as a high school friend of Billy Abbott , Raul Guittierez , Mackenzie
Browning , Brittany Hodges and Rianna Miner . He has a reputation as a ladies ’ man . He dates Rianna , who he treats
poorly and cheats on with Brittany . They break up and Rianna moves on with Raul. ... [/unrel] [5] The Code of Federal
Regulations ( CFR ) is the codification of the general and permanent rules and regulations ( sometimes called
administrative law ) published in the Federal Register by the executive departments and agencies of the federal
government of the United States . The CFR is divided into 50 titles that represent broad areas subject to federal
regulation . [unrel] [6] J.T. begins a relationship with Billy ’s niece , Colleen Carlton . Colleen is heartbroken when J.T. has
a one night stand with Brittany ’s mother ...

Question: Where are the rules of federal administrative agencies published?

GT paragraph
[5] The Code of Federal Regulations ( CFR ) is the codification of the general and permanent rules and regulations (
sometimes called administrative law ) published in the Federal Register by the executive departments and agencies of the fed-
eral government of the United States . The CFR is divided into 50 titles that represent broad areas subject to federal regulation.

GPT-3.5 Prediction
A: The rules of federal administrative agencies are published in the Code of Federal Regulations (CFR). Evidence num: 5

Mixtral Prediction
A: The rules of federal administrative agencies are published in the Code of Federal Regulations (CFR). Evidence num: [5]

Claude3 Prediction
A: The rules and regulations of federal administrative agencies are published in the Code of Federal Regulations (CFR).
Evidence num: 5

Table 9: Qualitative results on the impact of unrelated information contexts in QA task. Surrounding contexts
composed solely of unrelated information negatively impact LLMs’ answer generation abilities.

14157



Title: Flora Shaw , Lady Lugard
[1] Flora Louise Shaw , DBE ( born 19 December 1852 – 25 January 1929 ) , was a British journalist and writer . She
is credited with having coined the name “ Nigeria. ... [2] ... The lengthy articles in a leading daily newspaper reveal a late
- Victorian metropolitan imagery of colonial space and time . Shaw projected vast empty spaces awaiting energetic English
settlers and economic enterprise ...

Question: Who is the person that gave nigeria name?

GT paragraph
[1] Flora Louise Shaw , DBE ( born 19 December 1852 – 25 January 1929 ) , was a British journalist and writer . She is
credited with having coined the name Nigeria .

GPT-3.5 Prediction
Flora Louise Shaw, DBE, is the person who coined the name "Nigeria".

Mixtral Prediction
A: Flora Louise Shaw, DBE Evidence num: 18 Flora Louise Shaw, also known as Flora Shaw, is the person who gave
Nigeria its name. She suggested the name "Nigeria" for the British Protectorate on the Niger River in an essay that first
appeared in The Times on 8 January 1897. She was in search of a new name and coined "Nigeria", in preference to terms
such as "Central Sudan", which were associated with the area by some geographers and travelers.

Claude3 Prediction
A: According to the context, Flora Louise Shaw is credited with having coined the name "Nigeria" for the British Protectorate
on the Niger River. Evidence num: 18

Table 10: Qualitative results of placing the answer paragraph at the top. Placing the answer paragraph at the top of
the context has the most positive effect on the model’s output.

Title: Flora Shaw , Lady Lugard
... [18] In 1905 , Shaw wrote what remains the definitive history of Western Sudan and the modern settlement of Northern
Nigeria , A Tropical Dependency : An Outline of the Ancient History of the Western Soudan , With an Account of the
Modern Settlement of Northern Nigeria ( London : Nisbet , 1905 ) . ... [19] Flora Louise Shaw , DBE ( born 19 December
1852 – 25 January 1929 ) , was a British journalist and writer . She is credited with having coined the name Nigeria. ...

Question: Who is the person that gave nigeria name?

GT paragraph
[19] Flora Louise Shaw , DBE ( born 19 December 1852 – 25 January 1929 ) , was a British journalist and writer . She is
credited with having coined the name Nigeria .

GPT-3.5 Prediction
Evidence num: 17.

Mixtral Prediction
A: Flora Shaw, also known as Flora Shaw Lugard, is credited with having coined the name "Nigeria"

Claude3 Prediction
A: According to the context, Flora Shaw is the person who coined the name "Nigeria" for the British Protectorate on the
Niger River. Evidence num: 17

Table 11: Qualitative results of placing the answer paragraph at the bottom. Placing the answer paragraph at the
bottom of the context has negative effect on the model’s output.
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Title: Jingle Bell Rock
... [9] [unrel] Wikiversity has steam tables with figures and Matlab code ... [/unrel] [10] Jingle Bell Rock is an American
popular Christmas song first released by Bobby Helms in 1957 ( after it was recorded in October 1957 ) . It has
received frequent airplay in the United States during every Christmas season since then . Jingle Bell Rock was
composed by Joseph Carleton Beal ( 1900 – 1967 ) and James Ross Boothe ( 1917 – 1976 ) . Beal was a Massachusetts
- born public relations professional and longtime resident of South Ocean Avenue in Atlantic City , New Jersey , and
Boothe was an American writer in the advertising business . [11] [unrel] Steam ’s capacity to transfer heat is also used in
the home : for cooking vegetables , steam cleaning of fabric ...

Question: Who sings the original jingle bell rock song?

GT paragraph
[10] Jingle Bell Rock is an American popular Christmas song first released by Bobby Helms in 1957 ( after it was recorded
in October 1957 ) . It has received frequent airplay in the United States during every Christmas season since then . Jingle
Bell Rock was composed by Joseph Carleton Beal ( 1900 – 1967 ) and James Ross Boothe ( 1917 – 1976 ) . Beal was a
Massachusetts - born public relations professional and longtime resident of South Ocean Avenue in Atlantic City , New
Jersey , and Boothe was an American writer in the advertising business .

GT paragraph index number
10

GPT-3.5 Prediction
A: Bobby Helms sings the original "Jingle Bell Rock" song. Evidence num: 10

Mixtral Prediction
A: The original "Jingle Bell Rock" song was first released by Bobby Helms in 1957. Evidence num: 10

Claude3 Prediction
A: According to the context, the original "Jingle Bell Rock" song was first released by Bobby Helms in 1957. Evidence
num: 10

Table 12: Qualitative results on the impact of related information contexts in the evidence selection task. When the
context consists entirely of unrelated information, the evidence selection ability of LLMs improves.

Title: Jingle Bell Rock
... [6] After the song was featured on the soundtrack album to the 1996 film Jingle All the Way , the original Bobby
Helms version returned to the Billboard country singles charts in late 1996 and early 1997 , reaching a peak of No.
60 . [7] The song is featured in the opening of Lethal Weapon ( 1987 ) . It ’s also featured in Mean Girls ( 2004 ) .
[8] Jingle Bell Rock is an American popular Christmas song first released by Bobby Helms in 1957 ( after it
was recorded in October 1957 ) . It has received frequent airplay in the United States during every Christmas
season since then . Jingle Bell Rock was composed by Joseph Carleton Beal ( 1900 – 1967 ) and James Ross
Boothe ( 1917 – 1976 ) . Beal was a Massachusetts - born public relations professional and longtime resident
of South Ocean Avenue in Atlantic City , New Jersey , and Boothe was an American writer in the advertising business .

Question: Who sings the original jingle bell rock song?

GT paragraph
[8] Jingle Bell Rock ” is an American popular Christmas song first released by Bobby Helms in 1957 ( after it was recorded
in October 1957 ) . It has received frequent airplay in the United States during every Christmas season since then . “ Jingle
Bell Rock ” was composed by Joseph Carleton Beal ( 1900 – 1967 ) and James Ross Boothe ( 1917 – 1976 ) . Beal was a
Massachusetts - born public relations professional and longtime resident of South Ocean Avenue in Atlantic City , New
Jersey , and Boothe was an American writer in the advertising business .

GT paragraph index number
8

GPT-3.5 Prediction
The original version of "Jingle Bell Rock" was sung by Bobby Helms. Evidence num: 0

Mixtral Prediction
A: Bobby Helms Evidence num: 1, 3, 4, 5, 8 Bobby Helms is the original singer of "Jingle Bell Rock". This is stated in
paragraph 1, where it mentions Helms’ version from 1957, and further confirmed in paragraph 3 with the charting details of
his version. Paragraphs 4 and 5 provide more recent instances of the song’s popularity, and paragraph 8 concludes with the
songwriting credits, further solidifying Helms’ association with the original "Jingle Bell Rock".

Claude3 Prediction
A: The original "Jingle Bell Rock" song was sung by Bobby Helms. Evidence num: [1]

Table 13: Qualitative results of the impact of unrelated information contexts in the evidence selection task. When
the context is composed of related information, the evidence selection ability of LLMs decreases.
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Title: Taijin kyofusho
... [3] [unrel] Fifteen years later , Mia is happily married and has a son and successful career . When she goes on a
business trip , Rob meets her at her hotel . He shows her a news article about the dead cyclist , whose wife believes
him to be alive and is still looking for him . Rob wants to write an anonymous letter telling the truth , but Mia is afraid
the letter will be traced . An argument ensues and she kills Rob . She is further shaken upon seeing a road accident
outside , where a self - driving pizza delivery truck has hit a pedestrian . Mia rents a pay per view porn movie to
provide herself with an alibi ... [/unrel] [4] T Tauri stars ( TTS ) are a class of variable stars named after their
prototype – T Tauri . They are found near molecular clouds and identified by their optical variability and strong
chromospheric lines . T Tauri stars are pre-main - sequence stars in the process of contracting to the main
sequence along the Hayashi track , a luminosity – temperature relationship obeyed by infant stars of less than 3
solar masses ( M ) in the pre-main - sequence phase of stellar evolution . It ends when a star of 0.5 M develops
a radiative zone , or when a larger star commences nuclear fusion on the main sequence . [5] Analogs of T Tauri
stars in the higher mass range ( 2 – 8 solar masses ) – A and B spectral type pre – main - sequence stars , are called Herbig Ae ...

Question: Where are t-tauri stars found on the hr diagram?

GT paragraph
[4] T Tauri stars ( TTS ) are a class of variable stars named after their prototype – T Tauri . They are found near
molecular clouds and identified by their optical variability and strong chromospheric lines . T Tauri stars are pre-main -
sequence stars in the process of contracting to the main sequence along the Hayashi track , a luminosity – temperature
relationship obeyed by infant stars of less than 3 solar masses ( M ) in the pre-main - sequence phase of stellar evolution .
It ends when a star of 0.5 M develops a radiative zone , or when a larger star commences nuclear fusion on the main sequence.

GT paragraph index number
4

GPT-3.5 Prediction
Evidence num: 4 T Tauri stars are found on the pre-main sequence phase of stellar evolution, specifically along the Hayashi
track. This is a luminosity-temperature relationship followed by infant stars of less than 3 solar masses in their pre-main
sequence phase.

Mixtral Prediction
A: T Tauri stars are found in the pre-main sequence stage of stellar evolution, along the Hayashi track on the Hertzsprung-
Russell (HR) diagram. This is a luminosity-temperature relationship observed in infant stars of less than 3 solar masses. They
are located in the lower left part of the HR diagram, characterized by low temperatures and high luminosities. Evidence
num: [4], [5]

Claude3 Prediction
A: T Tauri stars are found near the pre-main sequence region of the Hertzsprung-Russell (HR) diagram. They are in the
process of contracting towards the main sequence along the Hayashi track. Evidence num: 4 The context states that "T
Tauri stars are pre-main-sequence stars in the process of contracting to the main sequence along the Hayashi track, a
luminosity–temperature relationship obeyed by infant stars of less than 3 solar masses (M) in the pre-main-sequence phase
of stellar evolution."

Table 14: Qualitative results of misalignment in mixed setting. Task alignment discrepancy is most pronounced at
8k length mixed information contents.
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