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Abstract

Toxic online political discourse has become
prevalent, where scholars debate about its im-
pact on democratic processes. This work
presents a large-scale study of political incivil-
ity on Twitter. In line with theories of political
communication, we differentiate between harsh
impolite style and intolerant substance. We
present a dataset of 13K political tweets in the
U.S. context, which we collected and labeled by
this multidimensional distinction using crowd
sourcing. The evaluation of state-of-the-art
classifiers illustrates the challenges involved
in political incivility detection, which often re-
quires high-level semantic and social under-
standing. Nevertheless, performing incivility
detection at scale, we are able to characterise its
distribution across individual users and geopo-
litical regions. Our findings align with and
extend existing theories of political communi-
cation. In particular, we find that roughly 80%
of the uncivil tweets are authored by 20% of
the users, where users who are politically en-
gaged are more inclined to use uncivil language.
We further find that political incivility exhibits
network homophily, and that incivility is more
prominent in highly competitive geopolitical
regions. Our results apply to both uncivil style
and substance. Warning: The paper contains
examples that readers might find offensive.

1 Introduction

An active discourse between political groups and
citizens is considered a fundamental condition for
a healthy democracy (Gutmann and Thompson,
2009). The recent rise of social media has been
argued however to intensify disrespectful and hos-
tile online political discourse (Coe et al., 2014;
Frimer et al., 2023). The term political incivility
is commonly used in the political communication
literature that studies the prominence, determinants
and consequences of using harsh style and discrim-
inatory discourse in online platforms. According

to researchers, negative consequences of this trend
are that it fosters polarization between rival po-
litical groups, and may disengage some citizens
from being politically involved (Muddiman et al.,
2020; Skytte, 2021; Van’t Riet and Van Stekelen-
burg, 2022). Conversely, others argue that incivility
is not inherently negative, considering certain fla-
vors of incivility as a legitimate rhetoric in heated
political discussions (Rossini, 2022). Aiming to
study the consequences and contextual factors that
underlie this general phenomenon, several previ-
ous research works have attempted to empirically
detect, quantify and characterise political incivil-
ity on discussion groups and social media plat-
forms (ElSherief et al., 2018; Davidson et al., 2020;
Theocharis et al., 2020; Bianchi et al., 2022; Frimer
et al., 2023). In this research, we take a closer look
at the challenges involved in the automatic detec-
tion of political incivility online, considering it as
a multidimensional concept. We then present the
results of a large-scale study, where we examine
incivility as detected within a very large sample of
political tweets posted on the social media platform
of Twitter.1 In particular, we gauage and quantify
user-level and geopolitical factors that correlate
with political incivility online.

We operationalize political incivility as a two-
dimensional concept in accordance with recent the-
ories of political communication (Muddiman, 2017;
Rossini, 2022). The first dimension is personal-
level incivility (impoliteness). This flavor of inci-
vility pertains to a harsh tone that violates inter-
personal norms, including foul language, name-
calling, vulgarity, and aspersion towards other dis-
cussion partners or their ideas (e.g., “are you really
so stupid that you would defund this program?”).
The second dimension of public-level incivility (in-
tolerance) rather pertains to exclusionary speech,

1https://x.com; Our experimental data was drawn from
Twitter in 2022, before this service has been re-branded as X.
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IMPOLITE: “All hell has broken loose under the leadership
of the senile old man. I don’t believe a damn word from this
dumb son of a bitches.”; “That’s what they are protesting,
you rank imbecile. People like you need a damn good
kicking.”
INTOLERANT: “Hillary and the dems ARE enemies, for-
eign AND domestic”; “If you agree with democrats in
congress, you are an anti-American commie”
NEUTRAL: “How long do Republicans believe you can
keep pushing this line? You never intended to secure the
border”; “There are 400,000,000 guns in the United States,
you’re going to have to stop the criminals not the guns”

Table 1: Example tweets per class. These examples
were presented to the annotators as part of their training.

silencing or denying the rights of a social or politi-
cal group (e.g., “Democrats are openly trying to see
to the destruction of America.”). That is, interper-
sonal incivility refers to tone, whereas intolerance
is defined in terms of substance. Table 1 includes
example tweets of each category. As illustrated,
the impolite examples are characterized by a harsh
tone, vulgar language and profanity, which may
be directed at the user participating in the specific
Twitter discussion (second example). However, the
impolite tweets do not call for silencing an entire
community or group, or denying their rights. In
contrast, the example tweets of the intolerant cate-
gory explicitly accuse an entire political group (in
this case, Democrats) for being an enemy of the
country. Regarding the neutral category, while the
first example in the table criticizes Republicans, it
does not call for limiting their rights or accuses
their entire group of treason—thus, the tweet is not
considered intolerant. Table 5 includes additional
labeled examples, including a tweet that is both
intolerant–as it denounces the elected U.S president
along with his voters, as well as impolite–denoting
its use of vulgar language. While we follow this
distinction in the paper, we acknowledge that both
types of incivility may be offensive. A more de-
tailed discussion concerning the terminology of
these concepts is included in Section 2.

There are several motivations for identifying po-
litical incivility at this multidimensional resolution.
In general, scholars of political communication
have shown that the exposure to either impolite
style or intolerant content online leads to increased
polarization and intergroup tensions (Muddiman
et al., 2020; Skytte, 2021). Yet, recent studies argue
that heated political talk should not be dismissed
due to interpersonal incivility, whereas expressions
of intolerance on digital platforms have a more
detrimental effect on democratic processes (Pa-

pacharissi, 2004; Rossini, 2022). It is therefore
desired to distinguish between the different dimen-
sions of political incivility in studying this phe-
nomenon. In this work, we further show that in-
terpersonal incivility and intolerance differ in their
language characteristics. While impolite speech
often contains unequivocally negative lexical ex-
pressions, the interpretation of intolerance is gen-
erally a more challenging task, in that it requires
contextual, political and social, understanding.

A main contribution of our work is the construc-
tion of a large dataset of 13K political tweets. We
carefully retrieved and sampled these tweets us-
ing diverse strategies, aiming to capture both in-
civility types, while avoiding lexical and topical
biases (Wiegand et al., 2019). The dataset was
labeled by multidimensional incivility via crowd
sourcing, having the annotation process supervised
by a domain expert. Using our dataset, we adapt
and evaluate a variety of state-of-the-art language
models on the task of multi-label incivility detec-
tion. Our results indicate that political incivility
detection is a challenging task, where we obtain
best F1 scores of 0.70 and 0.59 on impoliteness
and intolerance detection, respectively.

In the second part of this work, we report the
results of a large scale study, in which we per-
formed multidimensional incivility detection and
examined the prevalence of incivility among the
political posts by more than 200K users. We find
that both types of political incivility are prevalent
on social media, identifying 17.6% of the political
tweets as impolite, 13.3% as intolerant and 2.5%
as both, with an overall political incivility rate of
28.4%. A user-level analysis shows that a minority
of the users, who are politically engaged (as mea-
sured by the proportion of their tweets that concern
political topics), are more inclined to use uncivil
language, generating the majority of the uncivil
tweets. Our analysis further establishes that so-
cial patterns of political incivility involve network
homophilly. Considering the large scope of our
study, we were also able to assess differences in the
prevalence of incivility across geopolitical regions,
specifically, states. We find that state-level incivil-
ity on social media is significantly correlated with
partisan competition per state, observing higher in-
civility levels in ’battleground states’, where the
two camps are on par. We interpret our findings
in light of existing theories of political communi-
cation, and discuss the challenges and potential of
political incivility detection for future research.

14882



2 Related work

As noted in a recent survey, the concepts of un-
civil, offensive, and toxic speech often overlap,
where incivility is most frequently used by social
scientists (Pachinger et al., 2023). In the political
communication literature, some researchers frame
incivility in terms of impolite speech (Theocharis
et al., 2016; Seely, 2018), whereas others de-
fine it as either impoliteness, intolerance or hate
speech (Davidson et al., 2020; Theocharis et al.,
2020). Accordingly, most relevant empirical stud-
ies address incivility detection as a binary clas-
sification problem, differentiating between neu-
tral and uncivil discourse (Davidson et al., 2020;
Theocharis et al., 2020; Rheault et al., 2019). Fol-
lowing recent theories of political communica-
tion (Rossini, 2022), we consider political inci-
vility as a multidimensional concept, defining un-
civil language as either impolite or intolerant, or
both. In a closely related work, Bianchi et al.
(2022) introduced a dataset of tweets annotated
with fine grained labels, distinguishing between
our high-level categories of rude or offensive tone
(profanities, insults, outrage, or character assassi-
nation) and intolerant expressions (discrimination,
hostility). Overall, they report F1 performance
of roughly 0.7 on all categories. While offering
valuable insights into multidimensional incivility
detection, their dataset is focused on the topic of
immigration, which receives limited attention in
online political discourse (Barberá et al., 2019; Wo-
jcieszak et al., 2022). Crucially, we refrained from
sampling tweets based on topical keywords, while
targeting political tweets by U.S. residents. Conse-
quently, our dataset captures incivility mainly in the
U.S. partisan context, which is prevalent in Twitter,
across various topics (only 1.8% of the sampled
tweets mention immigration). Aiming at lexical
as well as topical diversity, we also minimized the
use of pre-trained tools as means for sampling texts
that were likely to be toxic. Possibly for these rea-
sons, we observe substantially lower performance
on intolerance detection in comparison to Bianchi
et al. (F1 of ∼0.6 vs. ∼0.7).2 Our analysis in-
dicates that in the lack of clear lexical cues, con-
textual social understanding is required in order to
improve on the task of intolerance detection. In
this respect, our work relates to a recent line of

2We do not compare directly with (Bianchi et al., 2022),
as access to their dataset was restricted at the time of this
research.

works than concern the detection of implicit hate
speech, where the underlying toxic intention is en-
coded using indirect semantics rather than by foul
language (ElSherief et al., 2021; Hartvigsen et al.,
2022). Finally, this work makes the contribution of
applying multidimensional political incivility de-
tection at large-scale, studying its prevalence while
considering various contextual factors, including
user-level characteristics and geopolitical condi-
tions.

3 MUPID: a Multidimensional Political
Incivility Dataset

3.1 Data sampling strategy

Even though political incivility is not rare, it is de-
sired to focus the costly annotation effort on a high
yield sample. We exploit multiple network-based
and other cues to obtain a diverse and representa-
tive sample of the target classes, while avoiding
topical and lexical biases (Wiegand et al., 2019).

As a first step, we collected tweets posted by
users who follow multiple disputable political ac-
counts, assuming that such users are more inclined
to use uncivil language in political contexts (Ger-
vais, 2014). Concretely, we referred to lists of ac-
counts that are known to distribute fake news (Grin-
berg et al., 2019), news accounts that are consid-
ered politically biased to a large extent (Wojcieszak
et al., 2023), and the accounts of members of the
U.S. Congress who are considered as ideologically
extreme (Lewis et al., 2019).3We selected the top
accounts per category, balanced over conservative
and liberal orientation, based on bias scores spec-
ified by those sources.4 We then identified users
who followed two or more biased accounts, main-
taining a balance between users of conservative
and liberal orientation, and retrieved the (200) lat-
est tweets posted by them as of December 2021.
This yielded 885K tweets authored by 15.8K users.

Identifying political tweets. We trained a dedi-
cated classifier to identify tweets that discuss po-
litical topics, exploiting existing resources for this
purpose. Specifically, we sampled 12.5K tweets
concerning topics that are discussed frequently by
either Republicans (e.g., the U.S. federal budget),
Democrats (e.g., marriage equality), or both (e.g.,
the presidential campaign) (Barberá et al., 2015).

3https://voteview.com/data
4We selected the top ranked 20 accounts per source and

orientation, except the fake news category, which includes
only 9 accounts of each orientation.
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Additional 3.5K political posts were extracted from
the social media accounts of U.S. politicians.5 As
counter examples, we considered random tweets
by U.S. users,6 constructing a balanced dataset of
32K examples overall. We finetuned a ‘bert-base-
uncased’ model on this dataset using its public im-
plementation and standard training practices, mini-
mizing the cross-entropy loss function. In applying
the finetuned classifier, we set a high threshold
(0.96) over its confidence scores, aiming to achieve
high precision. Overall, 82K (9.3%) of our sampled
tweets were predicted to be political. The manual
examination of 300 random tweets by a graduate
student of political communication indicated on
classification precision of 0.91.

Sampling tweets for annotation. In order to fo-
cus the annotation effort on tweets that demonstrate
incivility, we applied several additional sampling
heuristics. Following insights by which hateful user
accounts tend to be new and more active than aver-
age (Ribeiro et al., 2018), we sampled 2K tweets
by accounts which were created up to two months
prior to the tweet retrieval date, or posted more than
one tweet daily on average since their creation date.
Similar to previous works (Theocharis et al., 2020;
Hede et al., 2021; Bianchi et al., 2022), we utilized
the pretrained Jigsaw Perspective tool7 to identify
toxic tweets, sampling another 2K tweets that re-
ceived high scores on the categories of ‘abusive lan-
guage and slurs’, ‘inflammatory comments’ and ‘at-
tacks on the author’. Finally, we sampled 4K tweets
uniformly at random. Throughout the annotation
process, we tracked the yield of tweets of each class.
Among the 8K selected tweets, 2.3K (28.9%) were
labeled as impolite, and 0.8K (9.8%) as intolerant.
Applying an active labeling paradigm (Tong and
Koller, 2001), we trained a classifier of intolerance
detection using the examples labeled thus far to
identify additional tweets that were likely to be in-
tolerant within our large sampled pool of political
tweets. In several consequent annotation and learn-
ing batches, we selected 5.2K additional tweets
for manual annotation in this fashion. The ratio of
impoliteness remained similar to the original sam-
ple (22.5%), yet the ratio of intolerant tweets has
tripled (29.5%). Next, we describe the annotation

5www.kaggle.com/datasets/crowdflower/political-social-
media-posts

6We used original tweets as opposed to retweets etc.,
for which the proportion of political tweets is estimated at
8% (Bestvater et al., 2022).

7https://www.perspectiveapi.com/

procedure of the sampled examples. We note that
in the resulting dataset, for each example, we main-
tain its sampling method, where we exclude all of
the examples obtained via active sampling from the
test set in order to avoid evaluation bias.

3.2 Annotation procedure

The task of assessing multidimensional political in-
civility involves fine semantics and critical thinking.
Since labeling examples by experts is costly and
limited in capacity, we turned to crowd sourcing,
using the platform of Amazon Mechanical Turk.8

In order to elicit labels of high-quality, we required
the workers to be highly qualified,9 as well as res-
idents of the U.S. who are presumably fluent in
English and familiar with U.S. politics. Candidate
workers were required to undergo dedicated train-
ing and quality testing. Table 1 includes examples
which were presented to the workers of each class.
These examples were accompanied by a code book
containing explanations regarding the guidelines
for annotating the tweets (Appendix A). In the qual-
ification phase, the workers labeled six other tweets.
Whoever labeled a majority of the tweets correctly
got qualified to work on our task, as well as re-
ceived detailed feedback on their mistakes. During
annotation, we included control questions (2 out of
15 tweets in each micro-task) which we expected
the workers to do well on. We rejected the anno-
tations by workers who failed to label the control
tweets, and banned them from further working on
our task. Finally, we paid the workers an hourly
fee of 17.5 USD, which exceeds the U.S. minimum
wage standards, as fair pay positively affects anno-
tation quality (Ye et al., 2017). Overall, our final
cohort included 125 workers who annotated up to
2,000 tweets per week over a period of 3 months.

Given each tweet, several independent workers
were asked to assess whether it was impolite, in-
tolerant, neither, or both. Each tweet was labeled
by 3-5 annotators, where we discarded examples
for which a label could not be determined based
on majority voting.10 While we take a prescriptive
approach, we acknowledge that human judgement
on this task may be subjective, being affected by
one’s cultural background, beliefs, and political
stance (Rottger et al., 2022). An assessment of
inter-annotator agreement gives an indication for

8www.mturk.com/
9Candidate workers have completed at least 100 micro-

tasks on AMT with approval rate above 98%.
10This condition is strict, as there were 4 labeling options.
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Dataset Size Uncivil Impol./Intol./Both
MUPID 13.1K 42.3% 24.6 / 15.1 / 2.6%
Davidson et al. 5.0K 10.3% -
Rheault et al. 10.0K 12.4% -
Theocharis et al. 4.0K 26.0% -

Table 2: Dataset statistics: MUPID vs. other datasets.

the semantic complexity and subjectivity of the tar-
get concepts. Comparing the labels assigned to
every tweet by random worker pairs resulted in
Fleiss’ kappa scores of 0.63 and 0.54 on the cate-
gories of impoliteness and intolerance, indicating
on ‘substantial’ and ‘moderate’ agreement, respec-
tively. This suggests that intolerance may be more
subjective and subtle compared to impoliteness.
We further compared the majority labels against
the judgement of a scholar of political communica-
tion, assigned to 300 random labeled tweets. Fliess’
kappa scores in this case indicated on ‘substantial’
agreement, measuring 0.57 and 0.61 on impolite-
ness and intolerance, respectively. For a subset of
this sample, for which the workers tended to agree
on (majority of 70% or more), the agreement scores
between the crowed sourced labels and the expert
were substantially higher on the impoliteness com-
pared to the intolerance category, measuring 0.79
vs. 0.69, respectively. Again, this suggests that the
concept of political intolerance is more semanti-
cally subtle.

3.3 Dataset statistics

The resulting dataset includes 13.1K labeled tweets.
As detailed in Table 2, the dataset includes a
substantial number of tweets labeled as impolite
(3.6K), and intolerant (2.3K), where a large pro-
portion of the examples in the dataset (42.3%) cor-
respond to political incivility (with 2.6% of the
examples labeled as both intolerant and impolite).
As noted in the table, other available datasets of po-
litical incivility use binary annotations, and include
a lower proportion of examples of incivility.

4 Multidimensional incivility detection

Next, we evaluate the extent to which neural mod-
els can detect political incivility as perceived by
humans. We perform multi-label classification, de-
tecting impoliteness and intolerance as orthogonal
dimensions, as well as experiment with binary pre-
diction of political incivility.

4.1 Experimental setup

We finetuned several popular transformer-based
pre-trained language models, including BERT (De-
vlin et al., 2019), RoBERTa (Liu et al., 2019) and
DeBERTa (He et al., 2021) using our dataset. We
report our results using the base configurations of
these models, as the larger architectures yielded mi-
nor performance gains. In addition, we experiment
with task-specialized variants of BERT: HateBERT,
a model that has been re-trained using a large-scale
corpus of offensive, abusive, and hateful Reddit
comments (Caselli et al., 2021); and HateXplain,
a model that has been finetuned to classify hateful
and offensive Twitter and Gab posts (Mathew et al.,
2021). All models were applied using their pub-
lic implementation.11 In finetuning, we split our
dataset into fixed stratified train (70%), validation
(10%) and test (20%) sets, optimizing the param-
eters of each model on the validation examples.
Considering the class imbalance, we found it ben-
eficial to employ a class-weighted cross-entropy
loss function (Henning et al., 2023).

4.2 Classification results

Table 3 reports our test results in terms of ROC
AUC, precision, recall and F1 with respect to each
class. The table includes also the results of binary
classification, considering incivility as a unified
concept. As shown, binary classification yields best
F1 performance of 0.75. In comparison, the best F1
results obtained for impoliteness and intolerance
prediction are 0.70 and 0.59, respectively.

As baseline, we report the performance of the
pre-trained Jigsaw Perspective tool, scoring the
test examples by their toxicity. The Perspective
model has been trained to predict toxicity as “a
rude, disrespectful, or unreasonable comment that
is likely to make you leave a discussion”. Follow-
ing related works, we marked as toxic the examples
that received a toxicity score of 0.5 or more by the
model (Gehman et al., 2020). As detailed in Ta-
ble 3, this method yields high precision (0.78) yet
low recall (0.43) in identifying impolite speech.
Possibly, the low recall indicates on a domain adap-
tation issue. Toxicity is a poor predictor of intol-
erance however, yielding very low precision and
recall scores of 0.20 and 0.18 on this category, re-
spectively. This indicates that the intolerant exam-
ples in our dataset are not typically conveyed using
general toxic language.

11https://huggingface.co/
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Inter-personal (impolite style) Public-level (intolerant substance) Any incivility (binary)
Classifier AUC P R F1 AUC P R F1 AUC P R F1 Mac.F1
Perspective 0.841 0.781 0.432 0.556 0.674 0.200 0.180 0.189 0.850 0.897 0.329 0.481 0.636
BERT 0.857 0.635 0.713 0.671 0.848 0.530 0.644 0.581 0.849 0.752 0.692 0.721 0.766
RoBERTa 0.874 0.642 0.744 0.689 0.859 0.501 0.728 0.593 0.864 0.765 0.707 0.735 0.777
DeBERTa 0.861 0.687 0.707 0.697 0.845 0.558 0.626 0.590 0.865 0.754 0.739 0.746 0.782
HateBert 0.865 0.701 0.661 0.680 0.835 0.515 0.639 0.571 0.857 0.755 0.719 0.737 0.777
HateXplain 0.820 0.567 0.688 0.622 0.756 0.374 0.537 0.441 0.811 0.773 0.532 0.630 0.713
GPT-3.5 0.827 0.421 0.913 0.576 0.765 0.379 0.519 0.438 0.838 0.652 0.835 0.732 0.742
GPT-4 - 0.666 0.659 0.663 - 0.562 0.416 0.478 - 0.807 0.638 0.712 0.769

Table 3: Multi-label and binary prediction results.

Considering that Generative Pre-trained Trans-
former (GPT) models have been applied to related
tasks such as hate speech detection (Wullach et al.,
2021a; Del Arco et al., 2023), we further attempted
few-shot incivility prediction using GPT-3.5 and
GPT-4.12 In this case, for each target category, we
prompted the model with a definition of the task
and category, and with (3) labeled examples that
were also presented to the human workers (see Ap-
pendix A). As shown in Table 3, this approach fell
short of the finetuned models. (Unlike GPT-3.5,
GPT-4 no longer provides token probability infor-
mation in its API. For this reason, we do not report
AUC figures for GPT-4.) It is possible that further
improvements in the performance of these models
can be achieved via prompt engineering, additional
examples or finetuning (Gül et al., 2024), however
this is out of the scope of our work. Nevertheless,
we observe similar trends using the GPT and the
other models, showing a substantial gap in perfor-
mance in favor of the impoliteness category. Con-
cretely, we observe that GPT-4 yields F1 of 0.66 vs.
0.48 on the tasks of impoliteness and intolerance
detection, respectively. The finetuned DeBERTa
and RoBERTa achieve the best overall performance.
Taking into account both performance and cost con-
siderations, RoBERTa is our classifier of choice.
This model yields F1 results of 0.69 and 0.59 on
the impolite and intolerant classes, respectively.

Impoliteness vs. intolerance. We applied Shap-
ley analysis (Lundberg and Lee, 2017)13 to our
training set to identify unigrams that are predictive
of impoliteness or intolerance. Table 4 lists words
that characterise each class. As expected, impolite
style is characterised by derogatory words. Most of
the listed words carry negative meaning in an un-
equivocal way, being offensive in any context, e.g.,
‘stupid’. In contrast, the intolerant tweets concern
political affiliations, e.g., ‘republicans’, ’right’, or

12GPT-3.5-turbo-instruct and GPT-4-turbo, see
https://platform.openai.com/docs/models

13https://github.com/slundberg/shap

Impolite: fuck, help, stupid, damn, obnoxious, fed, joke,
ass, goddamn, shit, coward, crap, unreal, love, neoliberal,
king, mentality, anarchist, fuel, publishing, bad, wow, back,
bastard, communists, forgive, idiot, dumb, change, worst,
terrible, broke, asshole, humiliating
Intolerant: republican(s), democrat(s), leftists, GOP, demo-
cratic, catholics, speech, liberal, dem(s), socialist(s), con-
servatives, liberals, progressive(s), left, communist(s),
party, right, racist, fascists, terrorists, nationalist(s), con-
stituents, marxist, whites, radical, destroyed, americans

Table 4: Salient unigrams associated with impolite and
intolerant speech in our dataset (Shapley analysis).

‘liberals’. Unlike slur words, negative sentiment
that such terms may carry is context dependent. In
accordance, we found that impolite tweets were
less susceptible to get misclassified as neutral com-
pared with intolerant tweets (26.7% vs. 44.0%).
Thus, semantic and contextual understanding is
needed to detect intolerance more precisely.

Error analysis. Table 5 includes examples of
misclassified tweets, showing the labels assigned
to them by the human workers versus the predicted
labels. We indeed observe cases in which the model
missed the presence of intolerance due to implied
language (examples (c) and (d)), e.g., “you Repub-
licans don’t even know how to keep the electricity
on!”. Likewise, the model was sometimes misled
by lexical cues, demonstrating the gap between
lexical-level and semantic understanding (Zagoury
et al., 2021); for instance, example (b) was misclas-
sified as impolite, possibly because of the idiom
‘sick of’. In some other cases, we found seem-
ingly faulty predictions to be sensible, e.g., “im-
peach Biden and his administration! Or charge
them with treason” was justifiably classified as in-
tolerant. Again, this demonstrates the semantic
and contextual challenges involved in identifying
political intolerance.

Cross-dataset evaluation. We assess learning
generalization using MUPID against other relevant
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Tweet Label Prediction
(a) We need to impeach Biden and his administration! Or charge them with treason. Neither Intolerant
(b) Yes I have hope for your country. There are enough people who are sick of this. Neither Impolite
(c) Oh anyways the lefties are lying about everything relating to fixing the economy Intolerant Impolite
(d) How are you going to protect our Freedom? You Republicans don’t even know how to keep
the electricity on!

Intolerant Neither

(e) FXCK THAT! NEVER GONNA HAPPEN IN AMERICA! Civil War will happen before that
happens here! @LINK

Impolite Neither

(f) When will this nincompoop leave the White House. He got 81 million votes? God help us!!
#IllegitimatePresident

Both Intolerant

Table 5: Examples of tweets illustrating discrepancies between human-assigned labels and classifier predictions for
impoliteness and intolerance.

Figure 1: Test F1 results on impoliteness and intolerance
detection, varying the number of training examples.

datasets of political incivility (Table 2).14 Con-
cretely, we measured the extent to which perfor-
mance declines in a cross-dataset setup compared
to within-dataset training. We considered fixed ran-
dom test sets (20%), finetuning a RoBERTa classi-
fier in all cases. On average, applying our model
to the other datasets resulted in lower precision (-
25.3%) and higher recall (29%), reaching similar
F1 results (-3.3%). We attribute the increased re-
call to the diversity of MUPID, where precision
may be reduced due to data shift or incompatibil-
ity of the annotations. Inversely, we finedtuned
a model using the other datasets (19K examples
overall) and applied it to MUPID test set. Com-
pared to our results (Table 3), we observed lower
precision (-11.5%), recall (-23.2%) and F1 (-18%).
The reduction of recall reflects a failure to detect in-
tolerant instances that are under-represented in the
other datasets. See detailed results in Appendix B.

Impact of train set size. Figure 1 shows test F1
results while finetuning the RoBERTa classifier us-
ing increasing stratified subsets of the train set. As
shown, impoliteness dominates intolerance detec-
tion results using as few as 1,000 training exam-
ples, again showing the greater semantic complex-

14The dataset due to Bianchi et al. (2022) is remote from
ours for comparison purposes as it is focused on immigration.

ity involved in detecting uncivil substance vs. tone.
While the improvement rate subsides past ∼4K la-
beled examples, the best results are obtained using
the full dataset. We conjecture that similar to hate
speech, further improvements may be achieved by
extending the dataset, e.g., via methods of syn-
thetic example generation (Wullach et al., 2021b;
Hartvigsen et al., 2022).

5 From tweets to users: a large-scale
evaluation

Automatic incivility detection may be used to iden-
tify and quantify political incivility at scale, ad-
dressing research questions of interest. Here, we
introduce and examine the following questions: (i)
Are certain users more inclined to post uncivil polit-
ical content online? (ii) Do incivility levels vary by
geopolitical region, specifically, across U.S. states?
In both cases, we explore contextual factors that
correlate with increased political incivility levels
with respect to either impoliteness or intolerance.

To investigate these questions, we collected a
corpus comprised of the twitting history of a large
number of user accounts. Concretely, we randomly
sampled users who authored tweets between July-
Nov. 2022, whom we verified to be residents of
the U.S. based on the location attribute of their
profiles. For each user account, we retrieved the
most recent (up to 200) tweets posted by them, dis-
carding retweets and non-textual tweets, as well as
tweets posted by overly active accounts suspected
as bots.15 This resulted in a corpus of 16.3M tweets
authored by 373K users. Our of those, 2.6M tweets
by 230K users were classified as political, hence-
forth, the corpus. Finally, 17.6% of the political
tweets were identified as impolite, 13.3% as intol-
erant, and 2.5% as both categories, accounting for
overall incivility ratio of 28.4%. These proportions

15We removed accounts for which the tweet posting rate
was higher than two standard deviations above the mean.
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Variable % Impolite % Intolerant
User-level metrics (N=230K)
# Followers -0.109 -0.038
# Followees -0.017 0.058
Tweets per day 0.068 0.091
% political tweets 0.237 0.498
Incivility among followees (N=1K, F=600k)
% Impolite 0.135 0.236
% Intolerant 0.128 0.371

Table 6: Spearman’s correlations: the ratio of impo-
lite/intolerant tweets vs. user-level metrics and the inci-
vility ratios among the accounts followed. The table de-
notes the user sample size (N) and number of followees
(F). All scores are significant (p−value < 0.001). Mul-
tivariate analysis gave similar results (Appendix C).

are similar to figures reported based on manual ex-
amination of a non-English political comments on
Facebook–20% impolite and 10.8% intolerant com-
ments (Rossini, 2022). Considering this distribu-
tion, we note the importance of detecting incivility
both in terms of style and substance for achieving
a comprehensive coverage of online hostility.

5.1 Political incivility at the user level

Our results indicate that some users are indeed
more inclined to post uncivil content than others.
As few as 7.3% of the users authored 50% of the
uncivil posts in the corpus, and 20.6% of the users
authored 80% of the uncivil posts. On the other
hand, 43.7% of the users authored no uncivil post.

To explore the characteristics of incivility at user-
level, we examined the associations between the
share of impolite and intolerant tweets among one’s
political tweets and other user-level metrics of in-
terest, including network connectivity (number of
followers and followees), activity level (average
number of tweets per day), and the ratio of political
tweets among the tweets posted by them. Table 6
reports our findings in terms of Spearmans’s rank
correlation scores. As shown, users who post in-
tolerant and impolite political content are active,
posting more tweets per day than other users. They
also tend to have less followers–possibly, popular
users refrain from controversial political language.
Interestingly, a study of ‘hateful’ users similarly
showed that they tweet more, follow other users
more, but are less followed (Ribeiro et al., 2018).
We find strong positive correlation between inci-
vility and the share of political tweets posted by
the user (Spearman’s correlation scores of 0.24 and
0.50 with respect to impoliteness and intolerance,
respectively). That is, users who discuss political

topics more often–an indicator of increased po-
litical engagement (Vaccari and Valeriani, 2018),
are more likely to use either intolerant or impolite
language. This result echoes the suggestion that in-
civility may become normalized for those who dis-
cuss politics online more often (Hmielowski et al.,
2014). As we observe similar trends for both types
of incivility, our study suggests that public-level
incivility, i.e., intolerance, may have also become
normalized online among those who practice po-
litical talk often. Importantly, since our classifiers
mainly focus on hostility between partisan groups
and ideological camps (Table 4), our analyses and
findings apply to this context.

In another analysis, we examine whether user-
level incivility is correlated with incivility among
the accounts that one follows. To address this ques-
tion, we considered a random sample 1K users,
and obtained the tweets posted by their followees
within a 2-month period prior to the user retrieval
date. Overall, we processed 8M tweets posted by
0.6M unique followees, quantifying the share of
uncivil political tweets by those accounts. As de-
tailed in Table 6 and in Appendix C, strong and
significant correlations were found with respect
to both types of incivility between users and the
accounts that they follow. Thus, we observe a sub-
stantial degree of network homophily among users
and followees who use political incivility online
(see also Mathew et al. (2019)). This result implies
that network information may provide meaning-
ful context for political incivility detection, espe-
cially in those cases where indirect language is
used (Ribeiro et al., 2018; Ghosh et al., 2023).

5.2 Incivility across geopolitical regions
Using our large sample of users, we further quan-
tify and compare political incivility across geopo-
litical regions, namely, U.S. states. We identified
relevant user accounts for this purpose, which spec-
ified state information (full state name, or its ab-
breviation) in the meta-data location field. Overall,
186K users in the corpus met this condition. The
largest number of users were affiliated with the
states of New York (23K), California (16K) and
Texas (14K). The states with the least number of
users were North Dakota (265), Wyoming (315),
South Dakota (426), and Alaska (579). The median
number of tweets per state was 2.2K, providing a
sufficient sample size for statistical analysis.

For each state, we computed the average user-
level proportion of impolite or intolerant tweets.

14888



Figure 2: Average detected user-level political intoler-
ance ratio per state (ranging between 7-12%).

Figure 2 presents a heat map illustrating the average
age intolerance ratio across states. Also here, we
observed aligned trends for both incivility types, ob-
taining similar results for impoliteness. As shown,
some states demonstrate relatively low incivility
rates (e.g., WA and NY) whereas others exhibit
higher incivility rates (e.g., AZ and FL).

In light of these results, we conjectured that in
‘battleground states’, where the two camps are on
par, there would be more hostility and toxicity in
the political debate. To test this hypothesis, we
contrasted the detected state-level average ratios
of impolite and intolerant tweets against the dif-
ferences between the percentage of votes for the
Democratic and the Republican parties per state.16

The analysis confirmed our hypothesis, yielding
significant Spearman’s rank correlation scores of
-0.43 and -0.40 (p-value < 0.01), respectively. In
words, this result suggests that political incivility
tends to escalate in regions where electoral compe-
tition is intense, corresponding to a closer contest
between the Democratic and Republican parties.

We note that rather than specify our results per
state, we wish to highlight the contextual factors
that may affect incivility rates at state-level. Our
findings corroborate and align with existing lit-
erature of political communication. In particu-
lar, researchers previously showed that candidates
and the media use more negative rhetoric in bat-
tleground states (Goldstein and Freedman, 2002);
that citizens of battleground states engage more in
politics on social media (Settle et al., 2016); and,
that competitive districts feature higher levels of
Twitter-based incivility (Vargo and Hopp, 2017).
Our large-scale study is first to provide conclusive
empirical evidence of increased multidimensional

16https://www.cookpolitical.com/2020-national-popular-
vote-tracker

political incivility by social media users in battle-
ground states.

6 Conclusion

We presented MUPID, a dataset of political inci-
vility annotated via crowd sourcing, distinguish-
ing between dimensions related to style (impolite-
ness) and substance (intolerance). As discussed
in detail, we refrained from term matching and
from using available toxicity detection tools so as
to diminish topical and lexical bias. Our experi-
ments using finetuned language models and few-
shot learners reached best F1 performances of 0.70
and 0.59 in identifying impolite and intolerance
language, respectively. Our results and analyses
suggest that finer semantic and social understand-
ing is required for more accurately decoding in-
civility as perceived in political contexts, where
this particularly holds for intolerant expressions.
A large-scale study demonstrates the utility of our
models for studying various aspects of political
incivility. We find that users who are politically en-
gaged, in that they post political content more often,
are more inclined to use uncivil language, where
as few as 20% of the users authored 80% of the
uncivil tweets. We also track network homophily,
showing that ‘uncivil users’ tend to follow other
accounts with increased incivility. Analysing inci-
vility at the aggregate level, we find that increased
incivility is more prominent in battleground states.

Our dataset and models of multidimensional po-
litical incivility detection may support future re-
search about the relationship between incivility and
other contextual factors, e.g., user sociodemograph-
ics, as user traits such as age, gender, and education
level, may be elicited given popular accounts that
are followed by them (Lotan and Minkov, 2023).
A temporal analysis may highlight the impact of
political events on incivility levels.

We believe that political incivility detection
would benefit from the modeling of relevant so-
cial context, such as conversation history (Ghosh
et al., 2023) and the political events that the text
refers to (Pujari and Goldwasser, 2021). Incorpo-
rating information about the user alongside the text
authored by them may also help decode the text
meaning (Pujari et al., 2024). Initial experiments,
in which we conjoined user network embeddings
with the text encoding showed improved prediction
performance. We hope that researchers will benefit
from our dataset in exploring similar directions.
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7 Limitations

This study applies to political incivility in the U.S.,
focusing on the Twitter network. Our dataset and
models may be therefore limited geographically,
temporally, and with respect to platform. In fact,
soon after performing this research, the Twitter so-
cial network changed ownership and turned into X,
where changes in its user base and political incivil-
ity levels might have followed. In general, however,
we believe that much of the patterns captured in our
dataset and models are general, and may transfer
to other sites of social media and over time.

It is important to note that while we attend con-
textual factors of political incivility at user and
geopolitical level, we acknowledge the potential
significance of other contextual factors, e.g., the
conversation history, and whether the discussion
is held among like-minded users (Rossini, 2022).
Exploring these aspects requires diverse method-
ological approaches, which are beyond the scope
of the current paper.

Another limitation that is inherent to Twitter data
concerns replicability, as accounts may be deleted
or suspended and posts may be removed from the
social network platform over time. This limitation
applies to all Twitter datasets, which require tweet
recovery via rehydration (Bianchi et al., 2022). We
release our dataset, as well as our code and classi-
fication models to the research community to pro-
mote future research on this topic,17 and to allow
comparison of our models with future models of
political incivility detection.

8 Ethics statement

As the primary focus of this study is political in-
civility, crowd coders may have encountered texts
characterized by an impolite style (e.g., foul lan-
guage) or intolerant content (e.g., speech that dis-
criminates against or excludes individuals based on
their social and political characteristics). To miti-
gate potential harm to the crowd coders, we imple-
mented several protective measures. First, we de-
liberately avoided providing coding examples that
contained violent threats and extreme forms of inci-
vility. Second, we ensured that all coding examples
and tasks were derived from real-world political
tweets, similar to those commonly encountered on
social media platforms. Additionally, we allowed
coders the flexibility to terminate their tasks at their

17The dataset and classification model are available on Hug-
ging Face.

discretion. We further wish to clarify that political
incivility is not considered to be a personal trait
or a characteristic of a population by the authors.
Considering that toxic political discourse may have
become normalized among those who frequently
engage in social media discussions, our study aims
to distinguish between two distinct dimensions of
such discourse within the framework of partisan
competition. Finally, we clarify that the normative
debate on online freedom of speech and its possible
restrictions is beyond the scope of our manuscript.
Rather, our study aims to provide a foundation for
researchers to explore the underlying factors shap-
ing political incivility, allowing for future studies
to delve into its implications. This research was
approved by our institutional review board.
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A Instructions and interfaces for the
crowd workers and the GPT prompt

Figure 3 presents the code book presented to the
crowd workers, and Figure 4 demonstrates the train-
ing phase which workers had to complete in order
to get qualified to work on our task. As shown
in the screenshot, following the completion of the
training phase, the candidate worker was presented
with explanations about their labeling mistakes. In
instructing the GPT model to label the test exam-
ples, we used the prompt shown in Figure 5.

B Cross-dataset evaluation results

Table 7 includes detailed intra- and cross-dataset
evaluation results.

Train Test Precision Recall F1
MUPID → Other datasets:

I TH TH 0.677 0.543 0.604
C MUPID TH 0.542 0.847 0.661

∆ -19.9% 56.0% 9.4%

I RH RH 0.845 0.672 0.749
C MUPID RH 0.547 0.831 0.66

∆ -35.3% 23.6% -11.9%

I DA DA 0.871 0.725 0.791
C MUPID DA 0.692 0.779 0.733

∆ -20.6% 7.4% -7.3%

Average ∆: -25.3% 29.0% -3.3%

Other datasets → MUPID:
I MUPID MUPID 0.765 0.707 0.735
C All MUPID 0.677 0.543 0.603

∆ -11.5% -23.2% -18.0%

Table 7: Detailed cross-dataset evaluation results: Intra-
(I) vs. cross-dataset (C) experiments. The table uses
acronyms: TH (Theocharis et al., 2020), RH (Rheault
et al., 2019), DA (Davidson et al., 2020).

Variable Odds ratio Std.Error
IMPOLITE
# Followers 1.000000 1
# Followees 0.999992 1.000001
Tweets per day 1.008036 1.000401
% Political tweets 1.589433 1.020808
INTOLERANT
# Followers 1 1
# Followees 1.00001 1.000001
Tweets per day 1.008002 1.000356
% Political tweets 5.176365 1.018723

Table 8: Multivariate beta regression results of user-
level characteristics as explaining factors of the share
of impolite and intolerant tweets out of their political
tweets. The sample size is 230K users, and all the results
are significant at p-value< 0.001.

C Multi-variate analyses of user-level
incivility

This section include multi-variate analysis results,
showing similar trends to our results measured in
terms of Spearman’s correlation, reported in Ta-
ble 6.

We modeled multivariate beta regressions to ex-
amine the associations between the share of im-
polite and intolerant tweets out of users’ political
tweets and other user-level characteristics, includ-
ing their number of followers, number of followees
(i.e., accounts followed by a given user), average
tweets per day, and the share of political tweets out
of the total texts by a given user. The correlates
with respect to the ratio of impolite and intolerant
tweets are presented in Tables 8. We use odds ra-
tio (OR) to interpret the results more intuitively.
The results show, for example, a positive relation-
ship between the share of impoliteness and tweets
per day (OR = 1.008): for a one-unit increase in
a user’s tweets per day, the odds of observing a
higher share of impolite tweets increase by 0.80%.
Focusing on the share of political tweets as a pre-
dictor, the results show that a movement from its
minimum value (0) to its maximum value (1) is
associated with a 59% increase in the odds of ob-
serving a higher share of impolite tweets (OR =
1.59). We also observe that a greater share of po-
litical tweets is associated with a higher ratio of
intolerant tweets, to a greater extent (OR = 5.17).
Note that while there is a very small change in im-
politeness or intolerance ratio with the increase of a
single follower or followee (OR is roughly 1), this
effect is statistically significant.

We also examined whether posting uncivil
tweets is correlated with exposure to incivility by
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Figure 3: The code book presented to the crowd workers

one’s followees network (i.e., the accounts that the
user follows). We calculated users’ potential expo-
sure to incivility as the share of impolite and intol-
erant tweets in their followees’ network, i.e., the
number of uncivil tweets posted by their followees
divided by the total number of political tweets of
these followees. We modeled the same beta regres-
sions as above, this time adding considering the
share of impolite and intolerant tweets in one’s net-
work as predictors. In the case of impoliteness, it
is indicated that the more users are potentially ex-
posed to impoliteness in their network, the higher
is the share of their impolite tweets (OR = 1.03, a
3% increase, p-value< 0.001). Similar findings are
observed in the case of intolerance (OR = 1.06, a
6% increase, p-value< 0.001). While we cannot
establish causality due to the cross-sectional nature
of the data, we encourage scholars to further in-
vestigate these initial conclusions that uncivil users
follow others who behave similarly.
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Figure 4: Annotator training: each candidate worker was asked to label 6 example tweets. We provided feedback
about the labeling accuracy, and explanations about the labeling mistakes. Workers who obtained 4 out of 6 or
higher accuracy in their responses got qualified to work on our task.
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Figure 5: The prompt provided to the GPT-3.5-instruct model for impoliteness classification. A similar prompt
was provided for intolerance classification. The format of the prompt follows common practice in instructing
GPT-instruct and similar models to perform specific classification tasks.
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