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Abstract

Large language models (LLMs) have recently
experienced remarkable progress, where
the advent of multi-modal large language
models (MLLMs) has endowed LLMs with
visual capabilities, leading to impressive
performances in various multi-modal tasks.
However, those powerful MLLMs such as
GPT-4V still fail spectacularly when presented
with certain image and text inputs. In this
paper, we identify a typical class of inputs
that baffles MLLMs, which consist of images
that are highly relevant but inconsistent with
answers, causing MLLMs to suffer from visual
illusion. To quantify the effect, we propose
CorrelationQA, the first benchmark that
assesses the visual illusion level given spurious
images. This benchmark contains 7,308
text-image pairs across 13 categories. Based
on the proposed CorrelationQA, we conduct a
thorough analysis on 9 mainstream MLLMs, il-
lustrating that they universally suffer from this
instinctive bias to varying degrees. We hope
that our curated benchmark and evaluation
results aid in better assessments of the MLLMs’
robustness in the presence of misleading
images. The code and datasets are available at
https://github.com/MasaiahHan/CorrelationQA.

1 Introduction

Large language models (LLMs) have sparked a
transformative shift in the field of artificial intelli-
gence (Zhao et al., 2023; Workshop et al., 2022;
Chowdhery et al., 2023; Touvron et al., 2023).
Following the development of LLMs, a series of
multi-modal large language models (MLLMs) have
emerged to enable LLMs with visual processing
capabilities (Alayrac et al., 2022; Gong et al., 2023;
Yin et al., 2023; Zhu et al., 2023). Typically, current
MLLMs process visual inputs by converting them
into visual tokens that share the same latent space
as language tokens in LLMs. This conversion not
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Spurious

Name the city in Australia, 
famous for its Great Barrier Reef, 
tropical climate, and as a gateway 
to Queensland's beaches..

Eiffel in Paris

Text-Only

Name the city in Australia, famous for its Great Barrier Reef, 
tropical climate, and as a gateway to Queensland's beaches..

Cairns

Figure 1: Cases of Instinctive Bias in LLaVA.
Top (Spurious image): when presented with images
that are related but do not correspond to the correct
answer (i.e. Eiffel in Paris), MLLMs are hallucinated to
provide an incorrect answer.
Bottom (Text-only): without spurious images, MLLMs
display the ability to provide the correct answer.

only maintains excellent text processing abilities
but also enables LLMs with powerful visual seman-
tic understanding capabilities. These models have
demonstrated commendable performance in down-
stream tasks such as image captioning (Hossain
et al., 2019; Ye et al., 2023) and visual question-
answering (VQA) (Goyal et al., 2017; Chen et al.,
2022).

Despite the success achieved by state-of-the-
art MLLMs, most studies mainly focus on sim-
ple VQA. However, MLLMs are usually applied
to complex vision reasoning scenarios, where the
answers are usually not included in the images,
which requires MLLMs to utilize the reasoning
ability of LLM to answer. We identify an visual
illusion, the instinctive bias, which is widespread in
vision reasoning. Existing MLLMs are prone to ig-
nore the semantic information in reasoning quizzes
and answer directly to the objects in the pictures
instead of utilizing their reasoning ability. In Fig-
ure 1, we show a specific example of instinctive
bias. Under the text-only condition, LLaVA can
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Figure 2: Accuracy of MLLMs on natural spurious
images in our proposed benchmark CorrelationQA. The
higher accuracy indicates that MLLMs answer correctly
when accompanied by spurious images.

accurately answer the correct answer (i.e. Cairns).
However, when the image only contains the spu-
rious image, LLaVA assumes Eiffel tower to be
the corresponding answer and ignores the seman-
tics of the question. This type of illusion affects
the widespread use of MLLMs. In scenarios such
as shopping recommendations and real-time VQA,
users want to be recommended similar styles of
schoolbags, or users cannot describe accurately and
choose to upload pictures for information supple-
mentation. With the instinctive bias, MLLMs tend
to give incorrect answers. Therefore, it is essential
to establish a benchmark to quantify the impact of
such issues in current MLLMs.

To study the illusion of MLLMs under spuri-
ous visual inputs, we design a novel benchmark
called CorrelationQA. CorrelationQA collects over
7,000 question-answer (QA) pairs in 13 categories,
where each pair contains multiple answer-related
images that may mislead MLLMs. We first use
GPT-4 (OpenAI, 2023) to generate meaningful QA
pairs with five related but incorrect answers and a
correct one. Based on the generated answers, we
leverage the advanced diffusion model to generate
the corresponding spurious images for each ques-
tion. Specifically, we generate factual images with
the correct answers as a comparison. In addition to
natural images, we also generate five typographic
images for spurious answers, inspired by Liu et al.
(2023d). To ensure that the synthetic data is not
biased, we collect corresponding realistic images
from the Internet via search engine. Based on the

design benchmark, we conducted an in-depth anal-
ysis to uncover the instinctive bias present in main-
stream MLLMs. Our findings, presented in Fig-
ure 2, demonstrate that 9 state-of-the-art MLLMs
including GPT-4V suffer from visual illusion when
presented with spurious visual inputs. This phe-
nomenon indicates that by providing information
related to spurious answers, images can induce
MLLMs to instinctively focus on the visual con-
tent, resulting in responses that are predominantly
based on visual information without proper reason-
ing and thinking. This is similar to the cases of
unconscious decision-making processes observed
in human brains (Kahneman, 2011; Booch et al.,
2021).

Our contributions are summarized as follows:
1) We first identify the visual instinctive bias in
MLLMs, where spurious visual inputs can cause
current MLLMs to delude. 2) We propose Corre-
lationQA to quantify the seriousness of instinctive
bias across different types, demonstrating that this
issue is universal across MLLMs. 3) We provide
an in-depth analysis of the recent 9 representative
MLLMs on our benchmark, showing their suscep-
tibility to spurious visual inputs under different
scenarios.

2 Method

In this section, we first present the background of
multi-modal large language models (MLLMs) in
commonsense question-answering (CQA) and the
motivation of our study (2.1). Next, we introduce
the proposed automated pipeline to generate our
CorrelationQA benchmark (2.2). Finally, we pro-
vide the designed evaluation metrics to measure the
sensitivity of MLLMs on spurious images (2.3).

2.1 Motivation

By projecting the visual tokens into language space,
existing MLLMs are able to equip large language
models with visual processing ability. However,
past studies only demonstrate their “fast thinking”
abilities in simple CQA tasks, but have yet explored
their “slow reasoning” performance in complicated
visual questions-answer tasks, such as when the
input image provides relevant but indirect informa-
tion about the correct answer.

Our study is motivated by the observation that
current MLLMs, such as GPT-4V (OpenAI, 2023)
and LLaVA (Liu et al., 2023c), are prone to inac-
curate when presented with answer-correlated but
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Known for its distinctive black 
and white stripes, this African 
equine is closely related to horses 
and donkeys, .... what is it?

Question Answers: Factual + Spurious

Giraffe, .... x6
Template

Assume you ......., give 
you some examples.......

Few-shot QA

Example 1: .......,
Example 2: .......,
Example 3: .......,

Categories

Animal, Color, Plant, City, 
Food .......,

Stage I: QA generation Stage II: Image generation 

Prompt Template

Stable Diffusion

Natural synthetic Image

Python Script

OCR Typography

Search Engine
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Figure 3: Pipeline of our dataset construction. First, we utilize GPT-4 to generate a set of QA pairs with five spurious
answers. Next, we leverage image generators to generate corresponding images based on these answers (natural
synthetic and typography). We use the answers as the keywords to obtain realistic images from search engine. Using
these images, we construct a set of text and image pairs to evaluate the robustness of MLLMs to spurious images.

answer-contradicted images. Examples depicted in
Figure 1 demonstrate that LLaVA would fail spec-
tacularly given a query accompanied by a spurious
image. On the other hand, it is able to give correct
answers in text-only scenarios. This indicates that
the injection of additional image information has a
detrimental effect on the capabilities of MLLMs.

To further study the role of the input image, we
split the images into the following three types: 1)
Factual image: the images are relevant and directly
correspond to the correct answer, 2) Spurious im-
age: the images are related to the question but do
not correspond to the correct answer, and 3) Ran-
dom image: the images are unrelated to either the
question or answer.

We then construct a set of image-text pairs to
evaluate the performance of MLLMs under these
three kinds of scenarios.

2.2 CorrelationQA
In order to obtain a large dataset of image-text pairs,
we have designed a three-step automatic pipeline
for generating and collecting the necessary data.
The overall pipeline is shown in Figure 3. We
first pre-define 13 meta-categories for the proposed
dataset, where the distribution of each category is
illustrated in Table 1. As we notice MLLMs fa-

vor spurious answers that occurred in the images
over the semantics of questions, we firstly gener-
ate CQA pairs which can be prompted directly to
LLMs. Secondly, for each question, we generate 5
images corresponding to five wrong answers and
one image corresponding to the correct answer as
visual inputs for MLLMs. Additionally, we col-
lect realistic images of the wrong answer for each
question.

Step1: Text Pairs To fully utilize the superior
language comprehension capabilities of GPT-4, we
employ this state-of-the-art language model to as-
sist in data creation. Specifically, we use it to gener-
ate around 100 unique question-answer (QA) pairs
for each scenario given some QA pair examples.
These questions are demonstrated to be neither too
simple nor stray from factual accuracy. Then, we
also instruct GPT-4 to provide an accurate answer
along with five spurious alternatives for each ques-
tion, serving as the primary entities for subsequent
image creation steps. The prompts and some exam-
ples are detailed in Figure 7.

Step2: Image Generation and Collection
Given the constructed QA-pairs, this step leverages
the image generator to create corresponding images.
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We follow Liu et al. (2023d) to build two kinds of
images: natural and typographies. Specifically,
we apply the cutting-edge image generation model,
Stable Diffusion (SD) (Rombach et al., 2022) as the
image generator. We integrate six answers obtained
in the first step into a prompt template for SD. Then,
we leverage SD to output images with a resolution
of 1024x1024 for better detail restoration and later
resize the images to 512x512 for storage.

Additionally, We utilize a search engine to col-
lect the realistic images corresponding to the an-
swer from the Internet and resize the longest side
to 512. We present some image-text pairs of Corre-
latioQA in Figure 9

Step3: Typography Generation There are nu-
merous scenarios such as road sign recognition and
document scanning, where text within images plays
a crucial role in practical applications. Addition-
ally, testing with OCR images can better simulate
complex real-world data environments, challenging
the robustness of MLLMs. Therefore, we generate
typography images.

Following Liu et al. (2023d), we use the Pillow
library to print the answers on a plain white back-
ground like OCR images. The image size is set
to 512x512, as detailed image refinement is not as
critical in this step compared to the previous one.
The font size is set to 90 to ensure text legibility
and prominence in the images.

2.3 Evaluation Metrics

Successful Answer Rate To analyze the assess-
ment of CorrelationQA, we employ successful an-
swer rate as the metric to determine MLLMs’ sus-
ceptibility to the instinctive bias, which is also re-
ferred to Accuracy defined as follows:

Acc =
C

T
, (1)

where C denotes the number of image-text pairs
correctly answered by the model, and T represents
the total number of image-text pairs. We further
impose a word count limit for MLLMs’ outputs
as all labels in the benchmark do not exceed a
length of five words. To count the number of C, we
adopt an approximate match approach, where it is
acceptable for the response to be an abbreviation of
the label or any sentence containing the label. For
instance, if the label is "Los Angeles Lakers" then
responses such as "Lakers" or "It is Los Angeles
Lakers" are both considered correct.

Accuracy Drop To evaluate the sensitivity of
MLLMs under spurious images, we further design
an Accuracy Drop (AccDrop) metric as follows:

AccDrop = Af −As, (2)

where Af and As denote Accuracy on factual and
spurious data respectively. A higher AccDrop value
indicates superior model performance with factual
data and poorer with spurious one, which reflects
the sensitivity to deceptive type information.

3 Experiments

3.1 Dataset Collection

As outlined in section 2, our approach involves
several steps. First, we pre-collect a set of demon-
strating question-answer (QA) pairs. We then use
these pairs to guide GPT-4 in generating additional
QA pairs across different categories, each with one
correct answer and five incorrect answers. Based
on the generated answers, we utilize a state-of-
the-art Stable Diffusion model and OCR-generated
script to generate corresponding factual and spu-
rious images, respectively. For further details on
the collected scenario and dataset statistics, please
refer to Table 1.

3.2 Experimental Setup

Models. We perform a comprehensive evalua-
tion of 9 recently released MLLMs on our Corre-
lationQA, including LLaVA-1.5-7B and 13B (Liu
et al., 2023c) (referred as LLaVA-7B and LLaVA-
13B for convenience), MiniGPT-4 (Zhu et al.,
2023), mPLUG-Owl2 (Ye et al., 2023), Qwen-
VL(Bai et al., 2023), Idefics (Laurençon et al.,
2023), GPT-4V (OpenAI, 2023), InstructBlip (Dai
et al., 2023) and CogVLM (Wang et al., 2023a).

Parameter Settings. Considering the different
versions and updates of MLLMs, we choose their
latest released weights for testing. All other pa-
rameters for each model are set to default values
as specified by the original authors. For the open-
sourced model, if not specifically mentioned, we
adopt the widely-used 7B version of LLM for eval-
uation.

Regarding image generation, playground-v2-
1024px-aesthetic checkpoint is adopted in Stable
Diffusion. Compared to the commonly used stable-
diffusion-xl-base-1.0 checkpoint, this checkpoint
enables more realistic image generation quality and
avoids simple and counter-intuitive results.
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Figure 4: Assessments results on accuracy (Acc) and accuracy drop (AccDrop) for MLLMs. The results on the left
refer to the natural image and the right one refers to the typography image. Corresponding AccDrop is presented on
the right side of each figure. Fac and Spu denote factual and spurious, respectively.

Prompt Settings. For QA pairs generation, we
utilize GPT-4 to generate thousands of QA pairs by
providing several demonstrating examples.

Give you some examples of QA pairs. The
content of QA pairs should include truth and
commonsense. No repeated examples and an-
swers. The description of the question should
be complex as much as possible. Here are
some examples: [Q: Sample Question1 A:
Correct Answer1 ], [Q: Sample Question2 A:
Correct Answer2], give 100 examples in the
format: [Q:, A:, W:], while W means you
should also give other 5 wrong confusing an-
swers. Reference these to generate 100 similar
examples relevant to [Categories], [Detailed
Requirement].

For image generation, we present the correct
and spurious answers under the following prompt
template to the diffusion model.

A photo of [Spurious Answer], detailed, 8k,
realistic, trending on artstation.

For visual question answering, we adopt the fol-
lowing prompt template with the questions as the
text inputs into MLLMs.

[Question] Answer in no more than five words.

Each question is along with the generated natural
or typography image. To more accurately assess the
model responses, we require MLLMs to directly
answer the questions. This approach is reasonable
since all the correct are less than five words.

3.3 Experimental Results

Evaluation Results on CorrelationQA

In Figure 4, we first present the overall accu-
racy (Acc) and accuracy drop (AccDrop) of nine
MLLMs on our CorrelationQA. The green color
bars in each image represent the AccDrop from the
factual image to spurious images, revealing that
MLLMs consistently struggle with instinctive bias
from spurious images, even for GPT-4V. This in-
stinctive bias problem also occurs on the OCR data,
which have higher AccDrop.

It is worth noticing that LLaVA and GPT-4V
have higher average accuracy on the spurious im-
ages compared with other MLLM. What’s more,
both LLaVA-7B and LLaVA-13B exhibit almost
no fluctuation in both spurious and factual con-
texts, which we believe can be attributed to its
training data. To enhance the model’s capabilities
across various domains, researchers incorporate
datasets like OK-VQA (Marino et al., 2019) and
A-OKVQA (Schwenk et al., 2022) which require
extensive knowledge to answer the question. Such
training data enables LLaVA to reduce the influ-
ence of unessential images and leverage the inher-
ent capabilities of LLMs for reasoning, thus leading
to similar accuracy for LLaVA in both factual and
spurious images. However, other tested MLLMs
are mostly trained on image-answer-consistent data,
therefore showing a performance drop between fac-
tual and spurious images. For GPT-4V, its pro-
nounced proficiency in image-text understanding
and language processing logically predicates a di-
minished propensity for instinctive bias.

Compared to different types of image formats,
typography exhibits a more serious instinctive bias
problem over natural images. One potential rea-
son is that spurious OCR typography might lead
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Class Questions Images

Animal 105 630
Art 105 630

Color 99 594
City 90 540
Food 100 500

History 104 624
Human 105 630
Material 90 540
Natural 100 600
Objects 105 630
Plant 105 630
Sports 95 570

Technology 105 630

Total 1,218 7,308

Table 1: The statistics distribution of CorrelationQA.

to a more simplistic and crude understanding of
MLLMs. OCR images inherently contain limited
information due to their simplistic textual content
in our cases (e.g., a single word). Because MLLMs
are found to possess a certain degree of OCR recog-
nition capability, when MLLMs process informa-
tion on these inputs, the proportion of spurious
elements in the visual information is higher com-
pared to that in generated images, which makes
MLLMs suffer from more instinctive bias. Simi-
larly, as the content of OCR typography is easier to
understand, MLLMs achieve higher accuracy when
along with factual typography.

Results on Different Categories

Table 2 and Table 3 present AccDrop of 9 MLLMs
on each category in detail. The results indicate that
MLLMs exhibit varying degrees of sensitivity to
different categories. We observe that MLLMs on
categories such as animals, colors, food, and plants
suffer from larger AccDrop as highlighted. On the
contrary, it shows significantly lower AccDrop in
categories like history and art. Intuitively, the for-
mer categories consist of tangible entities while the
latter include concepts like the ‘Industrial Revolu-
tion’ or ’The Lord of the Rings,’ which may not be
easily represented in generated natural images.

Our analysis also shows that the impact of ty-
pography images on MLLMs is greater than that
of natural data, where each category exhibits larger
gap in AccDrop. Interestingly, unlike natural im-
ages, AccDrop in typography images does not show
a significant difference across different categories.
This is reasonable, as the content of typography im-
ages typically consists of words, which are easier
to interpret compared to natural images.

We hypothesize that the influences of the train-

Text-only Spurious Factual Random Typo+Spu
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Mini-GPT4
Qwen-VL
GPT-4V

Figure 5: Accuracy of different input types. Typo+Spu
indicates spurious OCR typography image.

ing data, cross-modal alignment training, and in-
struction tuning cause MLLMs to focus more on
the semantic correlations between the query and
the image. Identifying common patterns in the
behavior of MLLMs could greatly assist in refin-
ing approaches for future work and is therefore an
important finding.

Spurious Information induces Visual Illusion
The variation in performance among MLLMs also
motivates us to analyze the impact of image type
on model accuracy. In Figure 5, we present a com-
prehensive comparison of the average accuracy of
four MLLMs under five different conditions. The
"Text-only" condition indicates that only the text
query is used to prompt the model. Regarding the
multi-modality condition, we provide the factual,
spurious, and random images, respectively. For the
random image, we randomly select an image from
another category for a specific question. Notably,
only in scenarios with text-only and factual image
inputs do MLLMs have comparable performances.
It suggests that the strategy of using images as
supplementary information does not positively in-
fluence the models’ responses even if the answer is
hidden in the visual inputs. Compared to the other
four conditions, spurious data induce more instinc-
tive bias in the selected four MLLMs, particularly
evident with OCR typography.

For the text-only scenario, we sample 20% of
the questions from each category to test GPT-4
due to its request rate limit. The results indicate
that GPT-4 achieves remarkably high accuracy in
text-only scenarios with almost all questions being
correctly answered. GPT-4V, one of the most ad-
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Image ↓ Animal Art Color City Food History Human Material Natural Objects Plant Sports Technology Average

CogVLM 0.39 0.06 0.41 0.18 0.30 0∗ 0.17 0.32 0.08 0∗ 0.52 0.14 0∗ 0.19
Idefics 0.51 0.01 0.04 0.12 0.33 -0.01 0.05 0.25 0.13 0.26 0.38 0.24 0.08 0.18

InstructBlip 0.53 0.03 0.53 0.15 0.34 0.07 0.03 0.36 0.10 0.36 0.54 0.23 0.07 0.26
MiniGPT-4 0.45 0.09 0.08 0.09 0.32 0.03 0.02 0.19 0 0.40 0.36 0.32 0.07 0.18

mPLUG-Owl2 0.51 0.07 0.59 0.13 0.26 0.01 0.05 0.26 0.12 0.40 0.42 0.26 0.05 0.24
Qwen-VL 0.48 0.09 0.43 0.21 0.46 0.02 0.15 0.45 0.16 0.39 0.56 0.39 0.04 0.29
LLaVA-7B 0.02 0.02 0.09 -0.01 0.01 0.01 0.02 0.05 -0.01 0.02 0.05 0.04 0 0.02
LLaVA-13B 0.03 0 0.10 0.05 0.03 0 -0.01 0.07 0.03 0.05 0.08 0.06 0.02 0.05

GPT-4V 0.41 0.14 0.74 0.15 0.36 0.12 0.11 0.40 0.17 0.39 0.54 0.20 0.16 0.32

Average 0.37 0.06 0.33 0.12 0.27 0.03 0.07 0.26 0.09 0.25 0.38 0.21 0.05 0.19

Table 2: Accuracy Drop (AccDrop) of MLLMs under 12 categories when applied natural images. AccDrop is
the accuracy drop from the factual image into the spurious image. A higher value reflects a higher sensitivity to
deceptive information. The three most sensitive categories are highlighted in blue background. Bold values are the
top performance drop for each model. 0∗ represents zero accuracy on both factual and spurious images.

Typography ↓ Animal Art Color City Food History Human Material Natural Objects Plant Sports Technology Average

CogVLM 0.62 0.44 0.65 0.85 0.58 0∗ 0∗ 0.90 0.45 0∗ 0.79 0.43 0∗ 0.46
Idefics 0.68 0.44 0.20 0.73 0.74 0.21 0.59 0.80 0.51 0.54 0.80 0.48 0.56 0.56

InstructBlip 0.74 0.48 0.67 0.73 0.75 0.35 0.38 0.83 0.56 0.75 0.82 0.58 0.74 0.67
MiniGPT-4. 0.54 0.35 0.24 0.54 0.54 0.23 0.40 0.66 0.43 0.35 0.41 0.59 0.42 0.44

mPLUG-Owl2 0.80 0.56 0.84 0.92 0.79 0.57 0.65 0.85 0.53 0.70 0.84 0.65 0.72 0.73
Qwen-VL 0.79 0.65 0.91 0.84 0.82 0.54 0.78 0.95 0.65 0.74 0.88 0.65 0.56 0.75
LLaVA-7B 0.12 0.12 0.11 0.03 -0.02 0.03 0.48 0.10 0.01 0.08 0.21 0.04 0.03 0.11

LLaVA-13B 0.06 0.21 0.29 0.16 0.04 0.11 0.56 0.05 0.09 -0.05 0.13 0.03 0.02 0.14
GPT-4V 0.10 0.33 0.70 0.18 0.26 0.09 0.10 0.54 0.24 0.08 0.19 0.16 0.37 0.27

Average 0.43 0.36 0.46 0.49 0.45 0.22 0.44 0.57 0.35 0.32 0.50 0.36 0.34 0.46

Table 3: Accuracy Drop (AccDrop) of MLLMs under 12 categories when applied typography. AccDrop is the
accuracy drop from the factual image into the spurious image. A higher value reflects a higher sensitivity to
deceptive information. The three most sensitive categories are highlighted in blue background. Bold values are the
top performance drop for each model. 0∗ represents zero accuracy on both factual and spurious images.

vanced MLLMs currently available, demonstrates
a lower average accuracy than LLaVA when spuri-
ous images are added. This is noteworthy as larger
models with superior language processing capa-
bilities are generally expected to perform better,
especially for those that are not specifically fine-
tuned for particular tasks.

Results on Realistic Image

In our main study, we utilized the Stable Diffusion
model to synthesize a large number of images for
studying the inductive bias problem in MLLMs.
Additionally, to better align with MLLMs’ real-
world applications, we evaluated the accuracy and
accuracy drop of MLLMs on realistic factual and
spurious images.

Following the pipeline shown in Figure 3, we
first utilize GPT-4 to generate correct and incorrect
text answers. Then, we employ a search engine
to obtain corresponding realistic images using the
search keywords from the correct and incorrect an-
swers. Finally, we resize the images proportionally
to ensure the shorter side remained at 512 pixels.

Table 4 shows the accuracy and accuracy drop
for Qwen-VL and LLaVA-7B on both realistic
and natural synthetic images. We observed that
MLLMs exhibit similar behavior on both types of
images, indicating that the conclusions drawn from

Image types LLaVA-7B Qwen-VL
Acc (Spu) AccDrop ↓ Acc (Spu) AccDrop ↓

Realistic 0.55 0.06 0.33 0.34

Natural Synthetic 0.61 0.02 0.36 0.29

Table 4: Acc on spurious images and AccDrop of
LLaVA-7B and Qwen-VL on realistic images and natu-
ral synthetic images. “Spu” denotes spurious.

the massive amount of synthetic images are gen-
eralizable to realistic images. Furthermore, the
performance drop between spurious realistic im-
ages and synthetic images may be due to the pu-
rity of the content in the searched realistic images.
Images retrieved through keyword searches may
contain information beyond the keywords them-
selves. In Figure 8, we provide some examples of
real pictures and synthetic pictures under the same
spurious answer.

Qualitative Analysis

Figure 6 further visualizes the examples where all
9 MLLMs answer correctly or incorrectly, respec-
tively. For the image from accurate answers, we
observe that the image contents do not significantly
mislead the answers. For example, an image for
“My Fair Lady” might be interpreted by MLLMs
as “A woman wearing a medieval-style hat adorned
with a flower,” leading to a shift in the relationship
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Accurate

Inaccurate

This geological event occurs when there 
is a sudden release of energy in the 
Earth's crust, causing seismic waves. 
What is it? Answer no more than five 
words.

Cairns

Spurious Answer
Sydney

Correct Answer

GPT-4V: Sydney, New South Wales. 

A flowering plant with delicate, bell-
shaped blooms, like the one in the image 
bloom in spring, often found in 
woodlands and shade gardens. What is it? 
Answer no more than five words.

Bluebell

Spurious Answer
Tulip

Correct Answer

GPT-4V: Tulip.

This African mammal, known for its long 
neck and spotted coat, is the tallest 
living terrestrial animal. What is it? 
Answer no more than five words.

Giraffe

Spurious Answer
Ostrich

Correct Answer

GPT-4V: Ostrich.

This kitchen appliance, invented in the early 
20th century, uses rapid air circulation to 
cook food, offering a healthier alternative 
to traditional deep frying. What is it? 
Answer no more than five words.

Air Fryer

Spurious Answer
Microwave

Correct Answer

GPT-4V:  It is microwave.

This North American sport, played on ice, 
involves players using sticks to shoot a 
puck into the opponent‘s goal. What is it 
called? Answer no more than five words.

Ice Hockey

Spurious Answer
Lacrosse

Correct Answer

GPT-4V:  It is Ice Hockey.

classic novel by Herman Melville, telling 
the story of a vengeful sea captain's 
obsession with a white whale. What is it? 
Answer no more than five words.

Moby Dick

Spurious Answer
20,000 Leagues 
Under the Sea

Correct Answer

GPT-4V:  Moby-Dick.

In a historical drama series, the characters 
navigate the political intrigue of a country 
known for its Renaissance art and ancient 
history. What is the country? Answer no 
more than five words.

Italy

Spurious Answer
Portugal

Correct Answer

GPT-4V: It is Italy.

A famous musical by Rodgers and 
Hammerstein, set in the hills of Austria 
during World War II, featuring songs like 
"Do-Re-Mi" and "Edelweiss." What is it? 
Answer no more than five words. 

The Sound of 
Music

Spurious Answer
My Fair Lady

Correct Answer

GPT-4V: The Sound of Music.

Figure 6: Visualization of image-text pairs in CorrelationQA. The top row displays the examples where all tested
MLLMs answer correctly, while the bottom row shows instances where MLLMs answer incorrectly. In each block,
we provide the question, true label, spurious answer, the image generated by the spurious answer and responses of
GPT-4V for each pair.

between the image and text towards “random” and
“irrelevant” as we defined before.

In contrast, the images from the inaccurate exam-
ples are not only prominently recognizable but also
discernible by the MLLMs’ visual extraction mod-
ules. These findings briefly suggest that MLLMs
are sensitive to images with tangible themes and
prominent content, such as animals and objects.
Categories like history and art, which are not as
easily identifiable in images as physical objects,
tend to have higher accuracy in responses.

4 Related Work

Multi-modal Large Language Models. Bene-
fiting from the exponential advancement of large
language models (LLMs), a series of studies have
introduced multi-modal large language models
(MLLMs) by leveraging LLMs as their reasoning
engine and textual interface (Zhu et al., 2023; Liu
et al., 2023b; Wang et al., 2023b; Pi et al., 2023a,b).

MLLMs achieve powerful visual understanding
by training on image-text pairs. They can accu-
rately extract semantic information from images
and convert it into text that is easily comprehen-
sible. Additionally, they utilize LLMs’ reasoning
ability to complete multi-modal tasks such as visual
question-answering (VQA) and captioning.

Visual Illusion and Hallucination on MLLMs.
Some studies (Yin et al., 2023; Liu et al., 2024)

demonstrate that MLLMs tend to provide responses
that are inconsistent with visual information, which
is known as illusion or hallucinations. There are
many works to study the MLLMs these problems.
For example, Li et al. (2023) and Liu et al. (2023a)
propose benchmarks and introduce GPT-4V to de-
tect and evaluate the responses for object halluci-
nation. To alleviate the problem, Li et al. (2023)
proposes an instruction fine-tuning strategy to bal-
ance the positive and negative samples in the train-
ing data. Contrary to these approaches, our work
mainly concentrates on visual illusion when spuri-
ous visual inputs are presented.

5 Conclusion

In this paper, we demonstrate that current multi-
modal large language models (MLLMs) are easy
to raise instinctive bias through deceptive images.
We first design an automatic pipeline that utilizes
GPT-4 and Stable Diffusion to generate image-text
pairs with factual and spurious images. Along with
the designed pipeline, we construct a benchmark
under 13 kinds of categories to evaluate the visual
illusion of MLLMs under spurious visual inputs.
Furthermore, we present a comprehensive analy-
sis of the sensitivity to instinctive bias in MLLMs
across various categories and under different con-
ditions. We hope our work aids in better assessing
the comprehensive capabilities of MLLMs in real-
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world scenarios and understanding the modality
alignment of MLLMs. Through our findings, fu-
ture work could concentrate on adjusting training
strategies, aiding MLLMs in appropriately calibrat-
ing their attention to image information based on
its relevance in suitable contexts.

6 Limitations

Our research introduces the widespread instinc-
tive bias in multi-modal large language models
(MLLMs) towards deceptive images. We suggest
that this may be associated with training data. How-
ever, MLLMs supporting other modalities such as
video and audio may also exhibit instinctive bias
due to their predominant use of data pairs with sim-
ple modality relationships in the training process,
which is worth exploring in future work. Addition-
ally, our proposed CorrelationQA, which consists
of questions whose answers are entities, limits the
evaluation to other types of questions. Due to the
size of MLLMs, we do not conduct further assess-
ments on larger parameter versions of large lan-
guage models (i.e., Vicuna-33B). However, we do
find that instinctive bias appears to be unrelated to
the model scale (Figure 4).
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Image Animal Art Color City Food History Human Material Natural Objects Plant Sports Tech. Average

CogVLM 0.48 0.70 0.42 0.26 0.35 0 0.70 0.32 0.57 0 0.21 0.61 0 0.36
Idefics 0.25 0.76 0.08 0.34 0.28 0.38 0.83 0.16 0.51 0.44 0.17 0.51 0.62 0.41

InstructBlip 0.33 0.73 0.27 0.31 0.28 0.76 0.82 0.25 0.53 0.45 0.15 0.59 0.72 0.48
MiniGPT-4 0.10 0.34 0.03 0.13 0.08 0.31 0.50 0.05 0.20 0.16 0.06 0.21 0.23 0.19

mPLUG-Owl2 0.28 0.61 0.26 0.31 0.21 0.70 0.77 0.27 0.46 0.37 0.15 0.53 0.73 0.44
Qwen-VL 0.15 0.62 0.09 0.23 0.22 0.59 0.70 0.21 0.42 0.28 0.09 0.40 0.64 0.36
LLaVA-7B 0.62 0.78 0.58 0.40 0.39 0.77 0.88 0.42 0.58 0.62 0.35 0.71 0.80 0.61
LLaVA-13B 0.63 0.78 0.52 0.37 0.46 0.80 0.92 0.43 0.61 0.65 0.39 0.73 0.82 0.62

GPT-4V 0.51 0.82 0.15 0.41 0.50 0.76 0.80 0.40 0.70 0.51 0.26 0.74 0.76 0.57

Average 0.37 0.68 0.27 0.31 0.31 0.56 0.77 0.28 0.51 0.39 0.20 0.56 0.59 0.45

Table 5: Accuracy (Acc) of MLLMs on CorrelationQA under twelve categories when applied spurious image. We
highlight the top three accuracy categories in blue background. Bold values are the maximum accuracy for each
model.

A More Related Works

Adversarial Attack on LLMs. Adversarial at-
tacks are inputs that trigger the model to output
something undesired (Zou et al., 2023) even when
developers impose constraints on model behaviors
during the alignment process for safety purpose,
such as reinforcement learning from human feed-
back (RLHF). Existing studies have shown that
LLMs are still easily attacked to generate irrelevant
or inappropriate outputs through methods like ad-
versarial prompts (Carlini et al., 2023; Wei et al.,
2023; Li et al., 2020) and token manipulation (Mor-
ris et al., 2020). On top of that, to bypass safeguard-
ing mechanisms, various attack mechanisms (Wu
et al., 2023; Jain et al., 2023) have been proposed to
counteract user-driven adversarial behavior in both
LLMs and MLLMs aspects. For example, Liu et al.
(2023d); Pi et al. (2024) discovered that incorporat-
ing relevant images can trigger an image jailbreak
in MLLMs, enabling the model to produce harmful
information beyond what is achievable in a text-
only scenario.

B Detailed Prompts Example

Figure 7 displays an example of generating
question-answer (QA) pairs with GPT-4. We de-
tail the system prompt for the animal category and
provide three example QA pairs for GPT-4 as refer-
ences. Due to the output token limit, GPT-4 could
only produce 10 QA pairs once, so we require it to
continue generating more examples.

C More Experiments

C.1 Manual Verification
We randomly sample 20% of the QA pairs from
each category and verify if the actual answers
match the true answers provided by GPT-4. The
authenticity rates for QA pairs in each category are

displayed in Table 9. Most of the categories have
higher than 90% authenticity rates except the class
city. The reason is that in the city category, there
are some fictional cities from the movies and nov-
els besides the real world, which results in naming
conflict.

C.2 Accuracy Results on Spurious Image

In Table 5 and Table 6, we present the accuracy of
9 MLLMs on spurious natural image and spurious
typography, respectively.

For the spurious natural image, categories like
art, human, technology and history reach higher
accuracy, which aligns with our analysis in sec-
tion 3.3. For categories such as art, technology
and history, the spurious answers are often non-
visualizable concepts (e.g., 5G technology, the Bat-
tle of Waterloo), and in the human category, spuri-
ous image containing portraits or photographs are
unrecognizable to MLLMs, thus failing to signifi-
cantly deceive or mislead the models.

For the spurious typography, accuracy across
all 13 categories is more uniform. Compared to
natural image, the application of typography re-
sults in a lower average accuracy for each category.
We assume that since the content of typography
solely consists of OCR text which does not involve
understanding the content and is independent of
the category, MLLMs are more directly misled by
spurious information.

C.3 Accuracy Declined Ratio

We additionally defined Accuracy declined ratio
to identify which categories experience the largest
proportion of accuracy decline in MLLMs. The
definition of accuracy declined ratio is as follows:

ADR =
AccDrop

Accf
, (3)
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Give you some examples of QA pairs. The content of QA pairs should include the 
truth and commonsense. No repeated examples and answers. The description of 
question should be complex as much as possible. Here are some examples: [Q:A 
welsh person might say: “our biggest and most diverse city, our cultural and 
media capital, with the most tourist attractions, foreigners, and rich people”. 
What is the name of the city? A: Cardiff ], [Q:She‘s an American visual artist and 
author of multiple books. Her first name is Hillary. Who is she? A: Hillary Carlip], 
[Q:This American studied art at Yale and is the author of multiple popular 
mystery novels. First name is “Hillary”. What\’s the last name? A:Hillary Waugh], 
give 100 examples in the format: [Q:, A:, W:], while W: means you should also 
give other 5 wrong confusing answers. Reference these to generate 100 similar 
examples relevant with animals.

Prompt

GPT-4

[Q: Known for its distinctive black and white stripes, this African equine is 
actually closely related to horses and donkeys. What is it? A: Zebra, W: 
Tiger, Giraffe, Leopard, Hyena, Elephant]
[Q: This large bear species native to North America is recognized by its 
prominent shoulder hump, which is a muscle mass used to power its 
forelimbs in digging and foraging. What is it? A: Grizzly Bear, W: Black Bear, 
Polar Bear, Panda Bear, Kodiak Bear, Sun Bear]
[Q: This flightless bird, the largest by height, is native to Africa and can 
run at high speeds thanks to its strong legs. What is it? A: Ostrich, W: Emu, 
Kiwi, Penguin, Cassowary, Rhea]
[Q: This insect, noted for the loud chirping sound produced by males, is 
often heard in the warm months and is a natural indicator of temperature. 
What is it? A: Cricket, W: Grasshopper, Cicada, Beetle, Ant, Mosquito]
……
Prompt

continue, generate 10 samples once. until 100 examples, do 
no repeat the answer as above.
GPT-4

……

Figure 7: Prompt template and examples of QA pairs creation using GPT-4.
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Typography Animal Art Color City Food History Human Material Natural Objects Plant Sports Tech. Average

CogVLM 0.34 0.53 0.32 0.06 0.29 0 0 0.09 0.46 0 0.11 0.53 0 0.21
Idefics 0.19 0.48 0.03 0.03 0.14 0.41 0.40 0.04 0.33 0.36 0.09 0.38 0.17 0.23

InstructBlip 0.23 0.32 0.28 0.04 0.15 0.48 0.56 0.10 0.35 0.22 0.08 0.40 0.22 0.26
MiniGPT-4 0.18 0.34 0.09 0.03 0.05 0.26 0.44 0.02 0.17 0.20 0.06 0.14 0.18 0.16

mPLUG-Owl2 0.18 0.30 0.12 0 0.09 0.37 0.31 0.08 0.27 0.22 0.05 0.30 0.25 0.20
Qwen-VL 0.12 0.25 0.07 0.03 0.13 0.22 0.19 0.04 0.24 0.14 0.03 0.27 0.25 0.15
LLaVA-7B 0.54 0.73 0.59 0.38 0.38 0.76 0.49 0.42 0.59 0.57 0.26 0.73 0.78 0.55
LLaVA-13B 0.60 0.56 0.43 0.32 0.47 0.71 0.37 0.53 0.61 0.67 0.40 0.75 0.80 0.54

GPT-4V 0.70 0.57 0.19 0.39 0.58 0.86 0.84 0.38 0.67 0.72 0.39 0.79 0.36 0.57

Average 0.34 0.45 0.23 0.14 0.27 0.45 0.40 0.19 0.41 0.35 0.17 0.48 0.33 0.32

Table 6: Accuracy (Acc) of MLLMs on CorrelationQA under twelve categories when applied spurious typography.
We highlight the top three accuracy categories in blue background. Bold values are the maximum accuracy for each
model.

Image ↓ Animal Art Color City Food History Human Material Natural Objects Plant Sports Tech. Average

CogVLM 45% 8% 49% 41% 46% 0% 20% 50% 12% 0% 71% 19% 0% 35%
Idefics 67% 1% 33% 26% 54% -3% 6% 61% 20% 37% 69% 32% 11% 31%

InstructBlip 62% 4% 66% 33% 55% 8% 4% 59% 16% 44% 78% 28% 9% 35%
MiniGPT-4 82% 21% 73% 41% 80% 9% 4% 79% 0% 71% 86% 60% 23% 49%

mPLUG-Owl2 65% 10% 69% 30% 55% 1% 6% 49% 21% 52% 74% 33% 6% 35%
Qwen-VL 76% 13% 83% 48% 68% 3% 18% 68% 28% 57% 86% 49% 6% 45%
LLaVA-7B 3% 2% 13% -3% 2% 1% 2% 11% -2% 3% 13% 5% 0% 3%
LLaVA-13B 5% 0% 16% 12% 6% 0% -1% 14% 5% 7% 17% 8% 2% 7%

GPT-4V 45% 15% 83% 27% 42% 14% 12% 50% 20% 43% 68% 21% 17% 36%

Average 50% 8% 53% 28% 45% 3% 7% 49% 13% 35% 62% 28% 8% 30%

Table 7: Accuracy declined ratio (the ratio between AccDrop (AccDrop) and Accuracy (Acc) on factual image) in
natural image. It reflects the proportion of accuracy decline when models are exposed to spurious image compared
to factual ones. We highlight the top three accuracy categories in blue background. Bold values are the maximum
AccDrop proportion for each model.

Typography ↓ Animal Art Color City Food History Human Material Natural Objects Plant Sports Tech. Average

CogVLM 65% 45% 67% 93% 67% 0% 0% 91% 49% 0% 88% 45% 0% 69%
Idefics 78% 48% 87% 96% 84% 34% 60% 95% 61% 60% 90% 56% 77% 71%

InstructBlip 76% 60% 71% 95% 83% 42% 40% 89% 62% 77% 91% 59% 77% 72%
MiniGPT-4 75% 51% 73% 95% 92% 47% 48% 97% 72% 64% 87% 81% 70% 73%

mPLUG-Owl2 82% 65% 88% 100% 90% 61% 68% 91% 66% 76% 94% 68% 74% 78%
Qwen-VL 87% 72% 93% 97% 86% 71% 80% 96% 73% 84% 97% 71% 69% 83%
LLaVA-7B 18% 14% 16% 7% -6% 4% 49% 19% 2% 12% 45% 5% 4% 17%
LLaVA-13B 9% 27% 40% 33% 8% 13% 60% 9% 13% -8% 25% 4% 2% 21%

GPT-4V 13% 37% 79% 32% 31% 9% 11% 59% 26% 10% 33% 17% 51% 32%

Average 55% 46% 68% 72% 59% 31% 46% 71% 47% 41% 72% 45% 47% 57%

Table 8: Accuracy declined ratio (the ratio between AccDrop (AccDrop) and Accuracy (Acc) on factual image) in
typography. It reflects the proportion of accuracy decline when models are exposed to spurious image compared to
factual ones. We highlight the top three accuracy categories in blue background. Bold values are the maximum
AccDrop proportion for each model.

where AccDrop denotes the pre-defined Accuracy
drop metric of MLLMs, and Accf represents accu-
racy on factual image. A higher accuracy declined
ratio indicates more severely affected by spurious
information, which is similar to AccDrop but em-
phasizes the relative effects.

Table 7 and Table 8 display the accuracy de-
clined ratio results for natural image and typog-
raphy. Our findings are consistent with those in
subsection C.2. For natural image, categories like
animal, color, and plant which consist of tangible
entities experience a higher accuracy decline ratio.
With typography, the accuracy decline ratio for all
categories exceeds 30%. After applying spurious

images, the decline ratio for typography in every
category is higher than for natural images.
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Synthetic

Realistic

Pineapple Microwave oven Zebra Coconut

Figure 8: Examples of realistic pictures and synthetic pictures under the same spurious answer.

A bird species famous for its ability to 
mimic sounds, including human 
speech, often kept as a pet for this 
unique talent. What is it? Answer no 
more than five words.

Parrot

Spurious Answer

Sparrow

Correct Answer

In traffic lights, this color instructs 
drivers to proceed with caution. What 
is the color? Answer no more than five 
words.

Yellow

Spurious Answer

Red

Correct Answer

A famous painting by Leonardo da 
Vinci, known for the subject‘s 
enigmatic smile and currently housed 
in the Louvre. What is it? Answer no 
more than five words.

Mona Lisa

Spurious Answer

The Last Supper

Correct Answer

This leafy green vegetable is 
commonly used in salads and is rich 
in vitamins. What is it? Answer no 
more than five words.

Spinach

Spurious Answer

Lettuce

Correct Answer

A major 18th-century conflict 
involving most of the great powers of 
Europe, it‘s often considered the first 
“world war” due to its global impact. 
What is it? Answer no more than five 
words.

The Seven 
Years' War

Spurious Answer

The Thirty Years' 
War

Correct Answer

This material is often used in outdoor 
furniture due to its resistance to 
weather conditions. What is the 
material? Answer no more than five 
words.

Stainless Steel

Spurious Answer

Aluminum

Correct Answer

This natural occurrence involves the 
gradual increase in the Earth's 
average surface temperature. What is 
it? Answer no more than five words.

Global
Warming

Spurious Answer

Ice Age

Correct Answer

A popular indoor plant known for its 
long, thin leaves and easy care, often 
used in Feng Shui to bring good luck. 
What is it? Answer no more than five 
words.

Bamboo

Spurious Answer

Spider Plant

Correct Answer

Animal Color

History Materials

Art Food

Natural Plant

Figure 9: Examples of image-question pairs with the synthetic images of 8 categories.
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Class Questions Authenticity
rate

Animal 105 100%
Art 105 100%
City 90 78%

Color 99 95%
Food 100 95%

History 105 100%
Material 90 90%
Natural 100 100%
Objects 105 100%
Plant 105 91%
Sports 95 95%

Technology 105 100%

Average 101 97%

Table 9: We present the total number of questions and
the Authenticity rate of CorrelationQA. We randomly
sample 20% of QA pairs from each category and man-
ually verify the Authenticity of true answers given by
GPT-4.
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