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Abstract

Extreme multi-label classification (XMC) aims
to identify relevant subsets from numerous la-
bels. Among the various approaches for XMC,
tree-based linear models are effective due to
their superior efficiency and simplicity. How-
ever, the space complexity of tree-based meth-
ods is not well-studied. Many past works as-
sume that storing the model is not affordable
and apply techniques such as pruning to save
space, which may lead to performance loss.
In this work, we conduct both theoretical and
empirical analyses on the space to store a tree
model under the assumption of sparse data, a
condition frequently met in text data. We found
that some features may be unused when train-
ing binary classifiers in a tree method, resulting
in zero values in the weight vectors. Hence,
storing only non-zero elements can greatly save
space. Our experimental results indicate that
tree models can require less than 10% of the
size of the standard one-vs-rest method for
multi-label text classification. Our research pro-
vides a simple procedure to estimate the size
of a tree model before training any classifier in
the tree nodes. Then, if the model size is al-
ready acceptable, this approach can help avoid
modifying the model through weight pruning
or other techniques.

1 Introduction

Extreme multi-label classification (XMC) focuses
on tagging a given instance with a relevant subset
of labels from an extremely large label set. There
is a wide range of applications, from online retail
search systems (Chang et al., 2021) to automati-
cally tagging labels on a given article or web page
(Jain et al., 2016). XMC problems are commonly
encountered in real-world applications, especially
in the area of text data. Notably, Bhatia et al. (2016)
provide many text data sets for XMC.

Many methods have been proposed to solve
XMC for text data. For example, neural networks,

particularly pre-trained language models, are ef-
fective due to their ability to understand context
(Chalkidis et al., 2022). However, linear methods
with bag-of-words features remain very useful for
XMC due to their simplicity and superior efficiency
(Yu et al., 2022). Linear methods are also competi-
tive in certain circumstances (Chang et al., 2021).
This motivates us to investigate the time and space
complexity of linear methods in XMC problems in
this work.

Among linear methods for multi-label problems,
the simplest one-vs-rest (OVR) setting treats a
multi-label problem with L labels as L indepen-
dent binary problems, learning a weight vector wj

for each label j ∈ {1, . . . , L}. However, for OVR
in XMC, current computing resources become un-
affordable as the training time and storage for wj’s
grow linearly with L.

An important line of research on reducing time
and space is to construct a label tree (Prabhu et al.,
2018; Khandagale et al., 2020; Yu et al., 2022).
The label tree recursively decomposes the XMC
problem into smaller ones, and each node in the
tree only handles a subset of labels so that the over-
all training time grows with respect to O(log2 L)
instead of O(L) as shown in Prabhu et al. (2018).
However, we explain in Section 2.2 that more clas-
sifiers are needed for a label tree compared to OVR.
If weights of these classifiers are dense vectors in
the same dimensionality of the input features, stor-
ing a tree-based model would need more space then
OVR. To tackle this issue, nearly all past works on
tree-based models such as Prabhu et al. (2018);
Khandagale et al. (2020); Yu et al. (2022) apply
weight pruning to change small non-zero entries
to zero. However, our experiment in Section 4
shows that weight pruning via an improper thresh-
old can result in varying degrees of performance
drops. This situation motivates us to study the
model size of a tree-based model in practice.

In this work, we focus on a less-studied aspect
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– the needed space to store a linear tree model for
sparse data. Data sparsity is ubiquitous in XMC.
For example, for the bag-of-words features widely
used in text classification, each instance only con-
tains several non-zero entries. In the tree methods,
each node handles a subset of labels and trains on
instances corresponding to them. Since the data
are sparse, the training subset for a node may have
some unused features, causing a reduction on the
feature space. Thus, if weight vectors are mapped
back to the input feature space, many elements are
zeros and we can use a sparse format to save the
space. This property suggests that a tree model
– despite having more classifiers – may still take
less space than an OVR model. Surprisingly, none
of the papers investigate the actual size of a tree
model; instead, pruning is directly applied.

For sparse training data, we study this issue
through theoretical analysis and experiments. Our
main finding is that for sparse data, a tree-based
linear model is smaller than what people thought
before. Compared with the OVR approach, the
model size is 10% or even less for problems with a
large number of labels. Our research suggests that
one should not impose the pruning procedure with-
out checking the model size, which can be easily
calculated before the real training.

The outline is as follows. Section 2 defines
the XMC problem and introduces two main
linear approaches: OVR and tree-based methods.
Section 3 compares both the time complexity and
the model size of the two approaches. We review
some techniques to reduce the model size and
discuss their potential issues in Section 4. We
explain the space-efficiency of tree-based linear
models for sparse data in Section 5. Section 6
presents experimental results and conclusions
are provided in Section 7. This work is an
extension of the first author’s master thesis
(Lin, 2024). Additional materials including
programs used for experiments are available
at https://www.csie.ntu.edu.tw/~cjlin/
papers/multilabel_tree_model_size/.

2 Linear Methods for XMC

To address XMC, there are two main categories
for linear methods: the one-vs-rest (OVR) method
and tree-based methods. In this section, we will
introduce how these methods work. Consider the
multi-label classification problem involving L la-
bels and ℓ training instances {(xi,yi)}ℓi=1, where

root
{1, 2, 3, 4, 5, 6, 7, 8, 9}

10
{1, 2, 3}

1Depth 2

Depth 3

Depth 1

Depth 0

2 3

11
{4, 5}

4 5

12
{6, 7, 8, 9}

13
{6, 7}

6 7

8 9

Figure 1: A label tree with nine labels. We set the
number of clusters K = 3 at each node for the label
partition. In the figure, each internal node colored red
is associated with a label subset, and each leaf node
colored blue corresponds to a single label.

xi ∈ Rn represents the feature vector with n fea-
tures, and yi ∈ {−1, 1}L is the L-dimensional
label vector. For each label vector yi, if xi is asso-
ciated with label j, then the j-th component of yi,
denoted by yij , is 1; otherwise, yij = −1.

2.1 One-vs-rest (OVR) Method
For each label j ∈ {1, . . . , L}, the linear one-vs-
rest approach trains a binary linear classifier by
using instances with label j as positive instances
and the others as negative ones. The learned weight
vector wj ∈ Rn is obtained by solving the mini-
mization problem

min
w

f(w) =
ℓ∑

i=1

ξ(yijw
Txi) +Rλ(w), (1)

where ξ(·) is the loss function and Rλ(w) denotes
the regularization function with parameter λ. As
we will discuss in Section 3, OVR is inefficient
since both the time and space complexity grow
linearly in the number of labels.

2.2 Tree-based Methods
To reduce the needed time and space, many works
(Prabhu et al., 2018; Khandagale et al., 2020;
Yu et al., 2022) focused on tree-based methods.
These methods use divide-and-conquer to recur-
sively break down a multi-label problem with L
labels into several smaller sub-problems involving
subsets of labels. Figure 1 is an example of a con-
structed tree with nine labels. A possible procedure
of construction is as follows.

• For each label j = 1, . . . , L, we compute
the label representation vj by summing up
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positive negative

13
with labels

6 or 7
with labels 8 or 9 but

neither with label 6 nor 7

8 with label 8
with labels 6, 7 or 9
but not with label 8

9 with label 9
with labels 6, 7 or 8
but not with label 9

Table 1: An example for training an OVR model for the
node of meta-label 12 in Figure 1, where the node has
3 children including meta-label 13, label 8, and label
9. For example, an instance having labels 6, 7 and 8
is regarded as positive in the first two binary problems
since it has labels within the label subsets for meta-
labels 13 and label 8.

the feature vectors of the instances associated
with label j followed by normalization. That
is,

v′
j =

∑

i:yij=1

xi and vj =
v′
j

∥v′
j∥2

. (2)

• Starting from the root node, we apply a clus-
tering method to all vj’s to partition all labels
into K clusters. Each cluster corresponds to a
child node and contains a subset of labels.

• Each child node is recursively partitioned into
K clusters1 until either of the following termi-
nation conditions happen.

– The number of labels in a node is no
more than K.

– The node reaches depth-(dmax − 1),
where dmax is a pre-set maximum tree
depth.2

If a node stops partitioning but still has multi-
ple labels in the subset, we add a child node
for each label in the subset. Therefore, every
leaf node in the tree corresponds to a single
label.

We denote d as the actual depth of the tree. It may
be smaller than the specified depth dmax if before
dmax each leaf node already has only one label.

For easy discussion, for any node which is nei-
ther the root nor a leaf node, we tag a meta-label
on it; see an example in Figure 1. In the label tree,

1Each child node may have different K’s, but for simplic-
ity, we apply the same number of partitions here.

2We follow the setting in Khandagale et al. (2020). In con-
trast, Prabhu et al. (2018) set a parameter M to stop growing
the tree if the number of labels in a node is less than M .

each internal (non-leaf) node with r child nodes
corresponds to a multi-label classification problem
of r (meta)-labels. The r children may include
meta-labels (i.e., internal nodes) and the original
labels (i.e, leaf nodes). Similar to the OVR set-
ting, we train a binary problem for each of the r
branches. However, instead of using the whole
training set, we only use instances with labels in
the node’s label subset. Take the node of meta-
label 12 in Figure 1 as an example. We only use
instances having at least one of labels {6, 7, 8, 9}
to train three binary problems, which correspond to
the three children including meta-label 12, label 8
and label 9. The positive/negative instances of each
binary problem are shown in Table 1. As our focus
is on the time and space complexity for construct-
ing a tree model, we omit discussing the details
of the prediction procedure. Readers can check
Prabhu et al. (2018); Khandagale et al. (2020); Yu
et al. (2022) for details.

3 Time and Space Analysis for Linear
Methods

In this section, we compare both the training time
and the model size for OVR and tree-based meth-
ods. The training-time analysis clearly demon-
strates why people favor tree-based methods over
OVR, while the model-size discussion highlights
the expensive space cost with tree-based methods.
Although these methods are well documented, our
descriptions may be the first to discuss the com-
plexity of the model size in detail.

Through this section, we follow Prabhu et al.
(2018) to assume the constructed label tree of depth
d is balanced, as shown in Figure 2. That is, given
the number of clusters K, we assume an ideal sit-
uation so that at each node, a clustering method
splits its label subset to K equally sized clusters.
By this design, a specified dmax that is not too large
to exhaust all labels results in a tree with depth
d = dmax. Thus, in our analysis of using the tree
in Figure 2, only d appears in the time and space
complexity.

We further assume that each training instance xi

has n̄ non-zero elements on average.

Table 2 gives a summary for the training time
complexity and the model size. We now explain
each entry in detail.
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Figure 2: Illustration for a depth d balanced label tree
with number of clusters K. The number within (·) at
each node means the size of the node’s label subset.
Nodes from depth 0 to depth (d−2) all have K children.
Because the tree needs to be terminated at depth d, each
node at depth d− 1 has L/Kd−1 children.

Model OVR Balanced-tree
Time O(Lℓn̄) Eq. (5)

Model
size

Ln

(
L+

Kd −K

K − 1

)
n

Table 2: A summary of the training time complexity and
the model size for linear methods.

3.1 Time Analysis
For training an OVR model, we use all instances
{xi}ℓi=1 to train each of the L binary problems
(1). According to Hsieh et al. (2008); Galli and
Lin (2022), the complexity for solving a binary
problem is

O(# nonzero feature values in the training set)

× # iterations. (3)

Because the number of iterations is usually not
large in practice, we may treat it as a constant in
the complexity analysis. Therefore, the time com-
plexity for training an OVR model is

O(Lℓn̄). (4)

In contrast, training a tree model is very time-
efficient because most binary problems only use
part of the training set. Prabhu et al. (2018) give
theoretical time complexity for the training proce-
dure under reasonable assumptions. However, they
do not set the maximum depth in a tree as a termi-
nation condition, and their analysis lacks detailed
explanation. In Appendix A we show that the time

complexity for training a tree model of tree depth
d is

O

(
ℓn̄ logL×

(
K(d− 1) +

L

Kd−1

))
. (5)

Based on (5), the time for training a tree of depth
d = ⌈logK L⌉ is

O
(
Kℓn̄ log2 L

)
. (6)

3.2 Space Analysis
To obtain the model size, we must compute the
number of weight vectors in a model and discuss
the needed space to store each weight vector.

We explain that in general, the solution of (1)
is dense; that is, most elements of wj are non-
zeros. This property is critical for our analysis.
We mentioned in Section 3.1 that problem (1) is
solved by iterative optimization algorithms, where
each iteration often involves using the gradient for
updating w. For easy discussion, let us assume
that both ξ(·) and Rλ(w) are differentiable (e.g.,
logistic loss and ℓ2-regularization). The gradient
∇f(w) ∈ Rn is given by

ℓ∑

i=1

ξ′(yijwTxi)yijxi +∇wRλ(w). (7)

If the derivative ξ′(·) is non-zero, which is always
the case for logistic loss, as long as a feature occurs
in some instances, then the corresponding gradient
component is likely non-zero. The reason is that
the sum of several non-zero values usually remains
non-zero. Therefore, regardless of the sparsity of
the feature vectors {xi}ℓi=1, we roughly have that

if a feature is used in the training set (8)

⇒ corresponding component in w is non-zero.

For our discussion, we assume that every feature
in the training set (i.e., xi, ∀i) is used. This as-
sumption is reasonable because one should remove
unused features in the input data.

From the property in (8) and our assumption that
the training set has no unused features, for storing
an OVR model we need to save

Ln (9)

weight values for all L weight vectors.
Next, we compute the number of weight vec-

tors L̂ in a tree model. From the discussion in
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Section 2.2, each node trains the same number of
weight vectors as the node’s children, so we have

L̂ =
∑

s∈nodes

(# child nodes of s)

= (# nodes in the tree) − 1

= (# leaf nodes) + (# internal nodes) − 1

= L+ (# meta-labels). (10)

From (10), we see that training a tree model needs
to afford additional storage for the weights of the
meta-labels compared to OVR. For a balanced tree
in Figure 2, the number of meta-labels is

d−1∑

i=1

Ki =
Kd −K

K − 1
.

So the total number of weight values we have to
store for a balanced tree model is

L̂n =

(
L+

Kd −K

K − 1

)
n. (11)

4 Techniques for Reducing Model-size
and Their Issues

Results in Section 3.2 indicate that the huge model
size is problematic for both OVR and tree-based
method in the XMC case. For example, Yu
et al. (2022) mentioned that the well-known Wiki-
500k (Bhatia et al., 2016) data set requires approx-
imately 5TB space to store a linear OVR model,
which is infeasible for a single computer. In this
section, we briefly review some techniques to re-
duce the model size and discuss their issues.

For OVR method, Babbar and Schölkopf (2017)
use weight pruning to change small values to zero.
By storing only non-zero weights, this strategy ef-
fectively reduces the model size. However, the
model may behave differently since it is funda-
mentally changed. Also, this strategy brings other
issues such as the selection of suitable pruning
thresholds. Other works (Yen et al., 2016, 2017)
use L1-regularization to encourage sparse weight
vectors without sacrificing performance. However,
according to the results provided in Prabhu et al.
(2018), the slow training and prediction time for
XMC problems is still not addressed.

On the other hand, tree-based methods, accord-
ing to the results in Section 3.2, have a larger
model compared to OVR. Since the model size
for OVR is already not affordable, past works such
as Prabhu et al. (2018); Khandagale et al. (2020);

Pruning P@1 P@3 P@5 P@1 P@3 P@5
EUR-Lex AmazonCat-13k

No 82.12 68.90 57.72 92.96 79.21 64.43
Yes 82.08 68.83 57.50 92.95 79.19 64.40

Wiki10-31k Amazon-670k
No 84.49 74.37 65.55 44.11 38.94 35.09
Yes 84.66 74.37 65.46 43.75 38.55 34.64

Table 3: Precision scores of the tree model without and
with weight pruning. To construct the label tree, we
use LibMultiLabel’s default parameters K = 100 and
dmax = 6. In general, the partitioning of most nodes
stops before reaching dmax (For example, Amazon-670k
has L = 670, 091 labels, resulting in a balanced tree
with a depth of log100 L ≤ 3. So if most nodes reach a
depth of 10, the tree would be extremely imbalanced).
We train each binary problem (1) using squared hinge
loss with ℓ2-regularization.

Yu et al. (2022) may directly assume that reducing
the model size is a must. Therefore, all of them per-
form weight pruning as in Babbar and Schölkopf
(2017). However, in the following experiment we
show that weight pruning in tree-based methods
may cause a performance loss.

We consider the four smaller data sets used in
our experiments; see details in Section 6. By using
the package LibMultiLabel3 to conduct the train-
ing and prediction, we compare the test precision
scores (P@{1, 3, 5}) without and with weight prun-
ing in Table 3. The threshold for pruning is 0.1, so
any weight within [−0.1, 0.1] is changed to zero.
From Table 3, the performance drops in all data
sets, though the score differences vary across data
sets. In particular, the loss is significant in Amazon-
670k. Note that we choose the 0.1 threshold by fol-
lowing Prabhu et al. (2018) and Khandagale et al.
(2020). Our results indicate the difficulty in choos-
ing a suitable threshold. In fact, the size of the tree
model, discussed in Section 5 and experimentally
shown later in Figure 4, is very small and can be
easily stored in one computer.

5 Inherent Pruning in Tree-based
Methods for Sparse Data

In this section, we explain that for sparse data, the
number of weight values needed to be stored in a
tree model can be much less than not only the huge
value in (11), but also nL, the number of weight
values in an OVR model. We stress that the model

3https://www.csie.ntu.edu.tw/~cjlin/
libmultilabel/

16249

https://www.csie.ntu.edu.tw/~cjlin/libmultilabel/
https://www.csie.ntu.edu.tw/~cjlin/libmultilabel/


size reduction here is not achieved by applying any
techniques. Instead, it can be regarded as an innate
advantage of tree-based methods and we call such
reduction “inherent pruning.”

In the tree-based method, suppose we are train-
ing weight vectors at a tree node u. Only a subset of
all training instances (specifically, instances having
any label in the label subset of u) are used. Because
the feature vectors are sparse, some features may
have no values in the subset of training instances.
We can remove the unused features before training
a multi-label model for the node. Alternatively, if
our optimization algorithm for each binary classifi-
cation problem (1) satisfies that

• the initial w is zero, and

• for unused features (i.e., feature value are zero
across all instances), the corresponding w
components are never updated,

then we can conveniently feed the subset of data
into the optimization algorithm and get a w vec-
tor with many zero elements. This way, we keep
all weight vectors in all nodes to have the same
dimension n. We can collect them as a large sparse
matrix for easy use.

We use the name “inherent pruning” because the
tree-based method itself “prunes” weight values for
unused features by not updating the correspond-
ing weight components during training. Our sur-
vey shows that few works, except Jasinska-Kobus
et al. (2020), mentioned the identity. Even though,
Jasinska-Kobus et al. (2020) only briefly said that
“the weight sparsity increases with the depth of a
tree ... implies a significant reduction of space”
without further discussion or experiments.

5.1 Analysis on Balanced Trees

We theoretically analyze the size of a tree model
for sparse data under the following assumptions.

• Our analysis follows Figure 2 to have a K-ary
balanced tree of depth d.

• As the tree depth grows, the training subset
becomes smaller and the number of used fea-
tures also reduces. Hence, when the number
of labels is divided by K, we assume that the
number of remaining features is multiplied by
a ratio α ∈ (0, 1).

We list the information for each depth in Table 4.

Depth # nodes # children / node # features
0 K0 K n

1 K1 K αn
...

...
...

...
i Ki K αin
...

...
...

...
d− 1 Kd−1 L/Kd−1 αd−1n

Table 4: Depth-wise summary of a tree model with
depth d.

Under the assumptions, we discuss the largest
possible tree depth, denoted by D. For a tree of
depth D, because nodes at depth-D cover all labels,
each node at depth-(D − 1) must contain at least
two labels; see the illustration in Figure 2. There-
fore, D is the largest possible integer to satisfy

L

KD−1
≥ 2. (12)

We then have

D =

⌊
1 + logK

L

2

⌋
. (13)

On the other hand, the minimum depth of a label
tree is d = 2. Otherwise, if d = 1, Table 4 shows
that at depth-0, the root node has L children, which
is simply the OVR case. Therefore, the range of
the tree depth is 2 ≤ d ≤ D.

We choose the OVR model with Ln weight num-
bers as the comparison baseline because an OVR
model is more space-efficient than a tree model
with a dense weight matrix, which takes a space of
L̂n weight values in (11). Then, we compute the
number of non-zero weights in a tree model

d−2∑

i=0

(Ki)(K)(αin) +Kd−1

(
L

Kd−1

)
(αd−1n)

= Kn · (Kα)d−1 − 1

Kα− 1
+ Lαd−1n. (14)

A minor issue is that to have (14) well defined,
we need Kα ̸= 1. We discuss this exceptional
situation in Appendix B.2.

We compare (14) with the number of non-zeros
in an OVR model by the following ratio:

(14)
Ln

=
K((Kα)d−1 − 1)

L(Kα− 1)
+ αd−1. (15)

The following theorem illustrates that the tree
model generally contains less non-zero weight val-
ues than the OVR model. We give the proof in
Appendix B.
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Figure 3: The ratio of number of non-zeros between a
tree model and an OVR model, calculated based on (15).
We show the cases for α = {0.3, 0.4, 0.5, 0.6}.

Theorem 1. Consider 2 < d ≤ D and assume
K ≥ 4. Let α∗ be the unique solution in (0, 1) of
the equation

αd−2(Kd−D + α)− 1 = 0. (16)

If α < max{2/K,α∗}, then the ratio (15) is
smaller than one.

In Theorem 1, we consider d > 2 because for
d = 2, the obtained bound on α is in a slightly
different form; see details in Appendix B.

Although Theorem 1 imposes an upper bound
on α, we show that the bound is in general close
to one. For example, if L = 2 · 108 and K = 100,
we have D = 5 according to (13). Then we only
need α < 0.999 for a depth 2 or 3 tree, α < 0.996
for a depth 4 tree and α < 0.819 for a depth 5
tree. Therefore, even if the number of used features
is only minorly reduced after each label division,
we can significantly lower the size of a tree model
from (11) to be smaller than that of OVR.

The following theorem shows that a deeper tree
leads to a smaller model, with its proof given in
Appendix B.

Theorem 2. If α < 1− 1/(2K), the ratio (15) is
decreasing in d for 2 ≤ d ≤ D − 2. Specifically,
for a tree with depth d within this range, the ratio
is smaller than that of a tree of depth d+ 1.

As an illustration of Theorem 2, we plot the ratio
(15) with L = 2 · 108, K = 100 and different
α’s in Figure 3. For this illustration, D = 5, so
Theorem 2 is applicable for 2 ≤ d ≤ 3. In Figure 3,
we see that the ratio reduces as the tree grows from
d = 2 to 4, regardless of the value of α.4 Later in
Section 6.3, we shall see that the experiments on

4See more discussion in Appendix C.

Data set
#training #features #labels
data l n L

EUR-Lex 15,449 186,104 3,956
AmazonCat-13k 1,186,239 203,882 13,330
Wiki10-31k 14,146 104,374 30,938
Wiki-500k 1,779,881 2,381,304 501,070
Amazon-670k 490,449 135,909 670,091
Amazon-3m 1,717,899 337,067 2,812,281

Table 5: The statistics of extreme multi-label data
sets, ordered by the number of labels. Wiki-500k and
Amazon-3m are downloaded from the GitHub repos-
itory provided in You et al. (2019); others are from
“LIBSVM Data: Multi-label Classification.”5 More de-
tails are in Appendix D.

real-world data align with our theoretical analysis
on balanced trees.

6 Experimental Results

In this section, we compare the model size of
OVR and tree-based methods across several ex-
treme multi-label text data sets. The statistics for
these data sets are listed in Table 5.

6.1 Experimental Settings
For the tree model to be compared, the constructed
tree should have high prediction performances; oth-
erwise, claiming that a low-performing tree saves
space would be meaningless. To find out settings
with high performances, we must conduct a hyper-
parameter search on the number of clusters K and
the maximum tree depth dmax, etc. Since devel-
oping an effective search procedure is out of the
scope of this work, we instead consider tree struc-
tures that have been investigated in Khandagale
et al. (2020) due to their high performances among
almost all data sets. Specifically, we calculate the
model size for the following cases:

• fixed-K: In Khandagale et al. (2020) they sug-
gested wide trees (K ≥ 100). Therefore, we
fix K = 100 for all data sets and check the
model size with dmax ∈ {2, 3, 4, 5, 6}. This
setting can be regarded as an empirical valida-
tion for the study in Section 5.1.

• varied-K: In contrast to a fixed K, we vary
it according to the specified dmax. Specifi-
cally, we set K = ⌈L1/dmax⌉ by considering
dmax ∈ {2, 3, 4}. We do not consider larger
dmax because under this setting of choosing

5https://www.csie.ntu.edu.tw/~cjlin/
libsvmtools/datasets/multilabel.html

16251

https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multilabel.html
https://www.csie.ntu.edu.tw/~cjlin/libsvmtools/datasets/multilabel.html


Figure 4: The ratio between the tree model size and the OVR model size with K = 100 and various dmax. The box
in each sub-figure shows the actual model size of tree/OVR models under dmax = 6 and the ratio between the two.

Figure 5: The ratio between the tree model size and the OVR model size with dmax = {2, 3, 4} and K = ⌈L1/dmax⌉.

K, the performance (Khandagale et al., 2020)
of deeper trees is poor.

We use the software LibMultiLabel6 to conduct
the experiment. Currently LibMultiLabel uses K-
means algorithm (Elkan, 2003) implemented in the
package scikit-learn7 for partitioning. Since the
K-means algorithm involves a random selection of
K centroids, we conduct the experiments five times
on all data sets using different seeds. More details
of our experimental settings are in Appendix D.

6.2 Estimating Model Size Prior to Training
We explain that the size of a tree-based model can
be estimated before training any binary classifiers.
Based on (8), a tight upper bound on the true model
size is by summing up each binary problem’s used
features. Suppose the weights are stored as double-
precision floating-point numbers. For an OVR
model, we have

nL× 8 bytes (17)
6https://www.csie.ntu.edu.tw/~cjlin/

libmultilabel/
7https://scikit-learn.org

as the estimation of the model size. For the tree
model, the number of non-zero weights is bounded
by

∑

u∈nodes

# children of u · # used features of u.

(18)
However, we also need to store the index of each
used feature. If we assume a four-byte integer
storage for the index, then the model size for a tree
model is roughly

(18) × 12 bytes, (19)

and the ratio of a tree-based model to an OVR
model is

(18) × 1.5

nL
. (20)

6.3 Empirical Analysis on the Model Size
Figure 4 shows the relative size of a tree model
compared to OVR under the fixed-K setting. Be-
sides, in a separate box of each sub-figure, we give
the actual model size of an OVR model and a tree
model with dmax = 6. We find that the memory
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consumption is indeed acceptable for a single com-
puter. For smaller data sets, the tree model size
is around 20 to 40% of the OVR model, while for
large data sets, the ratio is lower than 10%. Our re-
sults fully support the space efficiency of tree-based
methods on sparse data. Moreover, as dmax grows
in the early stage, the ratio (20) significantly drops.
This observation is consistent with our analysis in
Section 5.1. However, if we further grow dmax, the
model size may not change much. The reason is
that the partitioning finishes before reaching the
maximum depth, causing the actual tree depth d
being smaller than dmax.

For the varied-K setting, the relative size be-
tween the two models is presented in Figure 5. The
model size still keeps decreasing as the tree be-
comes deeper. A comparison between Figure 4
and Figure 5 shows that, under the same dmax, in
general a larger K leads to a smaller model. For
example, if dmax = 4, the setting of K = ⌈L1/dmax⌉
of varied-K leads to K ≤ 100 (as our largest L is
less than 108); i.e., smaller than fixed-K. The ratios
in Figure 4, especially for the larger four sets, are
clearly smaller than those in Figure 5. Although a
larger K brings more binary problems to train in
a tree model, it also leads to more unused features
after a label division. Apparently, within the scope
of our experimental settings, the increase of unused
features has a higher influence on the model size
than the more binary problems.

6.4 Empirical Study on the Reduction Rate α

In Section 5.1, for balanced trees, we assume that
the number of used features is multiplied by α ∈
(0, 1) when the number of labels is divided by K.
In Appendix E, we empirically study the reduction
of used features for unbalanced label trees on real
data.

7 Conclusions

In this work, we identify that the many unused fea-
tures are the main reason for the space-efficiency
of tree-based methods under sparse data conditions.
Our findings indicate that, for large data sets, the
size of a tree model can be reduced to just 10%
of the size of an OVR model. In practice, one
can first calculate the tree model size as soon as
the label tree is constructed. By doing so, we can
check whether the model size exceeds the avail-
able memory before training any binary problem.
This approach avoids directly changing the trained

weights such as pruning, which carries the risks of
compromising the performance.
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Limitations

Though we can estimate the model size for a tree-
based model before training the model, it may be
still time-consuming to generate the constructed
label tree because K-means algorithm takes con-
siderable time. Besides, analyzing the tree model
size using a non-constant feature reduction rate (de-
pending on the number of clusters K and the depth
d) could be a possible direction.
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A Time Analysis on Tree Models

We explain the time complexity (5) for construct-
ing a balanced-tree model with tree depth d. As
shown in Figure 2, each node from depth-0 to
depth-(d− 2) contains K children, and each node
at depth-(d − 1) has at most ⌈L/Kd−1⌉ children.
Our assumptions on the training data are based on
Prabhu et al. (2018). We assume that

• each training instance xi has n̄ non-zero ele-
ments on average, and

• the average number of relevant labels for each
instance is bounded by c logL, where c is a
constant.

As in Section 2.2, there are three parts to con-
struct a tree model.

1. Computing the label representations as in (2)
costs O(ln̄ logL)-time.

2. To build a label tree, K-means clustering (Mac-
Queen, 1967) is used to recursively partition
the labels. The K-means algorithm has several
iterations. For each iteration, one need to calcu-
late the distance from all label representations to
the center of each cluster. So learning K-means
clustering from depth-1 to depth-(d− 1) costs

O(nnz(V )×K ×#iterations × d)-time,

where V is the label representation matrix.

3. The last part is to train classifiers for the tree
nodes. According to Hsieh et al. (2008); Galli
and Lin (2022), the complexity for solving a
binary problem is (3). Because the number of
iterations is usually not large in practice, we may
treat it as a constant in the complexity analysis.
Then, we compute the training complexity for
each depth-0 to depth-(d− 1).

• Depth-0: We have to train K classifiers.
For each binary problem we use all ℓ train-
ing instances. Therefore, solving K binary
problems costs

O(Kℓn̄). (21)

• Depth-1 to depth-(d− 2): At depth-i there
are Ki nodes. The corresponding Ki label
subsets of the nodes form a partition of
all L labels. Since we assume that each
instance xi has less than c logL labels on

average, xi is used in no more than c logL
nodes. Therefore, by summing the number
of used training instances in the Ki nodes,
we get a total of ℓc logL. Finally, for each
node we have K binary problems to train,
so the time complexity for training all Ki

nodes (Ki+1 binary problems in total) is

O(Kℓc(logL)n̄). (22)

• Depth-(d − 1): This is similar to the pre-
vious case. The only difference is that for
each node we have ⌈L/Kd−1⌉ problems
to solve (instead of K), which leads to a
complexity of

O

(
L

Kd−1
ℓc(logL)n̄

)
. (23)

Therefore, the time complexity for training is

(21) + (d− 2) · (22) + (23) = (5).

By the inequality of arithmetic and geometric
means, the inner term in (5) can be written as

K + · · ·+K︸ ︷︷ ︸
(d− 1) times

+
L

Kd−1
≥ d

d
√
L. (24)

The equality in (24) holds when

K =
L

Kd−1
,

which means d = logK L. Under this value of
d, the complexity is as in (6).
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B Proof of Theorems

B.1 Proof of Theorem 1
Here we give a full version of Theorem 1 by includ-
ing the case of d = 2.
Theorem 1. The ratio (15) is smaller than one if
any of the following conditions holds.

(i) d = 2 and

α < 1− 1/(2KD−2). (25)

(ii) d > 2, K ≥ 4 and α < max{2/K,α∗},
where α∗ is the unique solution in (0, 1) of
the equation

αd−2(Kd−D + α)− 1 = 0. (26)

Proof of Theorem 1. If d = 2, we have

(15) =
K

L
+ α ≤ K

2KD−1
+ α < 1, (27)

where the inequalities follow from (12) and (25).
If d > 2, from the condition

α < max{2/K,α∗}, (28)

we consider two cases.

a. α < 2/K: In this case, α of course satisfies
(28). We see that the number of non-zeros in a
tree model (14) is increasing in α. Therefore,
by α < 2/K we have

(15) <
K(K(2/K))d−1

L(K(2/K)− 1)
+

(
2

K

)d−1

≤ 2d−2

KD−2
+

(
2

K

)d−1

(29)

=

(
2

K

)d−2( 1

KD−d
+

2

K

)

≤
(
2

4

)3−2(
1 +

2

4

)
< 1, (30)

where (29) is from (12) and (30) follows from
K ≥ 4 and 2 < d ≤ D.

b. We consider α satisfying (28) but not in the
previous case. We must have

2/K ≤ α < α∗.

The condition on α implies that Kα ≥ 2 and
thus

Kα

Kα− 1
= 1 +

1

Kα− 1

≤ 1 +
1

2− 1
= 2.

(31)

Then,

(15) ≤ K(Kα)d−1

2KD−1(Kα− 1)
+ αd−1 (32)

=
Kα

Kα− 1

K(Kα)d−2

2KD−1
+ αd−1

≤ 2 · (Kα)d−2

2KD−2
+ αd−1 (33)

= αd−2(Kd−D + α), (34)

where (32) follows from (12) and (33) is from
(31). Consider the function

f(α) = αd−2(Kd−D + α)− 1.

Clearly, f(α) is strictly increasing in [0, 1],
f(0) = −1, and f(1) > 0. Therefore, f has a
unique root α∗ in (0, 1) and we have

(34) < 1 if α < α∗.

B.2 Theorem 1 for the Exceptional Case of
Kα = 1

First we show that the full version of Theorem 1 is
still valid by slightly changing the proof. If d = 2,
the ratio (15) is in fact

Kn+ Lαn,

so (27) remains the same.
If d > 2, we only need to check the case of

α < 2/K because α = 1/K falls into it. Now (14)
becomes

(d− 1)Kn+ Lαd−1n. (35)

Therefore, the ratio (15) becomes

(35)
Ln

=
K(d− 1)

L
+ αd−1

≤ d− 1

2KD−2
+

1

Kd−1
(36)

≤ d− 1

2Kd−2
+

1

Kd−1
, (37)

where (36) follows from (12). For the first term
in (37), we see that for K ≥ 4 and d > 2, the
derivative of

d− 1

2Kd−2

with respect to d is

2Kd−2(1− (lnK)(d− 1))

4K2d−4

<
2Kd−2(1− lnK)

4K2d−4
< 0,
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showing that the term is decreasing in d. Because
(37) is also decreasing in K, we can get an upper
bound by considering K = 4 and d = 3 to have

(37) ≤ 3− 1

2 · 43−2
+

1

43−1
=

5

16
< 1. (38)

Interestingly, though in Section B.1 we do not
require any condition on the value Kα, from the
property of our balanced trees, we can prove Kα ≥
1 in the following theorem. Thus, the situation of
Kα = 1 is in fact an extreme case.
Theorem 3. The feature reduction ratio α ≥ 1/K
(i.e., Kα ≥ 1).

Proof of Theorem 3. Suppose n features are used
at a node u. According to the definition of α, there
are αn features used in each child node of u. As-
sume for contradiction that α < 1/K. The total
number of used features among all u’s child nodes
would be less than

K × (αn) < n,

which leads to a contradiction.

B.3 Proof of Theorem 2
We prove the theorem by showing that for

d = 2, . . . , D − 2, (39)

the number of non-zero weight values in a tree of
depth d is more than a tree of depth d + 1. For a
tree of depth d, the number of non-zeros is

d−2∑

i=0

(Ki)(K)(αin) + Lαd−1n, (40)

and the number of non-zeros in a depth (d+1) tree
is

d−1∑

i=0

(Ki)(K)(αin) + Lαdn. (41)

Then we have

(40) − (41) = Lαd−1n−Kdαd−1n− Lαdn

= αd−1n(L(1− α)−Kd). (42)

Since we have L ≥ 2KD−1 from (12) and assume
α < 1− 1/(2K),

L(1− α) ≥ 2KD−1(1− α)

>
2KD−1

2K

= KD−2 ≥ Kd, (43)

where the last inequality is from the range of d
considered in (39). We then use (43) in (42) to
show that (40) − (41) > 0.

Figure 6: The ratio of number of non-zeros between a
tree model and an OVR model from d = 2 to d = D.

C Comments on Theorem 2

In Theorem 2, we show the model size decreases
for 2 ≤ d ≤ D − 2. However, the ratio for d = D
may be larger than the ratio for d = D−1. Figure 6
is the plot from d = 2 to d = D using the same
example as in Section 5.1. We see that for α = 0.6,
the ratio for d = 5 is slightly larger than d = 4.
Therefore, our theorem gives the widest interval
for a decreasing ratio under the given assumption
α < 1− 1/2K.

D Details of Experimental Settings

We use LibMultiLabel8 version 0.6.0. For data sets,
the specific link of each set is as follows

• EUR-Lex:

– Training: https://www.csie.ntu.
edu.tw/~cjlin/libsvmtools/
datasets/multilabel/eurlex_
tfidf_train.svm.bz2

– Testing: https://www.csie.ntu.edu.
tw/~cjlin/libsvmtools/datasets/
multilabel/eurlex_tfidf_test.
svm.bz2

• Wiki10-31k:

– Training: Training:https:
//www.csie.ntu.edu.tw/~cjlin/
libsvmtools/datasets/multilabel/
wiki10_31k_tfidf_train.svm.bz2

– Testing: Testing:https://www.csie.
ntu.edu.tw/~cjlin/libsvmtools/
datasets/multilabel/wiki10_31k_
tfidf_test.svm.bz2

8https://www.csie.ntu.edu.tw/~cjlin/
libmultilabel/
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• AmazonCat-13k:

– Training: https://www.
csie.ntu.edu.tw/~cjlin/
libsvmtools/datasets/multilabel/
AmazonCat-13K_tfidf_train_ver1.
svm.bz2

– Testing: https://www.csie.ntu.edu.
tw/~cjlin/libsvmtools/datasets/
multilabel/AmazonCat-13K_tfidf_
test_ver1.svm.bz2

• Amazon-670k:

– Training: https://www.csie.ntu.
edu.tw/~cjlin/libsvmtools/
datasets/multilabel/Amazon-670K_
tfidf_train_ver2.svm.bz2

– Testing: https://www.csie.ntu.edu.
tw/~cjlin/libsvmtools/datasets/
multilabel/Amazon-670K_tfidf_
test_ver2.svm.bz2

• Wiki-500k and Amazon-3m are downloaded
from the following GitHub repository pro-
vided in You et al. (2019)

– https://github.com/yourh/
AttentionXML

E Empirical Observations on the Feature
Reduction Ratio α

Figure 7 shows the histogram of the reduction ratio
αu for each internal node u, computed by

# used features of u
# used features of u’s parent

. (44)

In the same figure we also show the weighted av-
erage of α for depth-i, denoted by ᾱ and defined
as

ᾱ =

∑
u∈depth-i

αu · # children of u
∑

u∈depth-i
# children of u

. (45)

We use Figure 8 to illustrate the reason for report-
ing the weighted average. When training nodes at
depth-1, node B, C and D has respectively two, two
and six weight vectors, so the average features used
for each weight vector should be

n̄ =
10 · 2 + 30 · 2 + 80 · 6

2 + 2 + 6
,

and the average reduction ratio is

n̄

100
=

0.1 · 2 + 0.3 · 2 + 0.8 · 6
2 + 2 + 6

=
αB · 2 + αC · 2 + αD · 6

2 + 2 + 6
,

which is equivalent to (45).
For results in Figure 7, we construct the trees

by setting K = 100 and dmax = 6. The depth of
the resulting tree for EUR-Lex and Amazon-13k is
only 3 and 4 respectively because the construction
has reached the termination condition. Clearly, we
see that most ᾱ’s are small, generally much lower
than 0.5. The only exception is in the depth-5 of the
Amazon-3m set. The reason of a relatively larger
ᾱ is that, under an unbalanced setting, some nodes
at layer dmax − 1 still contain many labels (much
more than K) and need further partitioning, but the
tree has reached dmax. Therefore, these nodes have
more used features than others in the same layer.
Then their α values from (44) are larger than others.
Together with their larger number of children, these
nodes dominate the calculation in (45) and lead to
a large weighted average.
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(a) EUR-Lex (b) Amazoncat-13k

(c) Wiki10-31k

(d) Wiki-500k

(e) Amazon-670k

(f) Amazon-3m

Figure 7: The histogram of α values of nodes with the same depth. The weighted average ᾱ defined in (45) is listed
in the box of each subfigure.
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Figure 8: A label tree with ten labels. At depth 1, nodes B, C, and D respectively train two, two, and six linear
classifiers. We explain in Appendix E that a weighted average of α values at nodes B, C, and D as in (45) is a
reasonable setting to calculate the reduction ratio for depth-1.
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