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Abstract

Resolving knowledge conflicts is a crucial chal-
lenge in Question Answering (QA) tasks, as
the internet contains numerous conflicting facts
and opinions. While some research has made
progress in tackling ambiguous settings where
multiple valid answers exist, these approaches
often neglect to provide source citations, leav-
ing users to evaluate the factuality of each an-
swer. On the other hand, existing work on ci-
tation generation has focused on unambiguous
settings with single answers, failing to address
the complexity of real-world scenarios. De-
spite the importance of both aspects, no prior re-
search has combined them, leaving a significant
gap in the development of QA systems. In this
work, we bridge this gap by proposing the novel
task of QA with source citation in ambiguous
settings, where multiple valid answers exist. To
facilitate research in this area, we create a com-
prehensive framework consisting of: (1) five
novel datasets, obtained by augmenting three
existing reading comprehension datasets with
citation meta-data across various ambiguous
settings, such as distractors and paraphrasing;
(2) the first ambiguous multi-hop QA dataset
featuring real-world, naturally occurring con-
texts; (3) two new metrics to evaluate models’
performances; and (4) several strong baselines
using rule-based, prompting, and finetuning
approaches over five large language models.
We hope that this new task, datasets, metrics,
and baselines will inspire the community to
push the boundaries of QA research and de-
velop more trustworthy and interpretable sys-
tems. Code and data can be found here: https:
//github.com/Shaier/Adaptive_QA.git.

1 Introduction

Knowledge-enhanced large language models
(LLMs) have demonstrated remarkable question-
answering (QA) capabilities, partially due to their
ability to reason over a substantial number of to-
kens (Hu et al., 2023; Wei et al., 2021). While

Context: Document 1: Barack Obama is currently serving as the 44th 
President of the United States [...]. Document 2: The president of the 
United States (POTUS) is the head of state and head of government of 
the United States of America [...]. Document 3: The power of the 
presidency has grown substantially [...]. Document 4:  Joseph Robinette 
Biden Jr. is an American politician who is the 46th and current president 
of the United States. 

Existing 
LLMs

Our 
LLMs

UserWho is the current US president?

LLM: The current US president is Barack Obama.

UserWho is the current US president?
LLM: According to Document 1 the current US 
president is Barack Obama. According to Document 4 
the current US president is Joseph Robinette Biden Jr.

Figure 1: When faced with ambiguous settings, un-
like existing models that often provide a single answer,
our methods generate multiple answers and cite their
sources, allowing users to verify the answers’ factuality
and make informed decisions.

some work has shown that LLMs do not fully uti-
lize long sequences (Liu et al., 2023b), an issue
that arises from the context itself is that knowledge
is dynamic and is constantly changing, and hence,
conflicting facts and opinions may exist within it
(Min et al., 2020a; Neeman et al., 2023). For exam-
ple, since politicians change, there exist documents
each expressing that a different person is the cur-
rent president of the United states.

This is especially problematic for models that
can handle long contexts, such as existing state-of-
the-art models (Li et al., 2023a; OpenAI, 2023a;
MPT, 2023; OpenAI, 2023a; Anthropic) and
retrieval-augmented generation (RAG) systems
(Lewis et al., 2020; Wei et al., 2021; Hu et al.,
2023), as the greater the length of the context, the
higher the probability of encountering conflicting
information from various sources, domains, or even
time periods within the same source or domain.

Existing work on QA in contextual1 knowledge
conflicts2 setting mitigate this issue by either pre-
dicting all valid answers (Min et al., 2020b, 2021),

1Unlike settings where context contradicts model knowl-
edge (Neeman et al., 2023), which is not our focus.

2Knowledge conflicts occur when multiple answers are
possible from a set of documents and a question.
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aggregating all answers (Shao and Huang, 2022;
Gao et al., 2021), asking clarification questions
(Zhang and Choi, 2023), and other methods (Cole
et al., 2023; Sun et al., 2023). However, these
methods burden users with the task of extensively
evaluating the factuality of each answer (Rawte
et al., 2023; Shaier et al., 2023a; Dziri et al., 2022),
as they do not cite the source of the answer.

Hence, it is crucial to develop systems that not
only generate all possible answers, but produce a
distinct response for each conflicting information
while also citing their sources, as shown in Fig-
ure 1. This, in turn, will also lead to an increase
in users’ trust and interpretability (Shaier et al.,
2023a). And while some existing work develop
models that cite their sources, they only focus on
unambiguous setting, where only one answer ex-
ists (Bohnet et al., 2023; Gao et al., 2023; Slobod-
kin et al., 2024). Furthermore, none of the existing
work on contextual conflicts or citation genera-
tion focus on complex QA settings, which require
multi-hop reasoning and many answers, and resem-
ble a more realistic real-world setting (Joshi et al.,
2017; Mohammadi et al., 2022; Pan et al., 2023)

We bridge the gap between ambiguous QA and
citation generation by proposing the novel task
of QA with source citation in ambiguous settings,
where multiple valid answers exist. To facilitate
research, we provide a comprehensive framework
featuring: five novel datasets with citation meta-
data, the first ambiguous multi-hop QA dataset, two
new evaluation metrics, and strong baselines. Our
goal is to inspire the community to push the bound-
aries of QA research and develop more trustworthy
and interpretable systems.

2 Related Work

Knowledge-enhanced Language Models Re-
cent works have shown that incorporating exter-
nal knowledge into LLMs improves their perfor-
mance. Examples include RAG (Lewis et al., 2021;
Jiang et al., 2023; Shao et al., 2023) and knowledge-
enhanced systems (Du et al., 2022; Hu et al., 2023;
Wei et al., 2021; Shaier et al., 2022). While initial
systems had limited context, recent advancements
have significantly increased context size, allow-
ing for more extensive knowledge utilization (Li
et al., 2023a; OpenAI, 2023a; MPT, 2023; OpenAI,
2023b; Anthropic). However, this increase also
raises the likelihood of encountering conflicting
information.

Knowledge Conflicts Prior work on QA in
knowledge conflicts settings falls into two cate-
gories: ambiguous questions, where answers vary
depending on the question phrasing (Min et al.,
2020a; Sun et al., 2023; Cole et al., 2023), and
ambiguous context, where answers vary depend-
ing on the context provided (Neeman et al., 2023;
Bai et al., 2023; Yu et al., 2023). However, exist-
ing work lacks two key aspects: 1) source citation,
and 2) evaluation in complex, real-world settings
requiring multi-hop reasoning.

Citations While LLMs contain various types of
factual knowledge within their parameters (Shin
et al., 2020; Kassner and Schütze, 2020; Shaier
et al., 2024a; Sung et al., 2021; Petroni et al., 2019),
they often suffer from hallucinations, generating
non-factual text (Rawte et al., 2023; Semnani et al.,
2023; Li et al., 2023b; Dziri et al., 2022). To ad-
dress this, researchers have developed models that
can provide citations (Shaier et al., 2023b; Khalifa
et al., 2024; Slobodkin et al., 2024; Bohnet et al.,
2023; Gao et al., 2023). However, these models
have not been tested in complex scenarios, such
as ambiguous QA settings with multiple possible
answers or multi-hop reasoning.

3 Experiments

In our experiments, each dataset consists of triples
(q, [c1, ..., cn], [a1, ..., ak]), where q is a question,
[c1, ..., cn] are multiple context documents, and
[a1, ..., ak] are at least two conflicting answers. We
follow prior work (Brown et al., 2020; Chowdhery
et al., 2022; Shaier et al., 2024b; Liu et al., 2023a)
by concatenating the question and contexts into a
single string, which is then input to each model.

3.1 Metrics
To comprehensively assess the performance of sys-
tems tackling the novel task of QA with source
citation in ambiguous settings, we introduce two
novel evaluation metrics that capture the ability to
generate distinct responses for conflicting informa-
tion while accurately citing sources. Specifically,
for each question q, we evaluate the generated re-
sponse along two crucial dimensions:

Acc_K: This metric measures the ability to pro-
duce a diverse set of correct answers, with a focus
on generating at least K of the gold answers. For in-
stance, if the gold answers are [“X”, “Y”, “Z”] and
the generated answers are [“X”, “Y”], the scores
would be: Acc_1=1, Acc_2=1, Acc_3=0.
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Citation Accuracy (A_C): This metric assesses
the ability to accurately generate citation strings
corresponding to the correct sources. For example,
if the gold answers are [“According to Document
X the answer is X1”, “According to Document Y
the answer is Y1”] and the generated answers are
[“According to Document X the answer is X1”,
“According to Document Z the answer is Y1”], the
score would be 0.5.

By utilizing these two metrics, we can gain
a more nuanced understanding of system perfor-
mance in resolving knowledge conflicts and citing
sources accurately, ultimately driving progress in
this critical task. For both accuracy measures, we
follow Liu et al. (2023b); Mallen et al. (2023);
Kandpal et al. (2023) and evaluate if the gold an-
swer or citation string are present in the output.

3.2 Datasets

Notably, existing QA datasets lack citation meta-
data, which is a critical component of our proposed
task. To address this gap, we augment three reading
comprehension (RC) datasets to create novel eval-
uation sets3 that focus on different conflicting set-
tings, each enriched with citation metadata. Specif-
ically, we add a unique citation string “Document
X” before each document context ci, where X rep-
resents a distinct document identifier (as illustrated
in Figure 1). In real-world scenarios, these citation
strings can correspond to PubMed IDs, Wikipedia
IDs, or other types of document identifiers. To
further increase the task’s complexity and realism,
we add citation strings before each paragraph in
longer contexts, such as multi-hop settings. This
design choice presents a dual benefit: models must
now reason through and produce multiple citations,
while users can more easily identify relevant infor-
mation without having to parse entire documents.
Dataset examples can be seen in Table 2.

AmbigQA-Cite We build upon AmbigQA (Min
et al., 2020a), an open-domain RC dataset, which
is derived from the Natural Questions (NQ)
dataset (Kwiatkowski et al., 2019) and comprises
14,042 questions. Notably, AmbigQA-Cite fea-
tures ambiguous questions. To create our citation-
augmented dataset, we employ the following
methodology: for each ambiguous question, we se-
lect contexts that contain exactly one of the answers
and exclude those that contain multiple answers.

3Which we will make publicly available.

We further restrict our dataset to questions with ex-
actly two conflicting answers, each supported by a
distinct context, as questions with more conflicting
answers are extremely rare and would lead to lim-
ited sample sizes and unreliable conclusions. The
resulting dataset, which we term AmbigQA-Cite,
is enriched with citation information to support
the development of more accurate and trustworthy
question answering models.

DisentQA-DupliCite We use DisentQA (Nee-
man et al., 2023), an open-domain RC QA dataset
with 108,291 questions from the NQ dataset. Un-
like AmbigQA, DisentQA focuses on ambiguous
contexts, where the question is clear, but the an-
swer varies depending on the context (Figure 1).
The dataset uses entity-substitution (Longpre et al.,
2021) to create conflicting contexts, resulting in
39,716 pairs of questions with two conflicting con-
texts and answers each. Notably, this substitution
approach leads to context duplication, where both
contexts for each question are similar except for
the replaced entity. We augment this dataset with
citation information, creating DisentQA-DupliCite.

DisentQA-ParaCite To mitigate the potential
shortcut issue in DisentQA-DupliCite, where mod-
els may exploit the similarity between duplicated
contexts, we create a paraphrased version of each
conflicting context for each question. Specifically,
we use ChatGPT (OpenAI, 2023a) to paraphrase
each conflicting context, taking care to preserve
the replaced entity in the output using the specific
prompt: “Paraphrase this: {conflicting_context}.
Ensure that {conflicting_label} is still in the para-
phrased output”. This process yields a new dataset,
which we term DisentQA-ParaCite, featuring para-
phrased contexts that require models to engage in
more robust and meaningful reasoning.4

Conflicting HotPotQA-Cite HotPotQA (Yang
et al., 2018) is a multi-hop RC QA dataset with
112,779 questions We use a masked language
model (MLM) approach, similar to Shaier et al.
(2024c); Pan et al. (2021); Li et al. (2020), to intro-
duce conflicting contexts. We opt for MLM over
entity substitution to preserve text grammatical in-
tegrity (Eisenstein et al., 2022). Using DistilBERT
(Sanh et al., 2020), we generate two conflicting
answers per context, creating three conflicting an-
swers and contexts per question. This yields the

4We manually evaluate 100 paraphrased examples and
found that 98% were of high quality.
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Model Paramaters Training Dataset Size
Llama-7B Chat 7 billion 2 trillion tokens
Llama-13B Chat 13 billion 2 trillion tokens
Llama-70B Chat 70 billion 2 trillion tokens
MPT-7B Instruct 7 billion 1 trillion tokens
Falcon-7B 7 billion 1.5 trillion tokens

Table 1: Models, their size, and the number of tokens in
their training data.

Conflicting HotPotQA-Cite dataset, the first con-
flicting multi-hop QA dataset with real-world, nat-
urally occurring contexts. Unlike BoardgameQA
(Kazemi et al., 2023), our dataset features complex
contextualized contradictions.

We provide two variants of this dataset: (1) a
with distractors version, which includes up to 14
cited documents in each context, including both
relevant and distracting contexts, and (2) a no dis-
tractors version, which only includes the relevant
contexts, limited to up to 6 cited documents.

3.3 Models

We experiment with 5 different LLMs: Llama-2-
7B Chat (Touvron et al., 2023), Llama-2-13B Chat
(Touvron et al., 2023), Llama-2-70B Chat5 Instruct
(Touvron et al., 2023), MPT-7B (MPT, 2023), and
Falcon-7B Instruct (Almazrouei et al., 2023). A
summary can be seen in Table 1.

3.4 Baselines

In addition to introducing the novel task of QA
with source citation in ambiguous settings, we es-
tablish a set of strong baseline models to facilitate
progress in this area. Our proposed baselines com-
prise a range of approaches, including rule-based,
prompting-based, and finetuning-based models.

In the following examples qe1,...,qek and
ce1,...,cen are in-context learning question and con-
texts; qti is the test question and cti are the test
contexts. The citations are included in the contexts.

Zero-shot Baseline We concatenate the question
and contexts into a single input string, as described
in Section 3, and feed it to each of the models.

3.4.1 Prompt-based Methods
See Appendix A for detailed prompt designs.

Conflict-aware Basic Prompting We employ a
few-shot approach (Brown et al., 2020) with 1, 3,
or 5 examples per prompt, utilizing a structured

5We evaluate the 70B model on most settings, except a few
due to unexpected computational constraints.

prompt design that explicitly acknowledges the
presence of conflicting information. This conflict-
aware (C.A) prompting design emphasizes the exis-
tence of conflicting information and its correspond-
ing citations, enabling models to develop a more
nuanced understanding of ambiguous contexts.

Few-shot Conflict-aware CoT Prompting We
adopt the few-shot Chain-of-Thought (CoT)
method (Wei et al., 2023), which involves provid-
ing the model with explicit reasoning steps to arrive
at an answer. We create 1 or 3 manually-crafted
CoT examples that highlight conflicting informa-
tion and their associated citations, and append them
to the prompt, enabling the model to generate an
answer in a single step.

Zero-shot CoT Prompting In the zero-shot ap-
proach (Kojima et al., 2023), we employ a two-step
process to elicit reasoning from the model:

Unlike the C.A CoT method, here, we do not
provide explicit examples of conflicting context
and citations. Instead, we aim to assess whether
the model’s self-generated reasoning paths are suf-
ficient to handle conflicting facts.

3.4.2 Rule-based Methods

Document Split Our rule-based approach, Doc-
ument Split, employs a predetermined set of rules
to process the context. Specifically, we split the
context into individual articles based on the citation
tokens, and process them sequentially, following a
strict rule: each article is processed one at a time,
rather than all at once. This approach makes cita-
tions trivial, as we can generate one response per
document and evaluate them separately to iden-
tify correct citations. However, this rule-based ap-
proach also has a limitation. Since models can only
see one document at a time, they are incapable of
answering questions that require complex reason-
ing across multiple documents.

3.4.3 Finetuning Methods

Fine-tuning with Low-Rank Adaptation (LoRA)
We fine-tune LLMs on our datasets using LoRA
(Hu et al., 2021), a parameter-efficient technique
that avoids full model fine-tuning. LoRA adds
small, trainable adapters to specific layers, keep-
ing original parameters frozen, and allows con-
trol over adapter influence via the alpha value.
We fine-tune each model on each of the follow-
ing datasets: AmbigQA-Cite, DisentQA-DupliCite,
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and Conflicting HotPotQA-Cite (without distrac-
tors). The complete set of hyperparameters used
for fine-tuning can be found in Appendix B.

4 Results

Example model generations are shown in Table 2.

4.1 Ambiguous Questions

We first analyze the ability of models to answer
ambiguous questions on the AmbigQA-Cite dataset
Results can be seen in Table 3.

Our analysis of the zero-shot baselines reveals
that most models can answer at least one of the two
answers correctly (A_1) around 50% of the time,
with Llama-70B performing the best at 54.8% and
Falcon-7B performing the worst at 30.1%. How-
ever, all models struggle to produce distinct an-
swers, with the best A_2 score being 4.3% for
Llama-70B. Moreover, none of the models generate
citations, resulting in 0% A_C across all models.

The various prompting methods show improve-
ment in models’ ability to answer at least one
answer correctly (A_1), with the best method –
C.A basic – yielding the highest increase in per-
formance, on Llama-13B with a 19.4% increase.
Almost all methods, except for the zero-shot CoT,
also improve models’ ability to generate distinct
responses, with the finetuning method showing the
highest increase in A_2 accuracy, on Llama-7B
with a 33.3% increase. In contrast, the zero-shot
CoT method performs poorly, with most models
and metrics showing a decrease in performance.

The document split method improves all models’
A_1 scores, but not always their A_2 scores, where
finetuning results are mixed, with some models
(like Llama-7B) outperforming the best prompt-
ing method, while others (like Llama-70B) show
comparable or weaker performance.

4.2 Ambiguous Context: Single-hop

We next analyze the ability of models to an-
swer questions with ambiguous contexts on
the DisentQA-DupliCite and DisentQA-ParaCite
datasets. Results can be seen in Tables 4 and 5.

Out-of-the-box models are unable to generate ci-
tations, and generally struggle to produce multiple
answers, resulting in poor A_2 scores. Most meth-
ods improve models’ A_1 scores and their ability to
generate distinct responses, with the best prompt-
ing method being C.A basic using 3 in-context
examples. In contrast, the Zero-shot CoT method

performs poorly. We also find that with 5 examples,
the performance on DisentQA-DupliCite drops due
to context size exceeding the models’ maximum
capacity, leading to test question truncation.

Notably, models’ scores are significantly higher
on the DisentQA-DupliCite dataset, with A_1
scores ranging from 70.3% to 94.1% using the
C.A basic method (3-shot), compared to 39.7%
to 76.2% on AmbigQA-Cite. The document split
method improves all models’ performances, but
only outperforms the few-shot method for MPT-7B
and Falcon-7B models on A_1.

In contrast, the DisentQA-ParaCite dataset
presents a more challenging scenario, with overall
lower scores than on DisentQA-DupliCite. How-
ever, we observe similar behavior, with C.A basic
and finetuning methods yielding comparable scores.
Interestingly, finetuning emerges as the overall best
method on DisentQA-ParaCite.

4.3 Ambiguous Context: Multi-hop

We evaluate our baselines on the more complex
Conflicting HotpotQA-Cite dataset, which involves
multi-hop QA with many conflicting answers. The
results are presented in Tables 6 and 7.

On the no-distractor variant dataset, we ob-
serve two unexpected trends. While the C.A basic
method improves models’ performances on A_2,
A_3, and A_C metrics, it underperforms the zero-
shot baseline on A_1. In contrast, finetuning signif-
icantly outperforms all other methods, achieving
nearly 100% A_1 scores across Llama-7B, Llama-
13B, and MPT-7B. However, all models are still far
from perfect on generating all correct answers cor-
rectly, in addition to citing their sources. Lastly, the
few-shot CoT method generally performs poorly
across all models and metrics.

On the distractor variant dataset, the C.A basic
method underperforms the zero-shot baseline on
A_1, but outperforms it on A_2, A_3, and A_C.
The overall models’ scores are significantly lower
than on the no-distractor setting, indicating that this
setting is more challenging for models. Finetuning
again emerges as the best approach, outperforming
most methods. However, all baselines struggle to
generate multiple correct answers, with the best
scores being 17.3% for A_2 (finetuned Llama-7B)
and 8.6% for A_3 (finetuned Falcon-7B). Addition-
ally, they perform poorly on citing their sources.
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Dataset Question Context Zero-shot
Answer

Few-shot
Answer

AmbigQA-Cite
Who played warden

hodges in dad’s army?

[...] Bill Pertwee as Hodges [...] Martin
Savage is an English film, stage and

television actor. He appeared in both series

Bill Pertwee played
Warden Hodges
in Dad’s Army

According to Document 1 the answer is:
Bill Pertwee.

According to Document 2 the answer is:
Martin Savage

Who voices rocket raccoon
in guardians of the galaxy?

Disney Studios [...] and Bradley Cooper
as the titular Guardians [...] This season

included [...] Trevor Devall - Rocket Raccoon

Trevor Devall voices
Rocket Raccoon in

Guardians of the Galaxy

According to Document 1 the answer is:
Bradley Cooper.

According to Document 2 the answer is:
Trevor Devall

DisentQA-DupliCite

who gave the idea of
separate independent
muslim state in india

[...] The Aligarh Muslim University in
which Syed Ahmad Khan was a central

figure [...] The Aligarh Muslim University in
which Joe Kennedy III was a central figure

The idea of a separate
independent Muslim state

in India was given
by Syed Ahmad Khan [...]

According to Document 1 the answer is:
Syed Ahmad Khan.

According to Document 2 the answer is:
Joe Kennedy III

who gave the first in
person state of the union

[...] After 1913, Woodrow Wilson,
the 28th U.S. President [...]
After 1913, Angela Hunte,
the 28th U.S. President [...]

Woodrow Wilson was the first
president to deliver [...]

According to Document 1 the answer is:
Woodrow Wilson.

According to Document 2 the answer is:
Angela Hunte

Conflicting HotpotQA-Cite

China Bio-Immnunity has
developed a vaccine for
which viral disease that

causes brain inflammation?

[...] Ebola is a viral disease that causes
inflammation of the brain [...]

Rabies is a viral disease that causes
inflammation of the brain [...]

Zika is a viral disease that causes
inflammation of the brain [...]

China Bio-Immunity has
developed a vaccine for

Ebola [...]

According to Documents
[’Document 3’, ’Document 7’]

the answer is Rabies.
According to Documents

[’Document 10’, ’Document 12’]
the answer is Ebola.

According to Documents
[’Document 11’, ’Document 14’]

the answer is Zika.

Who did the player nicknamed
"The Human Highlight
Film" play for after he
left the Atlanta Hawks?

[...] who signed with the Heat in the
offseason [...] who signed with the
Hawks in the offseason [...] who

signed with the Boston Celtics in the
offseason

The player nicknamed
"The Human Highlight

Film" (Dominique Wilkins)
played for the Boston
Celtics after he left the

Atlanta Hawks.

According to Documents
[’Document 6’, ’Document 7’]
the answer is Boston Celtics.

According to Documents
[’Document 11’, ’Document 13’]

the answer is Atlanta Hawks.
According to Documents

[’Document 10’, ’Document 14’]
the answer is Miami Heat.

DisentQA-ParaCite

who gave the idea of
separate independent
muslim state in india

[...] The Aligarh Muslim University in
which Syed Ahmad Khan was a central

figure [...] The Aligarh Muslim University
where Joe Kennedy III played a key role

The concept of an
independent Muslim state

within India
was proposed by Syed

Ahmad Khan. [...]

According to Document 1 the answer is:
Syed Ahmad Khan.

According to Document 2 the answer is:
Joe Kennedy III

who gave the first in
person state of the union

[...] After 1913, Woodrow Wilson,
the 28th U.S. President [...]

Following 1913, Angela Hunte,
the 28th President of

the United States

Woodrow Wilson was the first
president to deliver [...]

According to Document 1 the answer is:
Woodrow Wilson.

According to Document 2 the answer is:
Angela Hunte

Table 2: Generation Examples for Llama-70B (3-Shot Setting).

4.4 Non-ambiguous Context: Single-hop

We assess whether the top-performing techniques,
C.A basic and finetuning, degrade models’ perfor-
mances compared to the zero-shot baseline when
no ambiguity exists. We use the original context
from the DisentQA dataset, which lacks knowledge
conflicts. The results are presented in Table 8.

For the C.A basic method, we observe that most
models experience some performance degradation,
except for Falcon-7B, which actually shows a per-
formance increase. For example, MPT-7B suffers
the largest A_1 drop, from 81.2% to 73.9%, while
Llama-7B experiences the smallest drop, from
84.8% to 84.1%. However, this performance drop
is relatively small compared to the significant gains
provided by this method in Sections 4.1, 4.2, and
4.3. In contrast, finetuning results in a much more
substantial performance drop. For instance, Falcon-
7B’s A_1 score plummet from 71.1% to 46.3%.

5 Discussion

5.1 Ambiguous Questions vs. Contexts

We observe a significant performance gap be-
tween the AmbigQA-Cite and DisentQA-DupliCite
datasets. This disparity can be attributed to
two primary factors. 1) DisentQA-DupliCite is
constructed using the entity-substitution method,
which generates two contexts with a single differ-
ing entity answer. This design makes the task rel-
atively easier compared to AmbigQA-Cite, where
no duplicates exist. 2) AmbigQA-Cite’s questions
are intentionally ambiguous, rendering them more
challenging to answer than those in DisentQA-
DupliCite. Moreover, we observe that models per-
form worse on DisentQA-ParaCite, suggesting that
paraphrased contexts introduce a higher level of
complexity compared to entity substitution, which
helps to bridge the performance gap.

5.2 Multi-hop vs. Single Hop

DisentQA-DupliCite and conflicting HotpotQA
datasets share a common approach to creating con-
flicting contexts: replacing the answer string with a
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Method /
Model Zero-Shot C.A Basic Prompting Few-shot

C.A CoT
Zero-shot

CoT
Document

Split Finetuning

1-shot 3-shot 5-shot 1-shot 3-shot 1-shot

Llama-7B
A_1: 54.8
A_2: 2.1
A_C: 0.0

A_1: 54.8
A_2: 20.4
A_C: 33.3

A_1: 62.3
A_2: 21.5
A_C: 34.4

A_1: 61.2
A_2: 24.7
A_C: 34.9

A_1: 41.9
A_2: 8.6
A_C: 2.1

A_1: 56.9
A_2: 13.9
A_C: 0.5

A_1: 45.1
A_2: 2.1
A_C: 0.0

A_1: 67.7
A_2: 30.1
A_C: NA

A_1: 69.8
A_2: 35.4
A_C: 48.3

Llama-13B
A_1: 48.3
A_2: 3.2
A_C: 0.0

A_1: 63.4
A_2: 23.6
A_C: 36.5

A_1: 67.7
A_2: 22.5
A_C: 36.5

A_1: 63.4
A_2: 23.6
A_C: 34.9

A_1: 61.2
A_2: 10.7
A_C: 5.9

A_1: 55.9
A_2: 15.0
A_C: 9.6

A_1: 45.1
A_2: 1.0
A_C: 0.0

A_1: 62.3
A_2: 21.5
A_C: NA

A_1: 66.6
A_2: 32.5
A_C: 30.6

Llama-70B
A_1: 54.8
A_2: 4.3
A_C: 0.0

A_1: 72.0
A_2: 35.4
A_C: 45.6

A_1: 74.1
A_2: 35.4
A_C: 48.3

A_1: 70.9
A_2: 30.1
A_C: 45.6

A_1: 70.9
A_2: 30.1
A_C: 29.0

A_1: 73.1
A_2: 31.1
A_C: 31.7

A_1: 38.7
A_2: 4.3
A_C: 0.0

A_1: 76.3
A_2: 25.8
A_C: NA

A_1: -
A_2: -
A_C: -

MPT-7B
A_1: 50.5
A_2: 0.0
A_C: 0.0

A_1: 51.6
A_2: 9.6
A_C: 12.9

A_1: 46.2
A_2: 9.6
A_C: 21.5

A_1: 44.0
A_2: 7.5
A_C: 19.8

A_1: 47.3
A_2: 3.2
A_C: 8.6

A_1: 45.1
A_2: 2.1
A_C: 6.9

A_1: 45.1
A_2: 1.0
A_C: 0.0

A_1: 65.5
A_2: 21.5
A_C: NA

A_1: 51.6
A_2: 10.7
A_C: 16.1

Falcon-7B
A_1: 30.1
A_2: 1.0
A_C: 0.0

A_1: 8.6
A_2: 2.1
A_C: 4.8

A_1: 39.7
A_2: 5.3
A_C: 16.6

A_1: 25.8
A_2: 4.2
A_C: 8.0

A_1: 26.8
A_2: 3.2
A_C: 11.2

A_1: 36.5
A_2: 3.2
A_C: 13.9

A_1: 30.1
A_2: 1.0
A_C: 0.0

A_1: 52.6
A_2: 9.6
A_C: NA

A_1: 48.3
A_2: 19.3
A_C: 13.9

Table 3: AmbigQA-Cite Results. Accuracy scores are reported as percentages. The Document Split method involves
providing each document individually to the models, and hence, citations are known by default. C.A=Conflict-aware.

Method /
Model Zero-Shot C.A Basic Prompting Few-shot

C.A CoT
Zero-shot

CoT
Document

Split Finetuning

1-shot 3-shot 5-shot 1-shot 3-shot 1-shot

Llama-7B
A_1: 84.6
A_2: 10.2
A_C: 0.0

A_1: 85.9
A_2: 64.0
A_C: 51.6

A_1: 88.5
A_2: 76.4
A_C: 77.6

A_1: 0.1
A_2: 0.0
A_C: 0.0

A_1: 81.7
A_2: 51.4
A_C: 14.4

A_1: 86.3
A_2: 68.7
A_C: 50.0

A_1: 81.5
A_2: 14.9
A_C: 0.0

A_1: 87.5
A_2: 49.0
A_C: NA

A_1: 79.3
A_2: 61.0
A_C: 58.5

Llama-13B
A_1: 82.2
A_2: 10.5
A_C: 0.0

A_1: 89.0
A_2: 74.5
A_C: 76.0

A_1: 91.9
A_2: 79.0
A_C: 81.9

A_1: 0.1
A_2: 0.0
A_C: 0.0

A_1: 86.8
A_2: 55.0
A_C: 23.6

A_1: 90.2
A_2: 74.3
A_C: 45.5

A_1: 80.7
A_2: 9.8
A_C: 0.0

A_1: 85.9
A_2: 40.0
A_C: NA

A_1: 81.6
A_2: 68.0
A_C: 68.1

Llama-70B
A_1: 88.3
A_2: 16.4
A_C: 0.0

A_1: 93.6
A_2: 85.1
A_C: 76.4

A_1: 94.1
A_2: 88.3
A_C: 86.7

A_1: 0.1
A_2: 0.0
A_C: 0.0

A_1: 92.3
A_2: 66.7
A_C: 26.7

A_1: 93.4
A_2: 83.6
A_C: 52.5

A_1: 75.8
A_2: 16.8
A_C: 0.0

A_1: 91.5
A_2: 45.8
A_C: NA

A_1: -
A_2: -
A_C: -

MPT-7B
A_1: 80.3
A_2: 2.7
A_C: 0.0

A_1: 78.2
A_2: 42.3
A_C: 43.1

A_1: 74.0
A_2: 49.3
A_C: 54.1

A_1: 0.1
A_2: 0.0
A_C: 0.0

A_1: 75.7
A_2: 35.7
A_C: 13.9

A_1: 70.9
A_2: 30.0
A_C: 10.0

A_1: 77.6
A_2: 4.8
A_C: 0.0

A_1: 82.7
A_2: 56.6
A_C: NA

A_1: 61.0
A_2: 21.0
A_C: 9.6

Falcon-7B
A_1: 63.2
A_2: 16.6
A_C: 0.0

A_1: 50.6
A_2: 35.6
A_C: 37.5

A_1: 70.3
A_2: 45.8
A_C: 53.0

A_1: 0.0
A_2: 0.0
A_C: 0.0

A_1: 54.7
A_2: 30.0
A_C: 27.1

A_1: 69.9
A_2: 44.0
A_C: 42.0

A_1: 61.3
A_2: 10.8
A_C: 0.0

A_1: 71.8
A_2: 38.3
A_C: NA

A_1: 71.6
A_2: 45.6
A_C: 46.3

Table 4: DisentQA-DupliCite Results. The Document Split method involves providing each document individually
to the models, and hence, citations are known by default.

different string, yielding duplicated content. Com-
paring the results in Tables 4 and 6, we observe
two significant trends: firstly, generating correct ci-
tations is much more challenging in the multi-hop
setting, where multiple documents exist and are
required to reach the answer. Secondly, producing
all correct answers is also much harder, even with
a limited number of correct ones. Moreover, the
presence of distractors in the conflicting HotpotQA
dataset further exacerbates this challenge, lead-
ing to an even more significant performance drop.
These results underscore the importance of devel-
oping novel conflicting multi-hop QA datasets.

5.3 3-shot vs. 5-shot

While on the AmbigQA dataset we see a drop in
performance across all models between the 3-shot

and 5-shot few-shot method (see Table 3), the per-
formance drop is far more significant in Table 4
on the DisentQA dataset. Analyzing this further,
we find that with 5 examples the context becomes
larger (especially on the DisentQA dataset) than the
maximum context length the models can handle,
which results in the test question truncation.

5.4 C.A Prompting vs. Zero-shot CoT

One possible reason for the zero-shot CoT’s poor
performance on A_C, with a score of 0% across
all models and tested datasets, is that it lacks an
explicit citation prompt. Unlike the C.A methods,
which specifically ask models to cite their sources,
the zero-shot method only generates a reasoning
chain in the first step, without explicitly requesting
citation. This highlights the necessity of a spe-
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Method /
Model Zero-Shot C.A

Basic
Few-shot
C.A CoT Finetuning

Llama-7B
A_1: 69.6
A_2: 7.3
A_C: 0.0

A_1: 74.3
A_2: 56.0
A_C: 59.0

A_1: 65.3
A_2: 47.6
A_C: 35.0

A_1: 74.6
A_2: 54.0
A_C: 40.0

Llama-13B
A_1: 71.6
A_2: 4.3
A_C: 0.0

A_1: 77.0
A_2: 58.0
A_C: 60.6

A_1: 72.0
A_2: 40.6
A_C: 10.8

A_1: 81.6
A_2: 66.6
A_C: 67.1

MPT-7B
A_1: 65.3
A_2: 0.3
A_C: 0.0

A_1: 54.3
A_2: 26.6
A_C: 32.0

A_1: 56.0
A_2: 14.3
A_C: 4.3

A_1: 64.6
A_2: 22.6
A_C: 10.8

Falcon-7B
A_1: 50.6
A_2: 7.6
A_C: 0.0

A_1: 54.3
A_2: 19.3
A_C: 30.3

A_1: 58.3
A_2: 22.0
A_C: 30.1

A_1: 69.3
A_2: 41.6
A_C: 40.1

Table 5: DisentQA-ParaCite. C.A=Conflict-aware. We
use 3 examples for both C.A Basic and CoT.

Method/
Model Zero-Shot C.A

Basic
Few-shot
C.A CoT Finetuning

Llama-7B

A_1: 82.6
A_2: 27.6
A_3: 5.0
A_C: 0.0

A_1: 67.0
A_2: 36.1
A_3: 10.3
A_C: 8.9

A_1: 75.0
A_2: 25.0
A_3: 10.0
A_C: 11.6

A_1: 98.0
A_2: 90.0
A_3: 62.0
A_C: 67.3

Llama-13B

A_1: 83.0
A_2: 21.3
A_3: 4.6
A_C: 0.0

A_1: 86.0
A_2: 68.9
A_3: 37.0
A_C: 36.3

A_1: 80.0
A_2: 55.0
A_3: 25.0
A_C: 13.3

A_1: 98.3
A_2: 93.3
A_3: 65.6
A_C: 76.3

MPT-7B

A_1: 72.3
A_2: 16.0
A_3: 2.0
A_C: 0.0

A_1: 65.3
A_2: 24.0
A_3: 4.8
A_C: 0.03

A_1: 50.0
A_2: 15.0
A_3: 0.0
A_C: 0.0

A_1: 93.0
A_2: 84.3
A_3: 59.0
A_C: 64.5

Falcon-7B

A_1: 63.0
A_2: 24.6
A_3: 6.3
A_C: 0.0

A_1: 48.1
A_2: 15.4
A_3: 2.6
A_C: 0.01

A_1: 0.0
A_2: 0.0
A_3: 0.0
A_C: 0.0

A_1: 85.3
A_2: 75.3
A_3: 39.3
A_C: 49.7

Table 6: Conflicting HotpotQA-Cite (no distractors).
C.A=Conflict-aware. We use 3 examples for both C.A
Basic and CoT.

cific citation prompt. Furthermore, we observe a
significant difference in A_2 scores between the
two methods in both Tables 3 and 4, suggesting
that models’ self-generated reasoning chains are
insufficient to handle conflicting facts.

5.5 Limited Efficacy of C.A. Prompts on
HotpotQA

We find that both the C.A basic and C.A CoT per-
form worse than the zero-shot baseline and fine-
tuning approach on the conflicting HotpotQA-Cite
datasets. We hypothesize that this may be due
to several reasons, such as the complexity of the
multi-hop contexts, more cited documents in the
multi-hop dataset, or that the in-context examples
in the multi-hop setting were not as beneficial.

5.6 Finetuning vs. Prompting
Consistent with prior work (Brown et al., 2020; Liu
et al., 2021; Wei et al., 2023; Dong et al., 2023),

Method/
Model Zero-Shot C.A

Basic
Few-shot
C.A CoT Finetuning

Llama-7B

A_1: 59.8
A_2: 16.8
A_3: 2.2
A_C: 0.0

A_1: 38.0
A_2: 9.3
A_3: 1.0
A_C: 0.1

A_1: 39.3
A_2: 12.6
A_3: 0.6
A_C: 0.2

A_1: 49.0
A_2: 17.3
A_3: 2.3
A_C: 2.0

Llama-13B

A_1: 60.8
A_2: 15.8
A_3: 3.5
A_C: 0.0

A_1: 51.0
A_2: 20.0
A_3: 2.6
A_C: 1.3

A_1: 42.3
A_2: 13.0
A_3: 2.3
A_C: 0.1

A_1: 46.6
A_2: 16.3
A_3: 2.0
A_C: 1.2

MPT-7B

A_1: 49.5
A_2: 13.0
A_3: 3.0
A_C: 0.0

A_1: 31.0
A_2: 8.6
A_3: 1.0
A_C: 0.0

A_1: 42.0
A_2: 12.3
A_3: 1.3
A_C: 0.0

A_1: 48.6
A_2: 15.3
A_3: 1.6
A_C: 0.4

Falcon-7B

A_1: 29.5
A_2: 7.5
A_3: 2.5
A_C: 0.0

A_1: 25.3
A_2: 8.0
A_3: 1.3
A_C: 0.0

A_1: 4.3
A_2: 0.0
A_3: 0.0
A_C: 0.0

A_1: 37.4
A_2: 8.4
A_3: 8.6
A_C: 0.2

Table 7: Conflicting HotpotQA-Cite (Distractors).
C.A=Conflict-aware. We use 3 examples for both C.A
Basic and CoT.

Method/
Model Zero-Shot C.A

Basic Finetuning

Llama-7B A_1: 84.8 A_1: 84.1 A_1: 64.3
Llama-13B A_1: 83.8 A_1: 80.3 A_1: 71.6
Llama-70B A_1: 89.0 A_1: 88.1 A_1: -

MPT-7B A_1: 81.2 A_1: 73.9 A_1: 51.3
Falcon-7B A_1: 71.1 A_1: 72.5 A_1: 46.3

Table 8: DisentQA with no contextual conflicts.
C.A=Conflict-aware. We use 3 examples for C.A Basic.

our results show that the C.A prompting method
can achieve comparable or even better performance
than finetuning on AmbigQA-Cite, DisentQA-
ParaCite, and DisentQA-DupliCite. However, it
struggles on Conflicting HotpotQA-Cite. Notably,
finetuned models experience significant degrada-
tion when no conflicts exist. Overall, we conclude
that the C.A basic method is the most effective ap-
proach, but both methods have room for improve-
ment (see Section 7).

6 Real-world Usage

In our comprehensive analysis, we evaluate three
main approaches to improve LLMs’ ability to an-
swer ambiguous questions with source citations: 1)
prompt-based; 2) rule-based, and 3) fine-tuning-
based. Notably, while the rule-based approach
outperforms the other two in some occasions, as
discussed in Section 3.4.2, it is incapable of an-
swering questions that require complex reasoning
across multiple documents, as it only sees one
document at a time. To that end, we do not rec-
ommend using this approach when it is known
that the data is of complex nature. But, to use
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it, users need to split the retrieved documents into
chunks of one document at a time, which are sent
to the model, followed by an aggregation of the
answers. With regards to the other two approaches,
the prompt-based approaches can be incorporated
into most LLMs with a simple addition of a prompt,
as shown in Appendix A. However, it is worth men-
tioning that the fine-tuning approach outperforms
the prompting approach on multihop reasoning, but
also results in a large performance decrease when
no ambiguity exists, as discussed in Section 4.4.
We also showed that LoRA-based fine-tuning is
sufficient to improve LLMs’ abilities in this task
greatly over the baseline, highlighting the usability
for real-users that do not have large computational
resources.

7 Future Work

Having established the novel task of QA with
source citation in ambiguous settings, and propos-
ing strong baselines across our newly created
datasets, several promising directions for future re-
search emerge. Future work can build upon our con-
tributions by: 1) Investigating the impact of finetun-
ing on datasets with distractors, as our current ex-
periments only focused on the no-distractor setting;
2) extending our finetuning data to include both
conflicting and non-conflicting instances, which
could lead to more robust models capable of han-
dling varying levels of ambiguity; 3) exploring the
effectiveness of finetuning on paraphrased data in-
stead of duplications, which may provide additional
insights into the model’s ability to generalize across
different linguistic formulations; 4) designing al-
ternative prompts that emphasize the importance
of citations or exploring other citation methods to
further enhance the model’s performance; 5) cre-
ating a more diverse range of datasets that capture
different aspects of ambiguity, beyond the three
flavors (paraphrasing, distractors, and duplications)
we experiment with in this work; 6) investigating
the potential benefits of employing different archi-
tectures or larger language models to tackle this
challenging task; and 7) pretraining models on con-
flicting data and citations to potentially improve
their ability to resolve knowledge conflicts and pro-
vide trustworthy answers.

8 Conclusion

We address a significant gap in QA research by
introducing the novel task of QA with source ci-

tation in ambiguous settings. This task combines
the complexities of ambiguous QA with the im-
portance of providing source citations, enabling
users to evaluate the factuality of each answer. To
facilitate research in this area, we provide a com-
prehensive framework consisting of novel datasets,
new evaluation metrics, and strong baselines us-
ing various approaches over 5 LLMs. Our work
aims to inspire the development of more trustwor-
thy and interpretable QA systems, bridging the gap
between ambiguous answer resolution and citation
generation. By exploring this new task, we hope
to pave the way for more reliable and transparent
QA systems that can accurately resolve knowledge
conflicts and provide users with credible sources to
support their answers.

Limitations

While we have evaluated 5 diverse LLMs and ob-
served similar limitations, it is an open question
whether other LLMs would face similar challenges
in generating citations and handling multiple an-
swers or ambiguous context. However, our find-
ings suggest that many models may struggle with
these tasks. Furthermore, our focus on unstruc-
tured texts from standard reading comprehension
datasets raises the question of whether other knowl-
edge formats, such as knowledge graph triples,
would yield similar results.

Ethics Statement

Our motivation is to create systems that can effec-
tively handle conflicting information and provide
source citations, enabling users to verify the accu-
racy of the answers. We emphasize the importance
of future research building upon this foundation
to develop reliable systems that can be safely de-
ployed in real-world applications.
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A Prompts Used

A.1 Conflict-aware Basic Prompting
We use the following prompt design:
You will get a question and some context
texts. These texts may conflict with each
other. If they do, answer according to the
following examples: Example 1: Question:
qe1 Context: ce1 Answer: According to
Document D_1 the answer is A_1. According
to Document D_2 the answer is A_2 [...]
Question: qti Context: cti. Answer:

A.2 Few-shot Conflict-aware CoT Prompting
Example 1: Question: qe1. Context: ce1.

Reasoning: Document D_1 mentions that the
answer is A_1. But, Document D_2 mentions
that the answer is A_2. Therefore, the
answer is: According to Document D_1 the
answer is A_1. According to Document D_2
the answer is A_2. Question: qti Context:
cti. Answer:

A.3 Zero-shot CoT Prompting
Step 1

Question: qti Context: cti. Answer: Let’s
think step by step.

This produces a generated response ri.
Step 2

Question: qt1 Context: ct1. ri.
Therefore, the answer is

B Finetuning Parameters

Our fine-tuning settings include: LoRA with al-
pha=15 and dropout=0.1; 1000 steps with early
stopping (patience=3) guided by the validation
set; batch size=4; gradient accumulation steps=1;
AdamW optimizer with a linear learning rate sched-
uler and 10 warmup steps.
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