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Abstract

While steady progress has been made on the
task of automated essay scoring (AES) in the
past decade, much of the recent work in this
area has focused on developing models that
beat existing models on a standard evaluation
dataset. While improving performance num-
bers remains an important goal in the short
term, such a focus is not necessarily beneficial
for the long-term development of the field. We
reflect on the state of the art in AES research,
discussing issues that we believe can encourage
researchers to think bigger than improving per-
formance numbers, with the ultimate goal of
triggering discussion among AES researchers
on how we should move forward.

1 Introduction

Automated Essay Scoring (AES), the task of au-
tomatically assigning a holistic score to an essay
that summarizes its overall quality, is arguably one
of the most important applications in natural lan-
guage processing (NLP). As an example of AES,
consider the essay in Table 1, which is written in
response to the prompt shown at the top of the ta-
ble. Given the scoring rubric in Table 2, an AES
system should assign a score of 3 to this essay
for the following reasons. First, its author takes a
position but fails to provide adequate support and
details. Specifically, the author talks about com-
puters giving people entertainment and lists some
general social networking websites, but there is
no elaboration on how computers enhance access
to entertainment. In terms of organization, while
the essay has a basic structure (an introduction,
three main body sentences, and a conclusion), the
ideas within each body sentence are poorly con-
nected. Finally, the transitions are rather awkward
and repetitive. For example, the author uses “so as
you can see” three times. While the author exhibits
some awareness of the audience as the essay is ad-
dressed to a local newspaper, it is not clear whether

the essay is intended to urge the editor to write an
article on how computers benefit people. Given the
large number of essays written by students from all
over the world in both test and classroom settings,
being able to automatically score essays could save
a tremendous amount of manual grading effort.

Despite the fact that AES has been investigated
for more than 50 years (Page, 1967), the task is still
far from being solved. Nevertheless, AES has been
progressing steadily. In recent years, a standard
recipe for publishing in this area of research seems
to involve proposing a sophisticated neural model
that can beat competing models on a standard eval-
uation dataset such as ASAP (see Section 2.1 for
details). While improving performance numbers
remains an important short-term goal for AES re-
search, such a focus is not necessarily beneficial
for the long-term development of the field.

In this position paper, we reflect on the state of
the art in AES research. Specifically, we discuss
issues that we believe can encourage researchers,
particularly junior researchers, to think bigger than
merely improving performance numbers, with the
ultimate goal of triggering discussion among AES
researchers on how we should move forward.1

These issues range from evaluation (Sections 3 and
4) to new tasks (Sections 5 and 6) to corpus anno-
tation (Sections 7 and 8) and beyond (Section 9).

2 Current State of AES Research

To facilitate our discussion of the future directions
of AES research, in this section, we provide an
overview of the current state of AES research.2

1While Beigman Klebanov and Madnani’s (2020) theme
paper focuses more broadly on the emergent uses of automated
writing technologies, we focus specifically on research direc-
tions that we think are worth pursuing by AES researchers.

2For a comprehensive overview of AES research, we refer
the reader to the books published by Shermis and Burstein
(2003), Shermis et al. (2010) and Beigman Klebanov and
Madnani (2021), as well as the surveys published by our group
(Ke and Ng, 2019; Li and Ng, 2024a).
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[Prompt]
More and more people use computers, but not everyone agrees that this benefits society. Those who support advances in
technology believe that computers have a positive effect on people. They teach hand-eye coordination, give people the ability
to learn about faraway places and people, and even allow people to talk online with other people. Others have different ideas.
Some experts are concerned that people are spending too much time on their computers and less time exercising, enjoying
nature, and interacting with family and friends.
Write a letter to your local newspaper in which you state your opinion on the effects computers have on people. Persuade the
readers to agree with you.
[Essay]
Dear local newspaper, @CAPS1 opinion about computers is that they benifet people. they help people when they need it,
it gives people entertainment. So that is why computers benifet people. @CAPS1 first reason is that a computer can help
people when they need help like for instace if you have to write a paper and you need to look something up such as reseach
you can use the computer or if there is a long main cwayshion then you can look up the formula. So as you can see that is
why computer benifts people @CAPS1 second resson is that it gives people entertainment, such as myspace, you twitter.
And those are social networks, if you like to watch tv. or listen to music there are websites for them also. So that is why I
said computers give you entertainmen too. @CAPS1 third resson is that it helps people such as if you in different contries
and you can’t go see them you to them through instans or web cam. Or if you are home schooled and you dnt see other kids
your age that can talk to the on the computer. So as you can see that why I say you can through the computer. So as you
can see that is why I say computer are very benifical be cause they give you entertainment they let you communicate and
they help people so. This essay receives a score of 3 as it takes a position but fails to provide adequate support and details.
Specifically, the author talks about computers giving people entertainment and lists some general social networking websites,
but there is no elaboration on how computers enhance access to entertainment. In terms of organization, the essay has a basic
structure: an introduction, three main body sentences, and a conclusion, but the ideas within each body sentence are poorly
connected. Moreover, the transitions are rather awkward and repetitive. For example, the author uses “so as you can see”
three times. While the author exhibits some awareness of the audience as the essay is addressed to a local newspaper, it is
not clear whether the essay is intended to urge the editor to write an article on how computers benefit people.

Table 1: A sample essay taken from Essay Set 1 of the ASAP corpus. The writing prompt is shown at the top.

Score Description
1 An undeveloped response that may take a position but offers no more than very minimal support. Typical elements:

(1) Contains few or vague details, (2) Is awkward and fragmented, (3) May be difficult to read and understand, (4)
May show no awareness of audience.

2 An under-developed response that may or may not take a position. Typical elements: (1) Contains only general
reasons with unelaborated and/or list-like details, (2) Shows little or no evidence of organization, (3) May be awkward
and confused or simplistic, (4) May show little awareness of audience.

3 A minimally-developed response that may take a position, but with inadequate support and details. Typical elements:
(1) Has reasons with minimal elaboration and more general than specific details, (2) Shows some organization, (3)
May be awkward in parts with few transitions, (4) Shows some awareness of audience.

4 A somewhat-developed response that takes a position and provides adequate support. Typical elements: (1) Has
adequately elaborated reasons with a mix of general and specific details, (2) Shows satisfactory organization, (3)
May be somewhat fluent with some transitional language, (4) Shows adequate awareness of audience.

5 A developed response that takes a clear position and provides reasonably persuasive support. Typical elements: (1)
Has moderately well elaborated reasons with mostly specific details, (2) Exhibits generally strong organization, (3)
May be moderately fluent with transitional language throughout, (4) May show a consistent awareness of audience.

6 A well-developed response that takes a clear and thoughtful position and provides persuasive support. Typical
elements: (1) Has fully elaborated reasons with specific details, (2) Exhibits strong organization, (3) Is fluent and
uses sophisticated transitional language, (4) May show a heightened awareness of audience.

Table 2: Rubric for scoring essays in Essay Set 1 of the ASAP corpus.

2.1 Corpora

While a number of AES corpora have been devel-
oped, ASAP is arguably the most extensively used
in AES research. Introduced as part of a 2012
Kaggle competition, the Automated Student As-
sessment Prize (ASAP) corpus has become a popu-
lar dataset for holistic scoring, especially given
its vast collection of essays per prompt (up to
1,800 for some prompts). ASAP facilitates the
development of high-performing, prompt-specific
systems. ASAP++ (Mathias and Bhattacharyya,
2018) is an extension of ASAP where each es-

say is scored along multiple traits (i.e., dimen-
sions of essay quality such as Coherence). Note
that ASAP is composed of three types of essays
(namely, narrative/descriptive essays, persuasive
essays, and source-dependent essays). Not all traits
are applicable to all essay types. For instance, Or-
ganization and Conventions are scored for narra-
tive/descriptive essays and persuasive essays only.

Other English corpora that have been developed
for and used in AES research include: (1) TOEFL
(Blanchard et al., 2013), a corpus of essays from
the TOEFL exam that is originally developed for
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the Native Language Identification task where the
proficiency label that comes with each essay (Low,
Medium, or High) is used as its holistic “score” for
training AES systems; (2) the Cambridge Learner
Corpus-First Certificate in English exam (CLC-
FCE) (Yannakoudakis et al., 2011), where each
essay is scored holistically and annotated with the
linguistic error types it contains; (3) the Interna-
tional Corpus of Learner English (ICLE) (Granger
et al., 2009), where a subset of essays has been
scored not only holistically (Li and Ng, 2024b)
but also along multiple dimensions of essay qual-
ity, such as Organization (Persing et al., 2010) and
Argument Persuasiveness (Persing and Ng, 2015);
and (4) the Argument Annotated Essays (AAE)
corpus (Stab and Gurevych, 2014), where each per-
suasive essay is scored based on the strength of its
thesis (Ke et al., 2019) and the persuasiveness of
its argument (Ke et al., 2018).

AES corpora in other languages exist, such
as Ostling’s (2013) Swedish corpus, Horbach et
al.’s (2017) German corpus, Marinho et al.’s (2021)
Portuguese corpus, the GoodWriting dataset3 (in
Japanese), and the MERLIN dataset4, which is
composed of German, Italian, and Czech essays.

2.2 Evaluation Metric

The standard metric used to evaluate AES models
is Quadratic weighted Kappa (QWK)5. QWK is an
agreement metric that ranges from 0 to 1 but can
be negative if there is less agreement than what is
expected by chance. More specifically, QWK is
a weighted version of Kappa where each case of
disagreement (i.e., the (rounded) predicted score is
different from the reference score) is weighted by
the squared difference between the reference score
and the predicted score. This allows the metric to
distinguish between near misses and far misses.6

2.3 Systems

AES systems can be divided into three categories:

2.3.1 Heuristic Approaches
Virtually all early AES systems are heuristic-based
and typically possess the following characteristics
(e.g., Elliot (2003), Attali and Burstein (2006)):

3https://goodwriting.jp/wp/?lang=en
4https://www.merlin-platform.eu/
5See https://www.kaggle.com/competitions/

asap-aes/overview/evaluation for details.
6Several other metrics have also been used although they

are less popular than QWK, including Pearson’s Correlation
Coefficient, mean squared error and mean absolute error.

Trait-driven holistic scoring. Many traits play a
role when human raters score an essay holistically,
such as Organization, Coherence, Technical Qual-
ity (i.e., fluency, grammar, and mechanics), and
Argument Persuasiveness. Motivated by the human
essay scoring process, the holistic score returned
by a heuristic AES system is typically computed
as the weighted sum of the trait scores.
Heuristic trait-specific scoring. Given the lack
of annotated data, each trait-specific score is com-
puted using heuristics. For example, to compute
the Organization score, which reflects how well-
organized the essay is, the e-rater system (Attali
and Burstein, 2006) determines whether the essay
is organized as a 5-paragraph essay where the first
paragraph is the introduction, the last paragraph
is the conclusion, and the middle three paragraphs
each presents a key point with supporting evidence.
The functional role of each paragraph (e.g., Intro-
duction) is determined heuristically.
Focus on non-content-based traits. Traits can
broadly be divided into two categories: content-
based traits, which are based on the essay’s content
(e.g., Argument Persuasiveness, Coherence), and
non-content-based traits, which are based on the
surface realization of the content (e.g., Grammar,
Fluency). Generally, the content-based traits are
much harder to score than the non-content-based
traits. For example, while Fluency and Grammati-
cality can be determined fairly easily using a lan-
guage model and a grammar checker respectively,
determining Argument Persuasiveness may require
a deep understanding of the content. Content-based
traits are particularly difficult to compute in the
absence of labeled data. Consequently, heuristic
approaches have largely focused on employing non-
content-based traits for holistic scoring.

2.3.2 Machine Learning Approaches
As annotated AES corpora became publicly avail-
able in the early 2010s, the focus of AES research
also started to shift from heuristic approaches to
machine learning approaches, where an off-the-
shelf machine learning algorithm (e.g., SVM, linear
regression) is used to train a classifier or a regressor
for scoring. AES research in the machine learning
era has the following characteristics:
Focus on feature engineering. The focus is de-
signing low-level and high-level features. Low-
level features include length-based features (e.g.,
the number of tokens in the essay) (Yannakoudakis
et al., 2011; Vajjala, 2018), lexical features (e.g.,
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the presence/count of each n-gram) (Chen and
He, 2013; Phandi et al., 2015), word embeddings
(Cozma et al., 2018), word category features (e.g.,
whether a word is a modal) (Farra et al., 2015;
McNamara et al., 2015), and syntactic features
(e.g., part-of-speech tag sequences) (Chen and He,
2013). High-level features include readability fea-
tures (i.e., metrics that reflect how easy it is to read
the essay) (Zesch et al., 2015), prompt-relevant
features (i.e., features that encode the similarity
between the essay and the prompt it was written
for) (Louis and Higgins, 2010; Beigman Klebanov
et al., 2016), argumentation features (e.g., the num-
ber of claims in a persuasive essay) (Ghosh et al.,
2016; Wachsmuth et al., 2016; Nguyen and Litman,
2018), semantic features (e.g., features derived
from lexico-semantic resources such as FrameNet
(Baker et al., 1998)) (Beigman Klebanov and Flor,
2013), and discourse features (e.g., local coherence
features derived from Centering Theory (Grosz
et al., 1995)) (Yannakoudakis and Briscoe, 2012).
Focus on within-prompt scoring. In within-
prompt scoring, an AES model is trained on essays
written for a prompt and then applied to test essays
written for the same prompt. Some have argued
that within-prompt scoring is not a practical setting:
when within-prompt scorers are applied to essays
written for a new prompt, their performance often
deteriorates considerably. So, before they are ap-
plied to score essays written for a new prompt, they
need to be retrained on scored essays written for
the new prompt. However, manually scoring essays
is time-consuming and requires a lot of expertise.
Learning-based trait-specific scoring. As ma-
chine learning approaches to AES became popular,
researchers began to examine learning-based ap-
proaches to trait-specific scoring. The development
of learning-based models for trait-specific scoring
is facilitated by the release of annotated datasets
where essays are scored along different essay traits
(Persing and Ng, 2013, 2014, 2015). While the
scoring of content-based traits is largely ignored
in heuristic approaches, researchers have begun
learning models for scoring content-based traits.
Nevertheless, even with annotated data, the scoring
of content-based traits remains a challenging task.

2.3.3 Deep Learning Approaches
With the advent of the neural NLP era, the vast ma-
jority of recently developed AES models are deep
learning-based. AES research during this period
can be summarized as (1) a focus on learning the

distributed representation of an essay (by adjusting
the weights in a neural network) so that essays that
are similar in quality will have similar represen-
tations and (2) an exploration of new, challenging
AES task settings such as cross-prompt scoring and
multi-trait scoring.

Early approaches. Early neural models combine
CNNs and RNNs to capture spatial and temporal
dependencies respectively. For instance, Taghipour
and Ng (2016) first use a CNN to extract n-gram-
level features to capture local dependencies and
then use an LSTM to generate a long-distance rep-
resentation of an essay for holistic scoring. These
models are subsequently replaced by Transformer-
based models, which possess a vast amount of
linguistic and commonsense knowledge acquired
from large, unlabeled corpora. For instance, Yang
et al. (2020) proposed R2BERT, an AES model
obtained by fine-tuning BERT. Wang et al. (2022)
proposed a multi-scale BERT-based structure that
captures (automatically learned) features at the to-
ken, segment, and essay levels. Uto et al. (2020)
showed that neural AES models could be improved
with hand-crafted features.

Neural AES models can be improved by exploit-
ing document structure. Dong and Zhang (2016)
viewed an essay as having a two-level hierarchi-
cal structure: an essay is composed of a sequence
of sentences, each of which is composed of a se-
quence of words. Given this view, they designed a
two-layer model where the first layer creates a rep-
resentation for each sentence and the second layer
creates an essay representation by combining sen-
tence representations. Further improvements can
be made via attention pooling (Dong et al., 2017).

Cross-prompt scoring. As noted above, some
have argued that within-prompt scoring is not a
practical setting for AES. Hence, researchers have
recently begun working on the task of cross-prompt
AES (Ridley et al., 2021), where the goal is to train
a model that can offer good performance when it is
applied to score essays written for unseen prompts.

A few approaches to this relatively new task of
cross-prompt scoring have been developed. Cum-
mins et al. (2016) recast cross-prompt scoring as
a domain adaptation problem, where a prompt is
viewed as a domain. Specifically, the goal is to
use a domain adaptation method to adapt an AES
model trained on the source prompts to the target
prompt. Do et al. (2023) incorporated as input for
cross-prompt scoring essay prompt information,
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which ironically is not exploited by many AES
models. To facilitate generalization to new prompts,
Chen and Li (2023) proposed a cross-prompt scor-
ing model that seeks to make the source essay rep-
resentations and the target essay representations
more consistent with each other via contrastive
learning, and several researchers have employed
prompt-independent features in their AES models
(Jin et al., 2018; Li et al., 2020; Ridley et al., 2020).

Multi-trait scoring. Since the holistic score of
an essay is influenced by its trait-specific scores, it
would be natural to develop joint models for AES
that simultaneously predict the holistic score and
the various trait-specific scores. Multi-trait scoring
models can be obtained by several simple methods.
The first method involves replacing the output layer
of a holistic scoring model with multiple output
layers, one for each trait (Hussein et al., 2020). The
second method involves making multiple copies
of a holistic scoring model where each copy is
responsible for scoring one trait and the copies
interact with each other via a shared representation
layer (Mathias and Bhattacharyya, 2020). The third
method is similar to the second, except that the
predicted trait scores are used as input to predict
the holistic score (Kumar et al., 2022).

LLM-based approaches. Mizumoto and Eguchi
(2023) investigated how prompting in large lan-
guage models (LLMs) can be exploited for AES.
LLM-based approaches are motivated by two key
strengths of LLMs. First, LLMs possess a vast
amount of commonsense knowledge that can be ex-
ploited to perform various tasks. Second, LLMs are
good at understanding complex natural language in-
structions (Anthropic, 2024). Given these strengths,
we can ask an LLM to perform a task as complex
as AES by providing instructions in the form of a
prompt that may include, for instance, the rubric
in a zero-shot setting, where no manually scored
essays are provided as training examples (e.g., Lee
et al. (2024)), or a few-shot setting, where a few la-
beled examples are provided as part of the prompt
(e.g., Mansour et al. (2024); Xiao et al. (2024)).

3 AES is more than improving QWK

What have we learned about AES over the years
other than the fact that the QWK scores are im-
proving on standard evaluation datasets? In the pre-
neural NLP era when many AES researchers were
focusing on feature engineering, we could at least
gain some insights into what kind of features would

be useful for AES through feature ablation experi-
ments. With neural AES models, the representation
of an essay is learned. Many of them do not employ
hand-crafted features, and hence the output cannot
be interpreted easily. We should note, however,
that researchers have recently begun to explore the
explainability of AES models. For instance, Ku-
mar and Boulanger (2021) applied explainable AI
techniques, such as SHAP values, to enhance the
transparency and interpretability of their AES sys-
tem. Fiacco et al. (2023) developed a methodology
that aligns the functional components derived from
Transformer models with human-understandable
feature groups. Adadi and Berrada (2018) explored
various interpretability methodologies in machine
learning that can be adapted to AES for increased
transparency, such as LIME (Ribeiro et al., 2016).

Recommendation #1: We recommend that re-
searchers understand the strengths and weaknesses
of the systems they developed by performing a
qualitative and quantitative analysis of the system
outputs. For example, while it is not uncommon
for AES researchers to report results that are better
than existing results when averaged over all essay
prompts in the corpus, without further analysis, a
reader would not know where the improvements
came from. Does the proposed model perform bet-
ter on all types of essays (e.g., persuasive essays,
narratives) or only certain types of essays, and if
it performs better on all types of essays, are there
certain essay types for which the improvement is
more pronounced? Does the model perform better
because it can better distinguish between essays
that are similar w.r.t. particular traits (e.g., Orga-
nization)? Is the model better because it scores
the essays belonging to the minority classes better?
Note that to answer these questions, we cannot re-
sort to interpretability techniques. Rather, an error
analysis on model outputs is needed.

4 ASAP is not the only essay corpus

As mentioned before, in recent years many AES re-
searchers evaluated their model solely on ASAP. A
natural question is: have existing models overfitted
ASAP? In other words, can models that perform
well on ASAP be expected to generalize well to
other essay corpora? Unfortunately, little analysis
has been performed on ASAP that would enable us
to gain a better understanding of whether certain
corpus-specific characteristics are present in ASAP
that could cause models to overfit the data. For
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example, what fraction of the persuasive essays in
ASAP made arguments that are persuasive? If the
vast majority of these essays contained persuasive
arguments, then a model trained on ASAP might
not perform well on a corpus where it is impor-
tant to distinguish between essays with persuasive
arguments and those with unpersuasive arguments.

One piece of information that we know about
ASAP is that the essays it contains were written by
American students in Grades 7–10. While the na-
tive languages of these students are not known, the
majority of them are expected to be native speakers
of English. Given this context, ASAP is not an
ideal corpus for the development and evaluation of
AES systems. Recall that one of the primary moti-
vations and key driving forces behind the develop-
ment of AES systems is its application to scoring
essays written by takers of standardized tests such
as TOEFL and SAT, where many of the exam takers
are learners of English as a second language (ESL).
As is well-known to essay grading researchers, the
common types of error made by ESL learners who
speak different native languages are not the same
(Yannakoudakis et al., 2011). Hence, it is possible
that the ASAP essays are simpler to score because
grammatical errors may be less of an issue in these
essays. In contrast, for AES of essays written by
non-native speakers, AES systems may need to be
combined with grammatical error correction sys-
tems for more accurate modeling of the quality of
an essay w.r.t. the Grammar trait.

Another piece of information that we know about
ASAP (and AES corpora where essays are written
in a time-restricted setting such as a test setting) is
that essay length (as measured by the number of
words) is often a confounding variable for holistic
scoring (Fiacco et al., 2023). Consequently, it is not
clear how models trained on ASAP would perform
when applied to corpora where essays are written in
a time-unrestricted setting, such as essays written
as part of a homework with a length restriction (e.g.,
between 500 and 600 words), as length may no
longer be a confounding variable in these corpora.

Recommendation #2: To understand whether
models trained on ASAP can generalize well when
applied to other essay corpora, we recommend that
AES researchers evaluate their systems on not only
ASAP but at least one other publicly available cor-
pus, preferably a corpus where the native languages
of the essay writers are different from the language
in which the essays were written, such as CLC-FCE

(Yannakoudakis et al., 2011) or a corpus where es-
says were written in a time-unrestricted setting,
such as ICLE++ (Li and Ng, 2024b).

5 Is it time for cross-prompt AES?

Cross-prompt AES is a challenging task. Below
we discuss the challenges from three perspectives.

Knowledge. For an AES model to perform well
on a new prompt, we need knowledge specific to
the new prompt. For example, if the new prompt
is “write a persuasive essay on whether capital
punishment should be abolished”, an AES model
needs to distinguish between persuasive arguments
and unpersuasive arguments for (or against) capital
punishment. For cross-prompt scoring, this kind
of knowledge needs to be extracted from external
knowledge sources. One possibility is to prompt
a LLM: a human first provides a few examples
of persuasive and unpersuasive arguments for each
stance, which are then used to elicit prompt-specific
knowledge inherent in the LLM.

Training data. What kind of training data is
needed for cross-prompt AES? If the test essays
are persuasive essays, then ideally the training es-
says should also be persuasive essays. The reason
is that the traits that affect the holistic score of a
persuasive essay (e.g., Argument Persuasiveness)
are not the same as those that affect the holistic
score of a non-persuasive essay, even though there
are traits that are common to all types of essays
(e.g., Organization). If the training set and the test
set are composed of different types of essays, what
is learned about good essays from the training set
may not necessarily be applicable to good essays
in the test set. Similarly for rubrics: the rubric used
to score the training essays should be the same (or
at least similar to) the one used to score the test
essays; otherwise, knowledge of good essays that
is learned from the training set may not be trans-
ferable to the test set because essays that are good
according to the training rubric could be considered
bad according to the test rubric.

However, this is not how Ridley et al.’s (2021)
cross-prompt AES model was trained and evalu-
ated. Specifically, they employed ASAP for train-
ing and evaluation. Recall that ASAP is composed
of persuasive, narrative, and source-dependent es-
says written for eight prompts. Their cross-prompt
AES experiments were conducted using leave-one-
prompt-out cross validation, where they trained
a model using essays for all but one prompt and
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tested it on essays for the prompt that was left out.
This means that the training set may be composed
of essays that have a different essay type than that
in the test set. Additionally, the training and test
prompts often employ differing rubrics. It is not
clear whether it even makes sense to train and eval-
uate the model using this setup.

Models. Can within-prompt AES models be used
for cross-prompt AES? The vast majority of exist-
ing within-prompt AES models do not take the
essay prompt and the scoring rubric as input (Wang
et al., 2022; Xie et al., 2022). For within-prompt
AES, this may be fine, as the essays in the train-
ing set and the test set are written for the same
prompt and scored using the same rubric. For cross-
prompt AES, this may not be fine, as the model
does not know (1) the prompt-specific knowledge
that should be extracted from external sources with-
out knowledge of the prompt and (2) the criteria
for good and bad essays without the rubric. Hence,
it is not clear the extent to which the performance
of Ridley et al.’s (2021) cross-prompt AES model
is limited by the fact that it relies on neither the
unseen prompt nor the rubric.
Recommendation #3: Cross-prompt AES is a
challenging task that deserves the attention of AES
researchers. We recommend that researchers focus
on developing new annotated corpora, new meth-
ods for gathering prompt-specific knowledge, and
new AES models for cross-prompt AES.

6 Traits are useful but under-explored

Two key challenges discussed above involve build-
ing AES models that are interpretable and gener-
alizable to unseen prompts. Next, we propose to
examine the use of traits to address both challenges.

Interpretability. If a holistic scoring model is
built by using only traits as inputs (such as the
heuristic AES models described in Section 2), then
interpretability is relatively straightforward. For in-
stance, if a linear model is used where the holistic
score is computed as a weighted sum of the trait-
specific scores, then the holistic score can be easily
explained by the trait-specific scores. Even if a
non-linear model is used, the attention weights can
be used to shed light on how much influence a par-
ticular trait has on the holistic score. Not only do
essay traits make interpretability straightforward,
but the trait scores also serve to provide feedback
to an essay’s writer. For example, if someone gets a
low holistic score for their essay, they can identify

which aspects of the essay need improvement by
checking which trait-specific scores are low.

Cross-prompt generalizability. Recent efforts
on cross-prompt AES research have involved identi-
fying prompt-independent features, such as length-
based features. While traits have been used as fea-
tures for holistic scoring, they have primarily been
used for within-prompt rather than cross-prompt
scoring. One reason, we believe, is that traits are
rarely viewed as prompt-independent features.

Given the prompt-independent nature of traits,
we propose to use them for cross-prompt AES.
Specifically, we propose to view the set of traits
commonly known to play a role in determining the
holistic score of a particular type of essay (e.g.,
persuasive essays) as a prompt-independent repre-
sentation of these essays. Note that this trait-based
essay representation is dependent on the essay type,
as the traits that influence the holistic score of a
persuasive essay are not necessarily the same as
those that influence narrative essays, for instance.

In practice, however, using traits to address in-
terpretability and cross-prompt generalizability is
challenging. The key challenge stems from the
fact that content-based traits are difficult to score
accurately (Chen and Li, 2023; Do et al., 2023),
even when labeled data is available for training
content-based trait-scoring models. One possibility
is to leverage LLMs for scoring traits in a zero-shot
setting, where we provide the rubric developed for
a given trait as part of the instructions for an LLM
when requesting it to score the trait.

Should we believe that LLMs can help us ac-
curately perform trait scoring? As mentioned in
Section 2, state-of-the-art LLMs are very good at
understanding inputs as complex as essays. Since
scoring content-based traits requires an understand-
ing of essay content, exploring the use of LLMs for
trait scoring is a promising direction.

Nevertheless, it is worth noting that recent
prompt-based approaches to holistic scoring (Lee
et al., 2024), including those that employ a chain-
of-thought approach (Xiao et al., 2024), are not as
competitive as fine-tuned models in performance.
While the underlying reasons are not yet clear, re-
searchers have demonstrated that minor changes in
the prompt (Mansour et al., 2024), changes in the
decoding methods (Shi et al., 2024), and variations
in random seeds (Dodge et al., 2020) can all result
in significant performance changes. Given these
results, one should expect similar challenges when
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prompting LLMs for trait scoring.
Recommendation #4: We recommend that a thor-
ough investigation of the impact of traits on holistic
scoring be conducted as they could be a viable solu-
tion to key problems concerning neural model inter-
pretability and cross-prompt model generalizabil-
ity. Given the difficulty in computing content-based
traits, we recommend that researchers examine how
LLMs can be exploited, possibly via prompting-
based approaches, to score content-based traits.

7 Corpus development is slow

The fact that ASAP is still the primary corpus used
for evaluating AES models more than 10 years after
its initial release is somewhat unusual in the NLP
community for a task that is as popular as AES.
This perhaps suggests that corpus development is
seriously lagging behind model development. We
believe the reasons are at least two-fold.

Assembling an essay corpus is by no means easy.
For many other NLP tasks, assembling a large,
unannotated corpus composed of news articles or
tweets is relatively easy (Varab and Schluter, 2020;
Kulkarni et al., 2022). This is not the case for es-
says: while we may be able to assemble a corpus
of raw classroom essays, it may still require col-
laboration by multiple instructors over many years
in order to obtain a sizeable corpus. Yet, even af-
ter multiple years of effort, the resulting corpus
may still be too small to enable the pre-training of
models specifically on raw essays.

There is no easy solution, however. Organiza-
tions that have access to a large number of essays
written by people with different demographic char-
acteristics should consider releasing language re-
sources to the AES community. These resources
would ideally be in the form of raw essays. We
believe that this is doable: TOEFL11, for example,
was released by the Educational Testing Service
(ETS) in 2013, and we encourage ETS and simi-
lar organizations to continue this effort. If essays
cannot be released, they may consider releasing
models pre-trained on these essays. Language mod-
els pre-trained for specialized domains have been
successfully deployed (e.g., the legal domain (Xiao
et al., 2021)). Unlike many other domains where
it may suffice to have one pre-trained model per
language, for AES research it may make sense to
develop multiple pre-trained models that differ in
terms of evaluation setting (e.g., whether the essays
are written in a time-constrained or unconstrained

setting), grade level (university undergraduates vs.
high-school students), and native language.

Having models pre-trained on essays could en-
able them to acquire linguistic or even prompt-
specific knowledge from raw essays. The hope
is that with the availability of pre-trained language
models for essays, a relatively small amount of
labeled data will be needed to fine-tune them to
perform specific essay-related tasks, such as AES.

Manually labeling essays is a labor-intensive and
expensive procedure. The reason is that manual
labeling of essays is typically performed by trained
experts and cannot be reliably done via crowdsourc-
ing (Mansour et al., 2024), especially if it involves
scoring along multiple traits. Even if we do have
the time and resources to perform manual label-
ing of essays, the essay grading community has
not developed a vision of what annotations would
benefit the development of AES models as well
as models for other essay-related tasks in the long
run. Ideally, there would be one or two corpora
that contain multiple layers of annotation. For ex-
ample, one layer would be composed of scores (i.e.,
the holistic and trait-specific scores), another layer
would be composed of written feedback to essay
writers, and a third layer would be composed of
essays that have been revised by experts. Having
multiple layers of annotation in the same corpus
would be beneficial from the perspective of model
development, as it would allow a joint model to
be built that can, for instance, exploit the inter-
dependencies among different layers. For example,
scoring and the generation of written feedback can
be modeled simultaneously, as positive feedback is
typically associated with positive scoring. In other
words, inter-layer constraints can be incorporated
into the model to capture such dependencies.

The layers that should be included in the anno-
tation scheme should by no means be limited to
the aforementioned possibilities: it is something
that needs to be discussed by AES researchers and
perhaps the wider essay grading community.
Recommendation #5: We recommend that the
community devote more effort to corpus develop-
ment, as progress on model development will even-
tually be hindered by the arguably slow progress
on corpus development. Research organizations
should consider helping to advance the field by
releasing large corpora of raw (and if possible, an-
notated) essays or language models that are pre-
trained on such corpora. In addition, we encourage
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the AES community to develop a shared vision
of what corpora, particularly annotated corpora,
would benefit AES research in the long run. Ul-
timately, the community should discuss the possi-
bility of creating a large, annotated corpus and the
kind of manual annotations that are desirable to
have in the corpus. This whole discussion could
begin with a small, annotated essay corpus released
as part of a shared task that contains some of the
annotation layers described above. We believe that
the shared task could bring together interested par-
ties to discuss what the next steps should be as far
as corpus development is concerned.

8 LLMs can be used to assist AES

So far, LLMs have primarily been used in prompt-
based approaches to holistic scoring, with results
that are less competitive than those of fine-tuned
models (Mizumoto and Eguchi, 2023; Stahl et al.,
2024). As researchers continue to improve prompt-
based approaches, we encourage them to examine
other ways of exploiting LLMs for AES research.

Rather than expect LLMs to replace humans (as
in prompt-based approaches to holistic scoring),
we can instead aim to use LLMs to assist humans
in AES-related tasks. In particular, it is worth in-
vestigating whether LLMs can be profitably used
to assist corpus creation and annotation. As noted
previously, assembling a large unlabeled essay cor-
pus and performing multi-layer annotation of such
a corpus are both daunting tasks. We believe LLMs
can be used to perform the groundwork for these
tasks. For example, given the difficulty in assem-
bling an essay corpus, we can examine the feasi-
bility of asking LLMs to generate essays subject
to a given set of constraints, such as essay length,
grade level, and score level (given the correspond-
ing score description taken from a rubric).7 As
another example, since corpus annotation is a time-
consuming process, we can ask LLMs to perform
trait scoring given the corresponding rubrics (possi-
bly by providing the rationale behind why the essay
deserves a particular score), provide written feed-
back (given their strong generative capabilities),
and revise essays in a zero-shot fashion.

While the LLM outputs can be far from perfect,
if we aim to use LLMs to assist rather than re-
place humans, then the goal would be for humans
to serve as reviewers of the LLM outputs. For

7Care should be taken, however, to ensure that LLMs are
not misused to generate essays with malicious content.

example, for corpus creation, a human can exam-
ine the LLM-generated essays to determine if they
conform to the given constraints. For corpus an-
notation, a human can review the LLM-produced
trait scores, written feedback, or even the revised
essays, with the goal of determining whether re-
viewing and correcting LLMs’ outputs can help
save a human annotator’s time compared to per-
forming these annotation tasks from scratch. If
so, then there is value in using LLMs in assisting
in these tasks. For instance, human trait scoring
could be accelerated by understanding the LLM’s
rationale behind assigning a trait score.
Recommendation #6: We recommend that AES
researchers explore novel ways of exploiting LLMs,
especially concerning how LLMs can be used to
improve human efficiency in completing daunting
tasks such as corpus creation and annotation.

9 Essay grading beyond scoring

While AES has largely been tackled as a standalone
task, researchers can think about how AES systems
can be combined with other technologies devel-
oped for AI in education. For example, to improve
the usability of AES systems in a classroom setting,
AES models can be embedded in an intelligent tu-
toring system that can help an essay writer improve
their essay in an iterative fashion through multiple
rounds of feedback and revision.
Recommendation #7: We recommend that AES
researchers think beyond essay scoring and develop
a vision of how AES models can be combined with
related AI technologies to develop more complex
systems that can broaden the impact of AES re-
search on education, ideally through discussions
with other stakeholders such as teachers.

10 Conclusion

For the majority of the AES models proposed in
the past few years, researchers have largely focused
on improving performance numbers. While im-
proving performance numbers should remain an
important goal for AES, merely focusing on per-
formance numbers is not necessarily healthy for
AES research in the long run. In this position pa-
per, we discussed a range of issues that we believe
AES researchers should seriously consider as we
move forward and provided seven recommenda-
tions based on our observations. We hope these rec-
ommendations will help initiate discussion among
AES researchers and push the field forward.
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Limitations

The views expressed in this position paper are nec-
essarily subjective, so it is possible that the reader
may disagree with some or all of our recommenda-
tions for future research directions. Nevertheless,
we have tried to provide explanations behind our
recommendations whenever possible. In addition,
given the space limitations, we cannot provide a
comprehensive overview of the related research in
AES, so a reader without the relevant background
(e.g., a reader who does not work on AES) may not
be able to appreciate our recommendations. Never-
theless, we have tried our best to make this paper
accessible to a general NLP audience.

Ethics Statement

We hope that the issues raised in this paper as well
as the views expressed in it would encourage AES
researchers to start thinking about how the field
should proceed, with the eventual goal of bring-
ing the members of the field together to develop
a shared vision. Note that developing a shared vi-
sion by no means implies that we are forcing all
AES researchers to do the same thing. We view the
shared vision as something that could help guide
the long-term development of the field, but indi-
vidual researchers will still have the freedom to (1)
continue to work on their own projects: (2) work
on projects that contribute to the shared vision; or
(3) split their time between these two things.
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