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Abstract

As the explainability of mental disorder detec-
tion models has become important, symptom-
based methods that predict disorders from iden-
tified symptoms have been widely utilized.
However, since these approaches focused on
the presence of symptoms, the context of symp-
toms can be often ignored, leading to missing
important contextual information related to de-
tecting mental disorders. Furthermore, the re-
sult of disorder detection can be vulnerable to
errors that may occur in identifying symptoms.
To address these issues, we propose a novel
framework that detects mental disorders by
leveraging symptoms and their context while
mitigating potential errors in symptom identifi-
cation. In this way, we propose to use large lan-
guage models to effectively extract contextual
information and introduce an uncertainty-aware
decision fusion network that combines predic-
tions of multiple models based on quantified
uncertainty values. To evaluate the proposed
method, we constructed a new Korean mental
health dataset annotated by experts, named Ko-
MOS. Experimental results demonstrate that
the proposed model accurately detects mental
disorders even in situations where symptom
information is incomplete.

1 Introduction

Mental disorders have become an urgent global is-
sue. The number of individuals suffering from men-
tal disorders exceeds one billion, approximately
16 percent of the world’s population (Rehm and
Shield, 2019). Such severity has in turn lever-
aged the importance of detecting mental disorders,
which determines whether an individual can be
in a danger of mental illness or not. Social me-
dia has been considered as one of the key sources
widely used in mental disorder detection research,
as its anonymity property encourages individuals
with mental illness to reveal their mental health

*Corresponding authors.

status or self-disclosure rarely concerning about so-
cial stigma (De Choudhury and De, 2014; Tadesse
et al., 2019; Kim et al., 2023). Connecting individ-
uals to many peers who share similar experiences
to mental health experts online without temporal
and space restriction, social media has populated
a deluge of data, which has been widely used for
mental disorder detection (De Choudhury et al.,
2013, 2016; Shen and Rudzicz, 2017).

The growing importance of mental disorder de-
tection and the availability of abundant data have
attracted research communities to develop diverse
deep learning models for the mental disorder de-
tection task (Yates et al., 2017; Chen et al., 2018;
Dutta and De Choudhury, 2020; Lee et al., 2020).
Unfortunately, despite their significant efforts in
performance improvement, the black-box property
of deep learning models can be a limitation in pro-
viding interpretation of the model results or ev-
idences of a decision, which degrades the trust-
worthiness (Watson et al., 2019). Leveraging the
importance of explainability of the model results
in mental disorder detection, there have been a
few attempts that find psychiatric symptoms in de-
tect mental disorders (Zogan et al., 2022; Nguyen
et al., 2022; Chen et al., 2023; Song et al., 2023).
These approaches, denoted as symptom-based mod-
els, consist of a two-step pipeline in general: (i) a
symptom identification from user-generated posts,
which computes a vector representing the presence
or likelihood of symptoms, and (ii) a disease de-
tection to predict mental disorders using the calcu-
lated symptom vector. Note that only the symptom
vector is used in the second step. Compared to post-
based approaches, these approaches not only detect
mental disorders with high performance, but also
provide an interpretability of the model results as
the symptom vector can be used in interpreting
how the decision was made by the likelihood of the
symptoms (Zhang et al., 2022; Chen et al., 2023;
Song et al., 2023).
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Figure 1: This example demonstrates the importance
of contextual information in mental disorder detection.
Unlike symptom-based approaches that rely solely on
symptom information (left), accurate predictions are
possible when contextual information (e.g., duration) is
considered (right).

However, relying solely on a symptom vector in
the symptom-based approaches can be limited in
capturing context information around symptoms
and diseases, resulting in inaccurate decision for
mental disorder. According to the DSM-5 (Diagnos-
tic and Statistical Manual of Mental Disorders), it is
suggested to consider not only the indicated symp-
toms, but also contextual information of symptoms,
including duration, frequency, and causes, for di-
agnosis. As Figure 1 illustrates, for example, a cri-
terion for diagnosing major depressive disorder
includes experiencing a depressed mood during
the same 2-week period (American Psychiatric As-
sociation et al., 2013). Thus, the post “I feel sad
because I failed my exam yesterday.” should be
decided as non-depression while the post “I have
been feeling sad for a month.” indicates poten-
tial depression. Unfortunately, the symptom-based
models are likely to determine both posts as depres-
sion disorder, since the symptom is explicitly in-
dicated in the two posts. Furthermore, uncertainty
of a symptom-based model in computing symptom
vectors should be considered in detecting mental
disorders. Since the symptom-based models de-
pend on only symptom vectors calculated from user
posts, a symptom vector with low confidence can
result in inaccurate decision. Note that recent work
has highlighted the risk of the current symptom
identification models showing suboptimal accuracy
due to difficulty in capturing complex symptom ex-
pression from user posts (Gupta et al., 2022; Zhang
et al., 2022, 2023).

To address these limitations, we propose CURE
(Context- and Uncertainty-aware Mental DisoRder
DEtection), a novel approach for detecting men-
tal disorders that (i) uses not only the presence or

likelihood of symptoms, but also their contextual
information and (ii) reduces the potential uncer-
tainty originated from the symptom identification.
To this end, the proposed model is designed to coop-
erates with a large language model (LLM) showing
a capability in natural language understanding to
effectively extract contextual factors pre-defined
from the guidance of psychiatrists. Consisting of
five different sub-models and the uncertainty-aware
decision-fusion network with Spectral-normalized
Neural Gaussian Process (SNGP) (Liu et al., 2023),
the proposed model can detect mental disorders ac-
curately even when symptoms are hardly captured
from a given post. Our evaluation with the newly
collected and annotated dataset named as KoMOS
(Korean Mental Health Dataset with Mental Disor-
der and Symptoms labels), which contains 6,349
Q&A pairs created through the interaction between
a user and an expert for mental health demonstrates
that the proposed model outperforms the state-of-
the-art models, showing robust performance even
when symptom identification is incorrect. We sum-
marize the contributions of this paper as follows.

• We propose CURE, a novel approach for de-
tecting mental disorders, which can effectively
capture both the symptom and their context
information by cooperating with a large lan-
guage model. It also employs an uncertainty-
aware decision fusion network, which can en-
hance the model performance from potential
problem of the incomplete or inaccurate symp-
tom vectors.

• We build and publicly release KoMOS1 (Ko-
rean Mental Disorder Dataset with Symptom),
a question-answer dataset between a user and
an expert in mental health. The dataset covers
4 mental disorders with 28 symptoms, which
were labeled based on a guidance from profes-
sionals.

2 Related Work

2.1 Mental Health Detection for User Posts
A popular approach in detecting mental disorders
from social media is to extract and use the fea-
tures from a user’s post to detect whether the
writer is experiencing mental disorders or not (Gaur
et al., 2019; Amini and Kosseim, 2020; Yoon et al.,
2022). Although previous research has focused on
single disorders (Yates et al., 2017; Chen et al.,

1https://github.com/gyeong707/EMNLP-2024-CURE
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2018; Lee et al., 2022, 2024), recent studies have
emerged in exploring the prediction of multiple dis-
orders (Dinu and Moldovan, 2021; Kim et al., 2020;
Chen et al., 2023). In these post-based approaches,
pre-trained language models such as BERT (De-
vlin et al., 2018) have been widely used to capture
linguistic features in social media posts (Murarka
et al., 2020; Park et al., 2020; Dinu and Moldovan,
2021; Lee et al., 2023). Unfortunately, these ap-
proaches are less likely to provide interpretability
of the model results to verify whether a model de-
termines with suitable (medical) rationales, which
is essential for mental disorder detection.

With the great success of large language mod-
els (LLMs) in various domains, there have been
attempts to utilize LLMs for mental health detec-
tion (Yang et al., 2023, 2024; Xu et al., 2024). Fo-
cusing mainly on applicability of LLMs in mental
health detection, these studies demonstrated that
LLMs have the great capabilities in explaining the
results of mental disorder detection, but their perfor-
mance is lower than that by the supervised methods
due to the lack the knowledge required to detect
mental illnesses (Yang et al., 2024). Therefore, in-
stead of using LLMs for direct prediction, we pro-
pose a way of interacting with an LLM to extract
the context of symptoms from user-generated posts,
by exploiting strong ability of LLMs in natural lan-
guage understanding.

2.2 Symptom-based Methods for Mental
Disorder Detection

To provide explainability, the recently proposed
models have adopted diagnostic tools such as PHQ-
9 (Kocalevent et al., 2013) and DSM-5 (Ameri-
can Psychiatric Association et al., 2013), which
were designed with medical reasoning. For exam-
ple, Nguyen et al. (2022) developed a model to
find the presence of symptoms described in PHQ-
9 for mental disorder detection. Similarly, Zhang
et al. (2022) investigated DSM-5 to build a set of
symptoms and developed a symptom-based detec-
tion model for seven mental disorders. To simplify
the process of symptom-based approaches, Song
et al. (2023) proposed an end-to-end model using
a Siamese network (Koch et al., 2015), which can
be flexibly adapted to detection tasks for different
mental illnesses.

However, the models proposed in these studies
rely only on the presence or probability of symp-
toms, which can lead to incorrect predictions of
mental disorders. Chen et al. (2023) have attempted

to address this issue by using the symptom vectors
with a post embedding calculated by mental-bert (Ji
et al., 2021), with an expectation that a post embed-
ding may include contextual information of symp-
toms. Unfortunately, the contextual information in
a post embedding is implicit, which are unlikely
to provide explanations for what and how context
contributes to mental disorder detection. Therefore,
this study aims to explicitly integrate the context of
symptoms into the model for detecting mental dis-
orders, which not only improves the performance,
but also allows not to lose explainability. Further-
more, we reduce the risk from the uncertainty of
the model on symptom identification by adopting
an uncertainty-aware fusion network.

3 Dataset Construction

In this section, we describe how to build KoMOS,
a novel Korean Mental health dataset with mental
disOrder and Symptoms labels.

3.1 Data Collection
We collected data from Naver Knowledge iN, a
popular Q&A platform in Korea, where users can
anonymously ask questions and receive answers on
various topics. From the mental health category in
Naver Knowledge iN, we first collected the posts
that were answered by the certified psychiatrists to
ensure the quality of our dataset, uploaded from Oc-
tober 2008 to September 2021. We then manually
reviewed the collected Q&A pairs to filter out the
pairs that neither the questions are not the request
for a diagnosis nor the certified psychiatrists held
off decisions of mental disorders due to the lack
of information. Throughout the process, we finally
obtain 8,000 Q&A pairs.

3.2 Data Annotation
For the collected Q&A pairs, we conduct the anno-
tation process to label mental disorders and symp-
toms for each post under the supervision of psychi-
atrists.
Disorder Labeling. To assign a disorder label to
a given post, we first extracted the disorder deci-
sion (from answers in Q&A pairs) written by the
certified psychiatrists as the answer. We then se-
lected the posts with four major disorders in the
dataset: (i) Depressive Disorders, (ii) Anxiety Dis-
orders, (iii) Sleep Disorders, and (iv) Eating Dis-
orders. In addition, we considered the posts where
an expert explicitly mentioned that the described
status or physical reaction is either instantly caused
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by an stress or not much far from an ordinary sta-
tus, which are labelled as ‘Non-Disease’. The total
number of the selected posts are 6,349.
Symptom Labeling. Unlike disorders labeling, we
design a new process to annotate symptoms as they
are unlikely to be indicated explicitly in the an-
swers. In particular, we carefully reviewed DSM-5
and extracted a list of symptoms for each disorder.
The list is then refined by a psychiatrist, which re-
sulted in a total of 28 symptom labels. Following
the annotation criteria (established by psychiatrists)
and considering the disorder label, we finally an-
notated a set of symptoms revealed in individual
posts.
Psychiatrists Validation. We validated the anno-
tated data with two additional psychiatrists. In par-
ticular, each psychiatrist independently labeled dis-
orders and symptoms for 150 posts sampled from
the annotated dataset, and then the agreements
among the labels by two experts and ours were mea-
sured by Krippendorff’s alpha, a statistical measure
of inter-rater agreement. The agreement scores of
disorder and symptom annotation are more than
90% and 82.9%, respectively, indicating that the
annotation process works correctly. The detail of
the validation results is presented in Appendix A.

3.3 Dataset Description
Our final dataset consists of 6,349 posts across
the five mental disorder categories and their corre-
sponding 28 symptoms. In detail, there are 1,408,
1,107, 1,783, 884, and 1,464 posts for depressive
disorders, anxiety disorders, sleep disorders, eating
disorders, and non-disease, respectively. Note that
286 posts show multiple disorders showing comor-
bidity, e.g., both depression and sleep disorder are
observed in a post.

4 The Model

Defining the mental disorder detection task as a
multi-label classification problem, the model takes
a user’s post as an input and predicts five labels
(4 disease and non-disease) independently. In this
section, we describe the proposed model in detail.

4.1 Overall Architecture
An overview of the proposed model is illustrated
in Figure 2. Our model consists of the three main
parts: (i) Feature Extraction that is responsible for
extracting the necessary features from user posts,
including symptom and contextual information, (ii)
Model Prediction where sub-models trained on

different combinations of features generate each
prediction, and (iii) Uncertainty-aware Decision
Fusion that calculates the uncertainty of the predic-
tions based on SNGP (Liu et al., 2023) and gener-
ates a final decision by fusing each prediction with
quantified uncertainties.

4.2 Feature Extraction
In this section, we extract the features needed for
disorder detection from user posts.

4.2.1 Symptom Identification
We develop a symptom identification model to de-
tect psychiatric symptoms in user posts. The model
is a multi-label classifier that produces a likelihood
for each of 28 symptoms. We employ BERT (De-
vlin et al., 2018), which is widely used for pre-
dicting symptoms due to its rich representations of
text (Zhang et al., 2022; Nguyen et al., 2022). We
fine-tune the model to identify symptoms and ob-
tain the [CLS] token for each post, which is known
as the aggregated representation of BERT. This rep-
resentation is then passed through a fully connected
layer to produce likelihood vectors. Given a user
post p, the corresponding likelihood S is,

S = sigmoid(W · BERTsymp(p) + b) (1)

Subsequently, a predefined threshold is applied to
transform these likelihoods into the final predic-
tions.

4.2.2 Context Extraction
To improve performance of disorder detection, we
additionally utilize contextual information of symp-
toms revealed in posts. Since each post inherently
includes relevant contextual information, such as
duration or frequency of symptom, embeddings of
the encoded post can be utilized as contextual in-
formation. However, we found that the post-based
approach leveraging encoded posts as input tends to
overly rely on representative keywords that promi-
nently appear in data related to disease, leading to
insufficient consideration of the symptom context.
Motivated by this, our objective is to extract con-
textual information of each symptom from posts
and explicitly integrate it into the model.

To this end, we first define eight crucial con-
text factors under a psychiatrist’s guidance: Cause,
Frequency, Duration, Age, and four types of Af-
fects - Social, Academic, Occupational, and Life-
threatening. We then create instructions with de-
scriptions for each factor, and request a large lan-
guage model (LLM) to identify these factors from
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Figure 2: CURE consists of three procedures: (1) Feature Extraction, which involves extracting symptoms and
contextual information from user posts; (2) Model Predictions, where sub-models trained by different combinations
of features generate individual predictions; and (3) Uncertainty-Aware Decision Fusion, which generates the final
decision based on a quantified uncertainty.

user posts. Contextual information is extracted in
two ways: (i) category as a numerical value clas-
sified by defined criteria (e.g., 0 for symptoms less
than a month, 1 for more than a month) and (ii)
evidence as a direct expression for the context in
text (e.g., for two years). These two types of con-
text are subsequently utilized in different ways in
detecting mental disorders. Additionally, we obtain
symptoms revealed in user posts from a large lan-
guage model, which are not used as contextual fac-
tors. The details including definitions of factors and
prompt designs can be found in Appendix B. The
context factors, Ci = {c1, . . . , c8}, are extracted
as follows:

ni = GPT-4ocategory(p, ci) (2)

ei = GPT-4oevidence(p, ci) (3)

where ni represents the numerical value for a con-
text category, and N = {n1; . . . ;n8} represents
their concatenation. Similarly, ei stands for con-
text evidence, and E = {e1; . . . ; e8} denotes the
concatenated vector of them.

4.3 Model Predictions
The straightforward approach to consider both
symptoms and contextual information is training
the model using them as input feature. However,
combining features of inherently different natures
can result in sub-optimal performance, e.g., by in-
terfering with each other. For example, a model

training with different modalities under identical
settings, such as the same learning rate and the num-
ber of iterations, can suffer from gradient vanishing
in specific modalities (Wang et al., 2020; Yao and
Mihalcea, 2022). To address this issue, we build
multiple sub-models, where different modalities
are used as input, and then fuse their predictions,
which allows to leverage the strengths of multiple
feature with different natures.

Consequently, we develop five sub-models that
utilize different combinations of three features:
symptoms, context, and posts. Here, we employ
BERT (Devlin et al., 2018) and Symp (Zhang
et al., 2022) as backbone model. The consid-
ered sub-models are summarized as follows: (i)
BERTpost that utilizes only the post content p, (ii)
BERTcontext that uses only context evidence E,
along with symptoms extracted from the LLM (iii)
Sympsymptom that leverages only symptom vector
S, and (iv) Sympcontext considering both symptom
and context category as input by concatenating
two vectors {S;N}. Additionally, we consider a
fifth sub-model, a GPT-4o, which utilizes the user’s
post p as the input. We train each model based on
the defined features, and then obtain prediction re-
sults D = {d1, . . . , d5} from these models.

4.4 Uncertainty-Aware Decision Fusion
To fuse the predictions of the sub-models for fi-
nal decision-making, we introduce the uncertainty-
aware decision fusion network. To this end, we first
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quantify the uncertainty of each prediction. The
uncertainty reflects the confidence of the model
prediction. Therefore, the influence of models with
high uncertainty should be reduced during the final
decision-making process. This approach helps us
make robust decisions, preventing errors in symp-
tom identification.

To calculate the uncertainty of prediction, we
utilize a Spectral-normalized Neural Gaussian Pro-
cess (SNGP) (Liu et al., 2023), which estimates
uncertainty for each prediction in terms of out-of-
distribution probability. This is based on the fact
that a trained model might produce incorrect deci-
sions when the input data significantly differs from
the distribution of training data. In our study, we
estimate the uncertainty of BERTsymp, which is
the model for symptom identification, and its un-
certainty reflects the confidence in the predicted
symptoms. As a result, the uncertainty obtained
from the models is denoted as U.

Finally, we fuse the estimated uncertainties U
and all predictions D of the sub-models to make a
final decision. After that, the data is passed through
an MLP layer, fusing the predictions of all sub-
models with their uncertainty values. This can be
expressed as follows:

H = σ(W1 · CONCAT (U,D) + b1) (4)

ŷ = sigmoid(W3 · σ(W2 ·H + b2) + b3) (5)
The objective of the training process is to min-

imize the binary cross-entropy loss between the
predicted label ȳ and the target y.

5 Experimental Results
5.1 Baselines
We consider two types of approaches as baselines
for extensive performance comparison.
Post-based Approach. SVM+TF-IDF (Abd Rah-
man et al., 2020) is a traditional machine learning
method using linguistic features. HAN (Sekulić
and Strube, 2020) hierarchically encodes text with
word and sentence-level attention. BERT (Devlin
et al., 2018) is pre-trained model that is widely used
for disorder detection (Murarka et al., 2020).
Symptom-based Approach. PHQ-9 (Nguyen
et al., 2022) utilizes a hidden state obtained from
symptom identification model to preserve semantic
information. Symp (Zhang et al., 2022) leverages
the likelihood vector of symptoms. PsyEx (Chen
et al., 2023) has a two-stream architecture con-
sidering the likelihood of symptoms and post-
embedding.

5.2 Evaluation Metrics
To assess the performance of the proposed method,
we employ two metrics: Recall and F1 Score. In
the context of mental disorder detection, minimiz-
ing False Negatives is crucial to reduce the risk of
misdiagnosis. In this context, we select Recall as
an important indicator of model prediction perfor-
mance. However, models with high recall may also
have high False Positive rates, risking misclassifi-
cation of healthy individuals as having an illness,
leading to potential overdiagnosis. Since our re-
search goal is to develop a model that minimizes
overdiagnosis while maintaining high Recall, we
introduce the F1 Score as an additional evaluation
metric.

5.3 Experimental Setting
We conduct experiments on detecting disorders
in multi-label scenarios. The entire dataset is di-
vided into five folds with an 8:2 ratio, then the aver-
age performance of all folds is reported. For train-
ing sub-models, we utilize the BERT model pre-
trained on the Korean corpus, klue/bert-base
and the Symp (Zhang et al., 2022). Note that the
validation set remains consistent throughout our
entire process. In the final decision making, we
use lr = 0.003, batch size = 64, and optimizer
=AdamW . For additional settings of experiments,
please refer to Appendix C.

5.4 Evaluation on Feature Extraction
We first evaluate how the features are accurately
extracted.
Symptom Identification. We evaluate the results
of symptom identification using BERT-based
models. The detailed results are presented in
Appendix D. The performance of both BERT-based
models was comparable, with an average F1 score
of 0.80. Nevertheless, the class imbalance led
to a significant drop in performance for the
underrepresented classes, emphasizing the need for
an approach that can mitigate errors in symptom
identification.

Context Extraction. To evaluate the context fac-
tors, 300 samples were randomly selected and man-
ually evaluated by two annotators. Disagreements
were resolved through discussion. Most factors,
except for Cause, achieved over 93% accuracy, in-
dicating effective contextual extraction by LLMs.
Extracting the cause of psychiatric symptoms, of-
ten requires expertise, resulting in 84% accuracy.
A detailed result is shown in Appendix B.
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Feature Model
Depressive Disorders Anxiety Disorders Sleep Disorders Eating Disorders Non-Disease
Rec. F1. Rec. F1. Rec. F1. Rec. F1. Rec. F1.

Post
SVM+TF-IDF 0.637 0.731 0.706 0.776 0.696 0.771 0.850 0.864 0.175 0.291

HAN 0.731 0.767 0.755 0.792 0.816 0.805 0.899 0.890 0.409 0.509
BERT 0.820 0.813 0.851 0.840 0.895 0.840 0.947 0.911 0.482 0.601

Symptom
PHQ-9 0.810 0.801 0.838 0.831 0.836 0.817 0.889 0.892 0.415 0.542
Symp 0.827 0.805 0.877 0.845 0.849 0.822 0.935 0.905 0.463 0.583

Symptom, Post PsyEx 0.774 0.803 0.866 0.841 0.755 0.793 0.923 0.910 0.606 0.626

Symptom,
Context Factor

BERTcontext 0.802 0.803 0.831 0.828 0.867 0.829 0.940 0.913 0.488 0.582
Sympcontext 0.812 0.807 0.891 0.845 0.863 0.829 0.933 0.905 0.484 0.595

Fusion CURE 0.825 0.824 0.875 0.855 0.874 0.852 0.950 0.919 0.576 0.649

Table 1: Results of mental disorder detection on the KoMOS dataset. Here, the first column represents the features
utilized in the model. The average Recall and F1-Score from 5-fold cross-validation are reported. The highest results
for each label are shown in bold, and the second-highest results are underlined.

Model Disease (Avg) Non-disease
Pre. Rec. F1. Pre. Rec. F1.

GPT-3.5 0.673 0.916 0.771 0.717 0.235 0.353
GPT-4o 0.631 0.977 0.764 0.840 0.310 0.453

MentalLLaMa 0.268 0.748 0.369 0.290 0.453 0.353
CURE 0.845 0.881 0.862 0.745 0.576 0.649

Table 2: Performance of Large Language Models. We
reported the average scores for the four diseases.

5.5 Evaluation on Mental Disorder Detection

We conduct a comprehensive evaluation to assess
the effectiveness of the proposed framework for
mental disorder detection.

5.5.1 Overall Performance

Table 1 presents the average recall and F1 scores for
each of the four diseases and the non-disease cate-
gory. In our dataset, it is crucial to accurately dif-
ferentiate between diseases and non-disease cases
while effectively capturing the risk of diseases. Our
proposed method outperformed the baselines by
achieving the highest F1 score and maintaining
high recalls across all categories. Specifically, mod-
els using a single feature showed high sensitivity
in predicting diseases, but they struggled to dis-
tinguish between disease and non-disease cases,
resulting in lower performance in the non-disease
category. On the other hand, PsyEx, which utilizes
both symptom and post feature, showed strong de-
tection capabilities for non-disease by leveraging
their rich information. However, it showed a limita-
tion in detecting diseases especially for depressive
disorder and sleep disorder. We also reported re-
sults for two sub-models that utilized contextual
features. While these models classified posts into
disease categories from different perspectives, they
did not improve overall performance. In contrast,
our approach achieved consistent performance im-
provements by leveraging the strengths of sub-
models trained on diverse features.

Model
Total (Avg) Disease (Avg) Non-disease
Rec. F1. Rec. F1. Rec. F1.

CURE 0.820 0.820 0.881 0.862 0.576 0.649
w/o context 0.813 0.818 0.873 0.862 0.572 0.644
w/o uncertainty 0.813 0.819 0.876 0.862 0.561 0.647
w/o uncertainty+context 0.815 0.817 0.880 0.860 0.554 0.642

Table 3: Ablation study to examine the effectiveness of
context information and uncertainty.

5.5.2 Performance on LLMs
We additionally examined the performance of large
language models (LLMs) for detecting mental dis-
orders. Table 2 shows the results of GPT-3.5 (gpt-
3.5-turbo), GPT-4o (gpt-4o-2024-05-13), and Men-
talLLaMA (MentalLLaMA-chat-7B) (Yang et al.,
2024) that is a fine-tuned version of LLaMa2 (Tou-
vron et al., 2023) for various mental health detec-
tion tasks. The result demonstrates LLMs tend to
over-diagnose in mental disorder detection, show-
ing high performance in disease categories but poor
performance in non-disease cases. This suggests
that although LLMs can identify information re-
lated to mental disorders, they lack the expertise
required to make accurate diagnostic decisions.

Notably, MentalLLaMA, which was optimized
for mental health datasets, showed significantly
lower performance compared to other GPT-based
models. There could be a few reasons for this per-
formance degradation. First, we used the smallest
version of MentalLLaMA due to computational re-
source limitations. As this is much smaller than
other GPT models, the lower natural language ca-
pabilities may affect performance. Second, Mental-
LLaMA only works for English-written text while
other LLMs support multiple languages. To run
MentalLLaMA, we had to translate our data into
English using DeepL API2, one of the translation
tools, and then feed them into MentalLLaMA. Loss
or distortion of context information during transla-

2https://www.deepl.com/
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tion may also have contributed to the performance
degradation.

In contrast, our approach demonstrated the abil-
ity to effectively distinguish between non-disease
and disease categories, achieving the highest F1
scores. Detailed performance results for all cate-
gories are provided in Appendix E.

5.5.3 Ablation Study
To evaluate the contribution of each part in our
proposed model, We performed an ablation study.
Analysis on Model Components. We performed
an analysis to evaluate the performance of the main
components of the model. First, we evaluated it
after removing two sub-models that use contextual
information. Then, we eliminated the uncertainty,
in which case the model makes the final decision
without the uncertainty of symptom identification.
Finally, we assessed the performance after remov-
ing both components. As shown in Table 3, the
performance declined when each component was
removed, particularly affecting the recall across
all categories. This suggests that contextual infor-
mation plays a vital role in accurately identifying
both disease and non-disease cases, and that un-
certainty can be effectively leveraged in the final
decision-making process, leading to improved over-
all performance.
Analysis on Sub-Models. To evaluate the impact
of the sub-models utilized in our approach, we con-
ducted an analysis on sub-models. To this end, we
removed each of the five sub-models employed
in our model and assessed the performance. The
results in Table 4 demonstrate that all five pro-
posed sub-models contribute to enhancing the final
model performance. In particular, the BERTpost

and BERTcontext models were crucial for detect-
ing non-disease cases. This indicates that the con-
textual information in post content is important
to distinguish between disease and non-disease
cases. Furthermore, removing the Sympsymptom

model showed the slightly improved performance
for non-disease cases while the performance for
disease categories is degraded. This result indicates
that the model solely relying on symptom infor-
mation plays more roles in predicting individual
diseases and less contributes to identifying non-
disease cases.

5.5.4 Analysis on Context Factors
We performed an additional analysis to assess how
effective each context factor (Age, Duration, Fre-
quency, and Affect) is in our model. To this end, we

Model Total (Avg) Disease (Avg) Non-disease
Rec. F1. Rec. F1. Rec. F1.

CURE 0.820 0.820 0.881 0.862 0.576 0.649
w/o BERTpost 0.798 0.798 0.869 0.855 0.516 0.623
w/o BERTcontext 0.808 0.816 0.872 0.859 0.553 0.643
w/o Sympsymptom 0.815 0.820 0.874 0.861 0.579 0.655
w/o Sympcontext 0.810 0.819 0.869 0.862 0.573 0.647
w/o GPT-4o 0.810 0.815 0.872 0.858 0.562 0.643

Table 4: Ablation study to evaluate the impact of the
five sub-models introduced in §4 Model Predictions.

Model Total (Avg) Disease (Avg) Non-disease
Rec. F1. Rec. F1. Rec. F1.

Sympcontext 0.797 0.796 0.875 0.846 0.484 0.595
w/o duration 0.790 0.793 0.867 0.843 0.479 0.593
w/o age 0.784 0.792 0.861 0.844 0.479 0.588
w/o cause 0.784 0.792 0.864 0.844 0.465 0.583
w/o frequency 0.786 0.792 0.867 0.844 0.463 0.582
w/o affect 0.783 0.792 0.863 0.845 0.465 0.582

Table 5: Evaluation to investigate the impact of individ-
ual contextual factors on mental disorder detection.

removed each context factor from the Sympcontext
model, which uses both symptom and context in-
formation. In Table 5, we show that there was a
decrease in performance across all cases, indicat-
ing the significant role of context factors. Detailed
performance about the impact of context factors on
each disease category is provided in Appendix E.

5.5.5 Case Study
We conducted a case study to demonstrate how
the proposed method can improve the detection of
mental disorders. The prediction results for two rep-
resentative cases are shown in Figure 3. In the first
case, the writer expressed curiosity about having
anorexia. The expert diagnosis indicated the writer
did not have the disease, as no related symptoms
were exhibited. Although the writer mentioned
skipping meals due to lack of company, the symp-
tom identification model inferred “Difficulty in
Eating”, leading to an incorrect prediction. In con-
trast, the context-based model accurately predicted
the writer did not have anorexia, demonstrating the
effectiveness of our proposed method.

In the second case, the writer reported persistent
chest discomfort since last year. The symptom iden-
tification model correctly inferred “Chest Discom-
fort”. However, it did not detect other symptoms
typically associated with anxiety disorders. As a re-
sult, the symptom-based model did not classify this
as a disease. In contrast, the context-based model
recognized the duration of the symptom and accu-
rately diagnosed it as an anxiety disorder, helping
for final model to make an accurate prediction.

These two cases illustrate potential errors that
can arise when relying solely on symptom infor-
mation for disease detection. In both instances, our
model can generate accurate predictions by uti-
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Figure 3: Prediction results for two cases in a case study. The results showcase three different approaches:
Sympsymptom focuses solely on symptoms, while BERTcontext incorporates contextual information. CURE is an
ensemble model with the uncertainty-aware decision-fusion network.

lizing contextual information and an uncertainty-
based decision fusion framework.

6 Conclusion

In this paper, we proposed a novel approach in men-
tal disorders detection. Our model uses contextual
information for more accurate detection and em-
ploys an uncertainty-aware decision fusion network
to reduce errors. Additionally, we created KoMOS,
the first mental health dataset in Korea, which will
be publicly available to authorized researchers. Ex-
periments show our approach outperforms exist-
ing methods. We believe the proposed model can
provide early intervention and support by quickly
detecting mental disorders on social media.

Limitations

This research has several limitations that can be ad-
dressed in future studies. Firstly, our study only ad-
dresses four specific mental disorders. Future work
should aim to expand the scope to include a wider
variety of mental health conditions to enhance the
applicability and robustness of the proposed model.
Secondly, we were unable to conduct experiments
to test our model to different datasets. This limita-
tion stemmed from the differences in data character-
istics between our dataset and most publicly avail-
able ones. Our data was gathered from users who
reported their conditions for diagnostic purposes,
whereas previous research datasets comprised so-
cial media posts with various purposes such as emo-
tion or opinion sharing (Yates et al., 2017; Cohan

et al., 2018; Cai et al., 2023; Chen et al., 2023;
Zhang et al., 2022). This discrepancy made it dif-
ficult to extract contextual factors we defined like
duration, cause, and affects from these datasets. As
a result, our model is well suited to self-reported
data for diagnostic purposes, and it remains a goal
of future research to define contextual factors that
can be effectively leveraged from general social
media datasets and how to exploit them.
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A Details of KoMOS
This section introduces the details of the KoMOS
dataset, including data example, representative
symptoms for each disorder, and expert validation.

A.1 Example of KoMOS
KoMOS consists of user-generated questions that
provide detailed descriptions of their mental state
and certified psychiatrists’ diagnostic responses.
An example from KoMOS dataset can be found in
Table 8.

A.2 List of Representative Symptoms
We reviewed the DSM-5 to extract representative
symptoms for each disorder. We found that anxiety
disorders had the most representative symptoms,
and the symptom ‘loss of appetite’ was representa-
tive of both depression and eating disorders. The
detailed information is presented in Table 9.

A.3 Results of Expert Validation
In our dataset, diseases were labeled by collecting
expert answers to user questions from the Naver
Knowledge iN website, while symptoms were la-
beled based on annotation criteria established in
collaboration with psychiatrists. To evaluate the
quality of the labeled data, we randomly selected
150 samples and measured the agreement scores be-
tween our labels and those of two psychiatrists for
both disorders and symptoms. The results showed
an average agreement score of 92% for disorders
and 83% for symptoms. Detailed results for disease
and symptom annotations are presented in Tables 6
and 7, respectively.

Agreement Score for Disorders
Psychiatrist 1 Psychiatrist 2 Ours

Psychiatrist 1 1.0 - -
Psychiatrist 2 0.985 1.0 -
Ours 0.917 0.932 1.0
Table 6: Psychiatrists validation on disorder labels.

Agreement Score for Symptoms
Psychiatrist 1 Psychiatrist 2 Ours

Psychiatrist 1 1.0 - -
Psychiatrist 2 0.952 1.0 -
Ours 0.855 0.804 1.0
Table 7: Psychiatrists validation on symptom labels.

B Details of Context Extraction

In this section, we introduces the details of context
extraction, including the meanings of each context
factors, the procedure for extracting context factors
from the large language model, and the prompt
template.

B.1 Meaning of Context Factors
We extracted the eight contextual factors from user-
generated post by using GPT-4o which is one of
the large language models introduced by OpenAI.
Each factor represents the following:

• Cause indicates whether there is an event or
trigger that led the user to experience psy-
chiatric symptoms. It is labeled as 0 if not
mentioned, and 1 if mentioned.

• Duration indicates the period during which
the user experienced psychiatric symptoms. It
is labeled as 0 if not mentioned, 1 if less than
one month, and 2 if more than one month.

• Age indicates the user’s age. It is labeled as 0
if not mentioned, 1 if the user is a minor, and
2 if the user is an adult.

• Frequency indicates how often the user expe-
riences psychiatric symptoms. It is labeled as
0 if not mentioned, 1 if less than three times a
week, and 2 if more than three times a week.

• Affect is composed of four categories, indicat-
ing the impact of user’s psychiatric symptoms
affect social, educational, occupational, or
life-threatening functioning.

B.2 Procedure of Extracting Context Factors
We use LLM to extract the eight context factors
defined under the guidance of experts. The detailed
procedure for context extraction is as follows:
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Data Example

User Question Since last week, whenever I go out, I feel tightness in my chest and have difficulty breathing. When I’m
in crowded places like the subway station, I also feel a bit dizzy. I thought it might just be my imagination,
so I felt hesitant about going to the hospital for this. But today, while working part-time, it seems to have
become more difficult to bear. I’ve received treatment for depression in the past, so I’m wondering if it
could be panic disorder, but apart from feeling suffocated, there aren’t any clear symptoms, so I’m a bit
uncertain. I’m questioning whether these symptoms warrant a visit to the hospital.

Expert Answer Hello. I’m Dr. Kim, a psychiatrist with the Korean Medical Association. The symptoms you mentioned
can be mood and physical symptoms that can accompany severe anxiety. You mentioned that you
had been treated for depression before; if your depression symptoms are not well-controlled recently,
anxiety can also accompany them. In the case of panic disorder, symptoms such as palpitations, difficulty
breathing, fear of dying, dizziness, etc., appear very intensely over 30 minutes to an hour and are
accompanied by anticipatory anxiety about the possibility of another attack. While it is possible in your
case, it might be a mild manifestation of agoraphobia among anxiety disorders rather than panic disorder.
If the symptoms gradually worsen or affect your daily life, it is recommended to visit a hospital.

Table 8: An example of a KoMOS dataset. In our dataset, each data instance consists of a pair: a question from a
user discussing their mental health problem, and an answer from a psychiatrist providing a diagnosis.

Representative Symptoms

Depressive Disorders
Depressed mood, Irritability, Suicidal ideation,
Self-harm, Loss of energy, Loss of appetite

Sleep Disorders
Hypersomnia, Insomnia, Sensory disturbances during sleep,
Paresthesia, Sleep paralysis, Poor quality of sleep,
Parasomnias, Excessive sleepiness

Eating Disorders
Dietary restrictions, Difficulty in eating, Self-induced vomiting,
Fear of weight gain, Binge eating episodes, Loss of appetite

Anxiety Disorders
Palpitations, Chest discomfort, Tremor, Sweating,
Abdominal discomfort, Feeling anxious, Other symptoms due to anxiety,
Social anxiety, Phobias

Table 9: A list of representative symptoms for each
mental disease. This list was selected with psychiatrist
guidance based on the DSM-5.

1. Selection of context factors: The selection
of context factors was primarily based on the
DSM-5. For example, as the diagnostic crite-
ria for major depressive disorder in DSM-5
include "experiencing a depressed mood dur-
ing the same 2-week period," we can select
duration as one of the context factors. After
the selection process, candidates of context
factors are then reviewed by experts to final-
ize the selection.

2. Prompt initialization: Next, we constructed
prompts to extract each factor from posts us-
ing the LLM. The prompts include a brief
description of each factor and 2-3 examples to
guide the extraction. The initial prompt was
designed to extract all eight factors from a
single prompt, but this often failed due to the
high complexity of the task and the inability
to provide sufficient examples covering all
factors.

3. Prompt improvement: Since constructing
individual prompts for each factor requires
a high cost for API, we needed to create
prompts that could extract high-quality fac-
tors with minimal cost. To achieve this, we

Factor Acc. Factor(Affect) Acc.
Cause 0.84 Social 0.96
Frequency 0.96 Occupational 0.96
Duration 0.93 Educational 0.95
Age 0.95 Life-threatening 0.93

Table 10: Quality evaluation for each context factor
extracted from large language model.

conducted an iterative improvement process
by applying various prompting strategies (e.g.,
Chain-of-Thought), to a few samples from the
training dataset. As a result, we finalized four
prompts that were most effective for our pur-
poses.

4. Quality Evaluation:To evaluate the efficacy
of the final prompts in extracting contextual
factors, we selected 300 sample data instances
from the training set. Two annotators per-
formed qualitative evaluations for each factor,
and as a result, most factors showed 93% ac-
curacy, except for Cause. The Cause factor,
which indicates the cause for the symptoms,
often requires more complex reasoning for ex-
traction. For example, for a post, "I go to bed
at 2 AM and wake up at 6 AM, and I’m too
sleepy during the day," the LLM has to infer
that "lack of sleep" is the cause.

B.3 Prompt Templates of Context Extraction
Designed using the Chain-of-thought methodol-
ogy (Wei et al., 2022), the prompts enable the LLM
to extract factors through intermediate reasoning
steps. Each of prompts aims to extract the Cause
(Figure 4), Frequency (Figure 5), Age and Duration
(Figure 6), and four Affects (Figure 7), respectively.

B.4 Quality Validation for Context Factors
To evaluate the LLM’s contextual reasoning abil-
ity, we performed a quality assessment of the eight
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Figure 4: Prompt template of Cause

Figure 5: Prompt template of Frequency

extracted factors. We randomly sampled 300 data
points, and two annotators evaluated the accuracy
of the extracted factors. The results showed that
most factors, except for cause, achieved an accu-
racy of over 90%, indicating that LLM’s contextual
inference capabilities can effectively extract impor-
tant context from mental health posts. The results
are shown in Table 10.

C Experimental Settings

C.1 Data Split Settings

We used 80% of the total 6,349 data, i.e., 5,076
cases, as training data for symptom identification
and disorder detection tasks. The remaining 1,273
data were used for hyperparameter tuning. We used
the MultilabelStratifiedKFold function from the
iterstrat library for multi-label classification. The
entire dataset was divided into five folds, ensuring
all data were included in the validation set at least

Figure 6: Prompt template of Duration and Age

once. The average performance across these folds
was reported as the final result.

C.2 Hyperparameter Settings

The experiments are conducted on two NVIDIA
Quadro RTX A5000 GPUs, each with 24 GB of
memory. The specific hyperparameter for all mod-
els are summarised below.

• SVM+TF-IDF used a minimum document
frequency (min_df) of 2 and a maximum of
6000 features.

• PsyEx used the default settings following ex-
isting implementations, with detailed parame-
ters similar to BERT-based models.

• BERT-based models used the AdamW op-
timizer, a learning rate of 3e-05, klue/bert-
base(pre-trained on the Korean corpus), a max
length of 512, an early stop step of 3 epochs,
and a batch size of 32.

• Symp-based models used the AdamW op-
timizer, a learning rate of 0.01, Our data has
1 post per user, so we set the filter size of 1,
filter number of 64, dropout rate of 0.2, an
early stop step of 5 epochs, and a batch size
of 64.
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Figure 7: Prompt template of Affect

• LLM-based models used the temperature 0
for GPT-3.5 and GPT-4o, using the same set-
ting for factor extraction. MentalLLaMA used
a temperature of 0.01.

• CURE used the AdamW optimizer, a learn-
ing rate of 0.003, a batch size of 64, an MLP
with a hidden dimension of 64, and the activa-
tion function elu (Clevert et al., 2015).

C.3 Template for Mental Disorder Detection
In Section 5.5.2, we compared LLM-based models
for detecting mental disorders in a few-shot setting.
We used three large language models: GPT-3.5,
GPT-4o, and MentalLLaMA. When using Mental-
LLaMa, we translated user-generated posts into
English because MentalLLaMa only works for
English-written text. For GPT-based models that
support multiple languages, we used the original
Korean-written posts. The same prompt was ap-
plied to all models, as shown in Figure 8.

D Results on Symptom Identification
D.1 Performance on Symptom Identification
We developed a symptom identification model us-
ing BERT to detect psychiatric symptoms in user
posts. For a comparison, two BERT-based models
that were optimized for the Korean corpus were
employed. Utilizing the representational capabili-
ties of BERT, the model predicts the presence of

Figure 8: Prompt of Mental Disorder Detection for LLM-
based models.

Model Prec. Rec. F1.
BERT 0.854 0.780 0.809
RoBERTa 0.859 0.765 0.800

Table 11: Symptom identification results on KoMOS.
The average performance scores across all symptoms
are reported.

28 symptoms in user-generated content. The aver-
age scores across all symptoms are presented in
Table 11.

D.2 Detailed Results for Each Symptoms
We reported the detection results for each of the
28 symptoms in Table 12. The results from the
BERT model, which demonstrated better perfor-
mance than other BERT-based models, are pre-
sented. There is a performance imbalance in each
symptom class, which may be due to the differ-
ences in the number of instances in each class or
the different complexity of the symptom patterns
expressed in user-generated posts, which makes
symptom identification challenging.

E Results for Mental Disorder Detection

E.1 Ablation Study of Context Factor
We evaluated whether our proposed context fac-
tors can help in disease detection. We measured the
performance across five mental disorder categories
by removing each contextual factor one by one
from the Sympcontext model (which considers both
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Symptom F1-score Support
Palpitations 0.95 155
Chest discomfort 0.92 234
Hypersomnia 0.77 64
Irritability 0.76 209
Tremor 0.91 85
Sweating 0.96 64
Abdominal discomfort 0.86 80
Insomnia 0.87 226
Feeling anxious 0.93 467
Other symptoms due to anxiety 0.83 303
Social anxiety 0.78 75
Sensory disturbances during sleep 0.76 39
Parasomnias 0.85 36
Sleep paralysis 0.74 23
Poor quality of sleep 0.77 118
Loss of appetite 0.79 64
Dietary restrictions 0.41 46
Paresthesia 0.64 83
Depressed mood 0.91 345
Difficulty in eating 0.70 46
Suicidal ideation 0.89 155
Self-harm 0.85 36
Self-induced vomiting 0.90 97
Excessive sleepiness 0.64 34
Fear of weight gain 0.83 104
Phobias 0.69 84
Binge eating episodes 0.91 130
Loss of energy 0.85 188

Table 12: Performance of symptom identification for
each 28 symptoms.

symptom and context categories). The detailed per-
formance of the factor ablation study is presented
in Table 14. As shown in Table, each context fac-
tor plays a different role in detecting different dis-
eases. For example, the exclusion of the frequency
leads to a performance decrease in most categories
(e.g., Anxiety Disorder: 0.891 → 0.876 and Sleep
Disorder 0.863 → 0.846, in terms of recall). On
the other hand, in the case of Depressive Disorder,
performance improved when the frequency was re-
moved (0.812 → 0.830 on recall). These findings
suggest that context factors contribute to improve
the performance of the disorder detection with dif-
ferent roles.

E.2 Performance on LLM-based Methods
We assessed the performance of LLM-based mod-
els across five categories of mental disorders. The
detailed performance of the LLM-based model is
presented in Table 14. As shown Table 14, large
language models tend to over-diagnose diseases,
resulting in high recall values for disease cases but
lower performance in non-disease cases. Addition-
ally, the enhanced capability of the large language

models do not significantly impact the performance
difference. Despite the fact that GPT-4o is an up-
graded version of GPT-3.5, the performance gap
between the two models is marginal, except for
non-disease cases. In non-disease cases, GPT-4o
demonstrated better predictive performance than
GPT-3.5, indicating that more advanced language
models can accurately detect distinctions between
disease and non-disease classes based on expert
knowledge and language capabilities.

E.3 Statistical Analysis for Performance
we conducted the paired t-test to verify the statisti-
cal significance of the experiment result. We report
the results of 5-fold cross-validation, based on the
differences in average recall and average F1 score
between our model and the baselines. We verified
that all the p-values of all tests are below 0.05, in-
dicating that the results are statistically significant.
The result is shown in Table 13

Model Recall F1-score
Average T-statistic P-value Average T-statistic P-value

BERT 0.799±0.010 -5.72 0.0046 0.801±0.007 -6.71 0.0026
Symp 0.790±0.006 -6.89 0.0023 0.792±0.006 -8.86 0.0009
PsyEx 0.785±0.016 -4.45 0.0113 0.794±0.009 -4.78 0.0088
GPT4o 0.843±0.002 4.92 0.0080 0.702±0.010 -14.17 0.0001

Table 13: Results for paired T-Test between baselines
and the proposed method.

F Error Analysis

We report two representative error cases with de-
scription of when these cases are made and how
the errors are propagated.

F.1 Strong agreement among sub-models to
incorrect label

The most errors of the proposed framework were
made when all the sub-models show a strong agree-
ment for the incorrect disease. In Table 15, the
doctors who labeled this case explained that ordi-
nary people may also have the same feelings in the
described situation, so the symptoms are not se-
vere enough to be diagnosed as a phobia. From the
model perspective, Anxiety Disorder was a final
decision since the decisions of all the sub-models
are the same as Anxiety Disorder. The reason for
the incorrect decision by each sub-model is due to
the failure of capturing the information of specific
symptoms for the given disease and their severity.
In this example, the sub-models fail to acknowl-
edge that sweating is not an extreme symptom for
anxiety disorder. We expect that this error can be
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Model
Depressive Disorders Anxiety Disorders Sleep Disorders Eating Disorders Non-disease
Pre. Rec. F1. Pre. Rec. F1. Pre. Rec. F1. Pre. Rec. F1. Pre. Rec. F1.

Sympcontext 0.802 0.812 0.807 0.803 0.891 0.845 0.798 0.863 0.829 0.878 0.933 0.905 0.778 0.484 0.595
w/o duration 0.790 0.825 0.807 0.804 0.875 0.838 0.808 0.846 0.826 0.879 0.924 0.901 0.780 0.479 0.593
w/o age 0.794 0.826 0.809 0.812 0.868 0.839 0.814 0.832 0.822 0.892 0.917 0.904 0.763 0.479 0.588
w/o cause 0.800 0.811 0.805 0.809 0.873 0.840 0.806 0.840 0.822 0.891 0.931 0.910 0.787 0.465 0.583
w/o frequency 0.788 0.830 0.808 0.809 0.876 0.841 0.812 0.846 0.828 0.883 0.915 0.899 0.787 0.463 0.582
w/o affect 0.798 0.820 0.809 0.809 0.872 0.839 0.815 0.827 0.821 0.892 0.933 0.912 0.781 0.465 0.582

GPT-3.5 0.682 0.907 0.778 0.553 0.972 0.704 0.705 0.790 0.745 0.753 0.995 0.857 0.717 0.235 0.353
GPT-4o 0.614 0.940 0.743 0.572 0.990 0.725 0.585 0.984 0.733 0.752 0.993 0.856 0.840 0.310 0.453

MentalLLaMa 0.247 0.898 0.387 0.434 0.494 0.462 0.213 0.902 0.344 0.178 0.699 0.284 0.290 0.453 0.353

Table 14: Detailed results for mental disorder detection. The first section represents results of ablation study for
context factor, while the second section represents performance of large language models.

Post BERTquestion BERTcontext Sympsymptom Sympcontext CUREours Ground Truth
I think I might have a phobia.

When I stand on glass floors, I get thoughts that the glass might break.
This makes me sweat and feel anxious. Why am I like this?

Anxiety Disorder
- A: 0.95

Anxiety Disorder
- A: 0.91

Anxiety Disorder
- A: 0.95

Anxiety Disorder
- A: 0.94

Anxiety Disorder
- A : 0.99

Non-Disease
(-)

I’m so tired that I’m dozing off while working.
Sometimes, I confuse the work I’ve done while drowsy with things that happened in a dream.

I’m wondering if this might be a problem serious enough to warrant a visit to the doctor.

Non-Disease
- S: 0.18
- N: 0.83

Sleep Disorder
- S: 0.63
- N: 0.41

Sleep Disorder
- S: 0.62
- N: 0.38

Sleep Disorder
- S: 0.62
- N: 0.47

Non-Disease
- S: 0.15
- N: 0.96

Sleep Disorder
(-)

Table 15: An analysis of the error cases for the proposed method. Two cases are considered for representing error
propagation within the proposed method. The value under the predicted label for each model denotes the predictive
logits corresponding to the disease class.

addressed by designing more sophisticated context
factors such as types of symptoms (of each disease)
with their severity.

F.2 Following the decision by sub-models with
high confidence

The second-most error case is that the final decision
is made as the output of the sub-model with high
confidence when the sub-models made different
predictions with different confidence. An example
case is described in the Table 15. Although the ma-
jority of sub-models outputs Sleep Disorder, the fi-
nal decision by the proposed model is Non-Disease.
The pair of numerical values in the parentheses
are the predictive logits of each class, which can
be used to estimate the model’s confidence in the
decision of each label. In this case, three models
predicting Sleep Disorder show lower confidence,
whose values are in [0.4, 0.6]. In contrast, the con-
fidence of the BERTquestion is much higher than
the others (more than 0.8). The final output of the
proposed model is Non-Disease, which seems to
be taken from the decision by BERTquestion.
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